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Quantum critical point of the Ising chain from boundary effects
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We propose two easy-to-study observables in the quantum Ising chain with open boundary
conditions. They measure the length at which boundaries affect the longitudinal or transverse
magnetization. We show that their finite-size scaling behaviour encodes the position of the
quantum critical point and the universal scaling exponent v. The applicability of proposed
observables in small systems is also discussed. We expect that our results will be useful in
quantum simulation of spin systems.

I. INTRODUCTION

Quantum phase transitions (QPTs) are defined as the transitions between distinct phases of mat-
ter occurring at zero temperature at the thermodynamic limit [1]. They result from the competition
between basic interactions appearing in the system |2]. This makes them distinct from classical
phase transitions, where the competition between internal energy and entropic contribution drives
such transitions.

Quantum critical phenomena can be observed in many different systems. It is natural to study
them in solid state systems because crystals are the physical realizations of lattices used in theoret-
ical models |1, 13]. Solid state systems, however, are very complicated. Therefore, it is not always
clear which theoretical model describes their behavior. In order to get rid of such ambiguities and
to study more exotic phases, researchers have found ultracold atoms to be a promising setup [4-7].
Soon it has been realized that because of a great experimental ability to control atomic gases, these
‘artificial solids’ could be used as quantum simulators [4, I8, |9]. By tuning their parameters, one
can experimentally realize a wide range of theoretical models.

There is, however, a price one has to pay for such controllability including tailoring of inter-
actions as well as single-site preparation and measurement. Namely, currently realizable quantum
simulators are composed of only a few tens of atoms or ions [10-13]. As a result, they are not large
enough to ensure that the thermodynamic limit from the definition of a QPT is well approximated.
This implies that finite-size predictions describing observables in such systems are much needed
[14].

One of the parameters describing critical phenomena is the location of the critical point. The
critical point is such a value of the parameter of the Hamiltonian for which the ground state
wave-function is non-analytic in the thermodynamically-large system. It can be obtained in many
different ways that differ in their sensitivity to finite-size effects. For example, it can be extracted
from the asymptotic behavior of the correlation functions (see |1] for general introduction and
[15-17] for Ising model results relevant for our work). However, due to the small size of quantum
simulators, distant correlation functions are inaccessible in such systems. Moreover, the use of
finite-size scaling procedure could be problematic as the system must be sufficiently large for its
applicability.

Other approaches to finding the critical point, which are presumably less sensitive to the system
size, include the fidelity approach (see [18, |19] for general introduction and |20, [21] for Ising model
results), quantum discord approach [22], and the studies of entanglement [23]. A very unusual
method having a broad spectrum of applicability was also proposed in |24, 25]. It consists of
applying Benford’s law to physical observables.

The objectives of this paper are twofold. First, we would like to propose an observable, which
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FIG. 1: Plot of the density of atoms in a Bose-Einstein condensate p(x) = po tanh? [x/(\/%)] illustrating the
notion of the healing length ¢ at which p(§) = 0.37pg. The condensate is subjected to boundary conditions:
p(0) = 0 and p(c0) = po [26]. It can be viewed as an atom density of the condensate trapped in a box
potential near the boundary [27].

should be easy-to-study in quantum simulators, whose scaling properties encode the critical value
of the parameter driving the transition. Second, we would like to provide its detailed discussion
in the open quantum Ising chain. The proposed observable measures the length of the boundary
effect on the magnetization. Such an observable is analogues to the healing length of the Bose-
Einstein condensate (Fig. [I]), which describes the distance over which a localized perturbation (like
an infinite potential barrier) changes the density of atoms [26].

II. FINITE-SIZE EFFECTS

Quantum phase transitions are traditionally considered in a thermodynamic limit. Therefore, it
is difficult to measure the critical value of the parameter driving the transition in a small system.
In such a case, one can extrapolate it using finite-size scaling theory [14].

Let us consider an infinitely large system where quantum phase transition occurs at the driving
parameter g = g.. There exists a characteristic length scale & such as a correlation length. We
assume that in the regime of g close to the critical value

" (1)

where v is a universal critical exponent. Suppose now there is an observable O, which in this
regime diverges algebraically with some critical exponent . Therefore

§o<\g—gc
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If we would now consider a finite version of that system of the length L, this proportionality must
be altered by the scaling function ® such that finite-system version of Oy,

Op x &"(¢/L), (3)

which is the essence of the finite-size scaling hypothesis. Making use of (Il) and introducing another
scaling function ® one can rewrite (3] as

Op o LV"®(lg — ge| 7"/ L). (4)



In a case of an infinite system, O, would be non-analytical at g = g.. In a finite system, however,
Or, has an extremum near the critical point at g = g*. We therefore conclude that

’g* _ gc’ — xo_l/VL_l/V o L—l/u o N_l/'/, (5)

where g is a point where ® takes its extremal value and N = L/a with a being the lattice constant.
One has to be a bit more careful if the observable of interest is logarithmically divergent, i.e.

Oc = aIn(§), (6)

where « is a constant of proportionality.
Let us now consider an observable O, which is an exponentiation of O4. In a finite system we
have

éL = Om@(g/L) = eXp(Ooo)(I)(S/L)v (7)

where @ is an appropriate scaling function. Therefore, introducing another scaling function P

Oy, = m(OL) = aln(€) + In[®(¢/L)] = aln(L - £/L) + In[®(£/L)] =
= aln(L) +In[(§/L)* ®(§/L)] = aln(L) + ®(§/L). (8)

Using the same reasoning as before, we again obtain ({).

III. ISING MODEL

The model of interest is the one-dimensional quantum Ising chain in the external transverse
magnetic field with open boundary conditions. Its Hamiltonian reads |1]

N-1 N
H=-) ofofi~g) o 9)
i=1 i=1

where af’z are Pauli matrices describing the ith spin-1/2, N is the number of spins, and g is a
parameter describing the strength of the external field.

In a thermodynamic limit, there exists a quantum phase transition driven by the external field.
For 0 < g < 1 the system is in the ferromagnetic phase, while for g > 1 it is in the paramagnetic
phase.

The model has many physical realizations in different solid state setups [28]. Recently, cold
ions systems have grasped the attention of experimentalists [29]. The version of Ising model with
long-range interactions has been successfully implemented in linear ion chains |7] with at most 53
effective spins-1/2 |11, which makes our discussion experimentally relevant.

Following |30] Hamiltonian (@) can be rewritten in the useful second-quantized form
H=U'HU, (10)

where

]
I

<—€3 —BA>’ (11)
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FIG. 2: Magnetization S? obtained in numerical computation for the system of length N = 103. The index
i enumerates lattice sites. The boundary is at ¢+ = 1 and ¢ = N. Panel (a): magnetization for g = 0.95.
Panel (b): magnetization for g = 1.05. Data points are connected by lines.

with A;; = g, Ajiv1 = Aig1i = Biiv1 = —Bit1: = —1/2 (where we have corrected sign error in
Bi i+1 and Bi-i—li) and

. 1<i<N
L S (12)
¢; N <i<2N

Introduced creation and annihilation operators come from the Jordan-Wigner transformation

O'f —1— 26;-[62‘, 0'2-m = (Ci + Cj) H (1 — 2C;r-cj) . (13)
i<t

Hamiltonian (0] can be easily diagonalized such that (using Einstein summation convention)
H=UH;;9; = U3y DuBLY; = U] Bir DB 05 = ) D@y = 6,8] 8y, (14)

where 3 is an orthogonal transition matrix, ® = 7 W and D = diag({&}) with [31]

€x = i\/[g — cos(0p)]? + sin®(6},), (15)
where 6. are real roots of the equation for
gsin ((N +1)0) = —sin(Ng), 0<6 <. (16)

The set {€x} is invariant under the change of sign of all elements as it comes from the symmetries

of H. Indeed, if
_ [ Uk
ve= (1) a7)

is a normalized eigenvector to an eigenvalue €, > 0, then < k> is a normalized eigenvector to an

Uk
eigenvalue —eg. We can therefore choose

/8:<:)Li .. UN V1 ... ’UN>7 (18)

UN Ul ... UN
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FIG. 3: Magnetization S¥ obtained in numerical computation for the system of length N = 103. The index

i enumerates lattice sites. The boundary is at ¢ = 1 and ¢« = N. Panel (a): magnetization for ¢ = 0.95.

Panel (b): magnetization for g = 1.05. Data points are connected by lines. Note the different range of the
horizontal axis in each panel.

and assume that eigenvalues ¢, are in an ascending order. Moreover, [ can always be chosen to be
real. It is then natural to define Bogoliubov operators

2N N
v = Py = Zﬁgjllf] = Z (Ukici + UkiCD for 1 <k <N, (19)
j=1 i=1

where uy; and wvy; are the i-th components of the u; and v vectors, respectively. Thanks to the

arrangement of matrix (§ it easily follows that 7}; = &y, . Anticommutation relations are fulfilled

due to the properties of the diagonalized matrix and the normalization of its eigenvectors. In the
end, we arrive at

H= f: - (27,1% - 1) . (20)

=1

IV. MAGNETIZATION

The transverse magnetization in the ground state (Fig. 2] reads

2N
S; = (of)gs = (1-2der)  =1-2(wjw;) =1- 2%::1 ((Bati)! By;) =

2N
=1-2 ) (8y)° (1)
j=N+1
where (...)ag is the ground state expectation value.

The longitudinal magnetization in any eigenstate of (20) is equal to zero by Wick’s theorem,
because operators ¢; and CI» which can be linearly mapped onto ~; and %T , appear an odd number
of times in 0. However, one can consider adding an infinitesimally small symmetry-breaking field
along the spin interactions. Such a field will mix two lowest eigenstates such that the resulting
superposition can be written as [32]

_|GS) + aeA]|GS)
V1+a? ’

|1)) a>0, ¢el0,2m). (22)
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FIG. 4: Panel (a): illustration explaining quantities used in definition of the observable 1. The system has
a length of N = 30. Arbitrary value of ¢ has been used. Panel (b): definition of the observable n. The
system has a length of N = 103. To illustrate the method, we use here € = 10%.

The longitudinal magnetization in this state reads

(o 20ccos ¢
o e

i >1j) T 1+ a2 <7103:>GS' (23)

It has its maximum at & = 1 and ¢ = 0, and we can treat the following expression as the longitudinal
magnetization of the perturbed system (Fig. [3])

S =moi)gs - (24)
Using the Jordan-Wigner transformation (I3]) and defining
a; = ¢ + cj, b; = z(cj —¢i), {ai,bi} =0, (25)
allows us to obtain
157 = [{maibi—1ai-1 ... bia1)gg |, (26)

which can be then computed with the use of Wick’s theorem [32|, because operators a; and b; are
linear combinations of operators v; and 73 , in which the Hamiltonian (20)) is diagonal. Conveniently,
it can be done with the use of the identity

O <a1a2> <041043> <041044> (alaM>
0 <042043> <042044> (OégOéM>
(aray...opr) = Pf 0 (asas) ... (asan) |, (27)
0

where the used matrix is skew-symmetric and «; are creation or annihilation operators [33].

V. THE OBSERVABLE

We propose the observable 7 similar to the healing length (Fig. [[l) but in the finite Ising chain.
It is not an observable in the strict sense, but we will stick to this term in further description.
It is the length, measured from the end of the chain in lattice units, at which the longitudinal
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FIG. 5: Results for the proposed observable for S* magnetization for the system of length N = 10% and
¢ = 1%. Panel (a): n(g). Panel (b): first derivative of 7(g) with clearly visible maximum. Data points are
connected by lines.
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FIG. 6: Logarithmic plot of the distance of the maximum of diqn(g) from the critical point g. — g% as

a function of N. The black line is a linear fit In(g. — ¢g%) = 1.77(2) — 1.030(3) In(N) to data points for
e = 1%, while black diamonds are exemplary data points. Similarly, the red line is a linear fit In(g. — ¢3) =
2.02(2) — 1.006(2) In(N) to data points for ¢ = 0.1%, while red dots are exemplary data points. We used
over 40 points for each fit. The fitted coefficients and their standard errors, both here and in other plots in
this work, come from LinearModelFit function from [34].

magnetization S7 differs form its bulk value S7 by a tiny percent e of the magnetization range
AS*. AS* is defined as the difference between S* magnetization at the end and at the bulk. It is
illustrated in Fig. @

Formally, n for an Ising chain of length N in the external magnetic field of strength ¢ is defined
as

€T €T
Xk (28)
AS®
where S¥ = SfN /2] AST = SfN /o]~ S, and S7 interpolates the system magnetization at non-
necessarily integer distance n from the boundary (see Appendix for details). The function |z]
returns the greatest integer smaller than its argument x.

Treating 7 as a function of g (Fig. [Bal), it was numerically shown that its first derivative dign(g)
(Fig. BDl) has a maximum at g%, which obeys scaling relation (B). From the fit (Fig.[6]) we see that
lg% — ge| oc N=1039G) for ¢ = 1% and |g% — ge| o« N=1096() for ¢ = 0.1%. Obtained values of the
critical exponent read v = 0.971(3) ~ 1 for € = 1% and v = 0.994(2) ~ 1 for € = 0.1%, which is in
good agreement with the theory |1, 17, 135] and suggests asymptotic in € — 0 convergence to v = 1.
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FIG. 7: Logarithmic plot of the distance of the maximum of (f—gn(g;) as a function of N. The black line
is a linear fit ln[;—gn(g;)] = —3.246(2) + 2.0070(3) In(N) to data points for ¢ = 1%, while black diamonds
are exemplary data points. Similarly, the red line is a linear fit 1n[diq77(g;)] = —3.339(4) 4+ 2.0021(6) In(NV)

to data points for € = 0.1%, while red dots are exemplary data points. We used over 30 points in between
N =100 and N = 5000 for each fit.
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FIG. 8: Results for proposed observable for S* magnetization for the system of length N = 10 and
e = 1%. Panel (a): 7(g). Data points are connected by lines. Panel (b): logarithmic plot of the distance
of the maximum of 7(g) from the critical point g. — g} as a function of N. Black diamonds are exemplary
data points for ¢ = 1%. Red dots are exemplary data points for ¢ = 0.1%. The blue line is a linear fit
In(g. — ¢%) = 0.417(2) — 0.9656(3) In(N) to data points for ¢ = 0.01%, while blue crosses are exemplary data
points. Data points for smaller values of ¢ are not included since they practically overlap with points for
e =0.01%.

We have also checked the scaling behaviour of the dign(g;). According to (@) and (B, the
value of the observable at g% obey power law scaling with N with the characteristic exponent v/v.
We have made linear fits to data points in the area of linearity (see Fig. [7 for details) obtaining
f—gn(g;) oc N290706) for ¢ = 1% and dign(g;) oc N2002LO) for ¢ = 0.1%. It suggests that v/v ~ 2.
This agrees with intuition, since 17 measures a length and the unit of g is the inverse of the unit of

length, therefore f—gn(g;) is expressed in terms of length squared. In the vicinity of critical point,

we assume no length scale other than N [14], therefore dign(g;) must be proportional to N2.
Similar simulations have been made with the observable 77 defined as follows

Sz -5z

N e, (29)

where S7 = Sme, AS* = Sty 9] S7, and S;Z] interpolates the system magnetization at non-
necessarily integer distance 7 from the boundary.
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FIG. 9: Logarithmic plot of the distance of the maximum of 7(g%) as a function of N. Black diamonds,
red dots, blue crosses, and green triangles are exemplary data points for ¢ = 1%, ¢ = 0.1%, ¢ = 0.01%,
and € = 0.001% respectively. The green line is a linear fit In (7(g%)) = —0.594(4) + 0.9777(7) In(N) to data
points for e = 0.001%. Data points for ¢ = 0.0001% are not included since they practically overlap with
points for € = 0.001%.

Quite interestingly, with such a definition of the proposed observable no differentiation is needed
in order to obtain peaked function and therefore g, as can be seen in Fig. [Bal To check scaling
relation (Bl), we have plotted obtained values of g (Fig. BDb)). Differently than it was in the case
of g (Fig. [@), not all data points lay on a straight line. We have made simulations for several
values of €. For ¢ < 0.01% there exist an area of linearity for 500 < N < 5000. We have made
linear fits to over 90 data points lying in this area obtaining |g} — g.| o N—0-9656(3) for & = 0.01%,
|92 — ge| oc N=09842) for ¢ = 0.001% and |gf — ge| oc N=098696) for ¢ = 0.0001%. These lead to
values of v collected in Tab. Il

We have also checked the behaviour of 7(g}). Since 77 is measuring a length, it is expected to be
proportional to N in the vicinity of the critical point, i.e. /v = 1. This is indeed the case, as can
be seen from Fig. [0 for small values of . We have made linear fits to these data points (140 points
between N = 10 and N = 5000) obtaining 7(g?) oc N*977(") for ¢ = 0.001% and 7j(g%) oc N0-9929(2)
for e = 0.0001%. For ¢ > 0.01% data points are not lying on a straight line, unlike in the case of

S=n(gs)-

TABLE I: Approximate value of v obtained from scaling ansatz applied to g and g3.
€ vig:]  vigZ]
1% (0.971(3) -
0.1% [0.994(2) -

001% | -  1.0357(3)
0.001% | -  1.0154(2)
0.0001%| -  1.0133(3)

These numerical simulations show that both observables are well suited for searching for the
critical point location. They also illustrate that it is possible to obtain critical exponent v from
their finite-size scaling. Moreover, they are sensitive to QPT even in small systems. In Tab. [ we
also collected differences g. — gi and g. — g} for a few N < 50. For N = 50 and ¢ = 1% the critical
point location is approximated with 10% and 3% accuracy without extrapolation by g% and g7,
respectively.
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TABLE II: Differences g. — g% and g. — g for small systems and ¢ = 1%.
Nl|ge =95 9e—9:
10]0.6407 0.1095
201 0.2580 0.06851
30/ 0.1768 0.05026
40/ 0.1336 0.04006
50| 0.1070 0.03350

VI. SUMMARY

In this work, we have proposed and studied two observables measuring a length at which bound-
aries affect the magnetization in the finite-size Ising model. They exhibit extrema which can be
used for finding the position of the critical point.

The first observable is defined for the longitudinal magnetization. We have shown that the
position of the extremum of its first derivative scales with the size of the system according to the
universal power law. Moreover, value of this extremum also scales with the system size as it is
expected from dimensional analysis in the vicinity of the critical point.

The second observable is defined for the transverse magnetization. Numerical studies of its
scaling behaviour show that this observable is intrinsically different from the one defined for longi-
tudinal magnetization. It itself has an extremum which can be used for extrapolating the position
of the critical point. However, its location is only approximately governed by the power law scaling.
Similarly, the value of this extremum scales with the system size as it is expected from dimensional
analysis only approximately.

We believe that proposed observables may be a computationally efficient and therefore a very
useful tool for locating critical points in spin systems while at the same time providing an intuitive
description of the finite-size effects.
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Appendix

In the numerical computation magnetization (2I]) and (24) was obtained following the described
way of diagonalizing the Hamiltonian (@) (Fig. 2l Fig. B]).
In order to calculate n (Fig. Bal), we transformed equation (28] into

ST~ S — eAST =0, (1)

The left-hand-side defines a function whose zero has to be found. We introduced the Piecewise
Cubic Hermite Interpolating Polynomial [36] for pairs

{(i, 5 = 57 —eAST)}. (2)

Then, using Brent’s method [36] its root corresponding to n was found. It was done for different
values of L, g and e.
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To get g5, the symmetric numerical derivative d—gn(g) was calculated (Fig. Bh). The vertex of

a parabola constructed through three points from the set {(g, (f—gn(g))} with the largest value of

C%n(g) was assigned to value of g.
We proceeded with 7(g) as previously with the first derivative of n(g).
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