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Abstract

We consider a gauge theory of the glass transition in the frustrated XY model
being simplest model containing topologically nontrivial excitations. We de-
scribe the transition kinetics and find that the three-dimensional system ex-
hibits the Vogel–Fulcher–Tamman criticality heralding its freezing into a spin
glass. We analytically show that the system demonstrates all glass transition
properties, like the logarithmic relaxation, and corresponding behavior of lin-
ear and non-linear susceptibility. The mode-coupling theory equation in the
Zwanziger–Mori representation also is derived in framework of our approach.
Our findings provide insights into the topological origin of glass formation,
that allows to make progress in understanding glass-transition processes in
more intricate systems.

Key words: glass transition, topological phase transition, gauge field,
XY-model

1. Introduction

The formulation of a universal theory of glass transition remains for a
long time one of the most intriguing but still unresolved problem of con-
densed matter physics [1, 2, 3]. Large number of systems, which manifest
this phenomena, allows us to conclude regardless of their nature that this
phenomena does not depend on microscopic details, but it is determined by
the symmetry properties of systems independently of the scale, like in the
case of phase transitions. Besides we know that during the glass transition
the critical slowing down takes place of all processes at the microscopic level
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the same as at second order phase transition. However, it is well known that
the glass transition is not accompanied by the characteristic for critical phe-
nomena divergence of the static correlation length of the order parameter and
the susceptibility that does not allow us to assign the glass transition to the
phase transition. And more an order parameter just is absent because of ab-
sence any ordering. Furthermore, the key feature of nonequilibrium strongly
disordered systems is the presence of the broad spectrum of relaxation times.
As the result it is challenge to write any dynamical (kinetic) equations for
glassy systems since it is quite complicated to divide the scales on “fast” and
“slow” ones.

The simplest explanation why liquids can freeze into a glass rather than
to crystallize upon the quench follows from that the rapidly growing and then
colliding nuclei of the solid phase may have different orientations. The multi-
ple topological defects then appear at the interfaces between crystallites, and
it takes exponentially long times to anneal them to establish the long-range
crystalline order. This mechanism resembles the celebrated Kibble-Zürek sce-
nario of the universe formation [4, 5]. However, that liquid relaxation time
can diverge according to different scenarios indicates that the systems makes
its freezing choice well in advance. One would expect a somewhat different
solidification scenario if the nucleation starts already far in the liquid phase,
at the temperatures below the so called Frenkel line [6, 7] (named in honor
of Jacob A. Frenkel), when the orientation hardness appears in liquid. Then
the system’s structure becomes nonhomogeneous because of the topologi-
cal perturbations presence. There are handsome theoretical approaches that
suppose the topological perturbations play central role at the glass transition.
Then the glass transition has the same topological nature as the Berezinskii-
Kosterlitz-Thouless (BKT) phase transition in two-dimension systems, and
should be described within non-perturbative methods of quantum field the-
ory.

The BKT transition is the binding–unbinding transition between the low-
temperature phase, T < TBKT ,where the topological excitations (vortices)
of the opposite sign are bound into the ‘neutral’ dipoles, and the high-
temperature unbound phase, at T > TBKT , where topological excitations
unbind loose and form a ‘free’ neutral plasma [8, 9, 10]. Among many re-
markable properties of the BKT transition, the singularity of its critical
behavior stands out. On approach to TBKT from the above, the correlation
length that sets the spatial scale for separation between the free excitation,
diverges much faster than any power law governing the correlation length
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for a standard continuous phase transition [11, 12]. This BKT criticality
strikingly resembles one, which is observed near the glass transition with the
relaxation time diverging according to the Vogel–Fulcher–Tammann (VFT)
law. The possible topological nature of VFT criticalities was indicated by
Anderson [13], who attributed the VFT criticality to logarithmic interaction
between the topological excitations. In [14] we have proved this proposition
on the example of simple model.

Addressing to the description of the vitrification kinetics, we can note
that, despite the presence of short-range ordering in glass systems, the growth
of ordered regions is impeded by the blocking of their motion, caused either
by a frozen disorder presence or by the intrinsic topological nature of the
system. In both cases one can talk of the presence of topologically stable
perturbations in the structure, frustrating the system. The concept of the
topologically stable perturbations has long been used for the theoretical de-
scription of spin, vortex, quantum glasses, and amorphous substances. The
term of ”frustration” was introduced by Toulouse and Villain from a mi-
croscopic point of view, as a topological property of lattices with opposite
signs bonds. The Ising and X-Y models in two and three dimensions in
a frozen distribution of frustrations was studied by Fradkin [15, 16]. The
macroscopic interpretation of frustration in the XY model and the Heisen-
berg model was obtained by Volovik and Dzyaloshinskii [17, 18]. From the
macroscopic point of view the microscopic frustration lines of Toulouse and
Villain [19, 20] are the topologically stable perturbations (topological de-
fects), on which the rotational symmetry of the initial local structure of
matter is violated [1, 21, 22, 23].

The topological phase transition associated with the appearance of topo-
logically stable linear perturbations (topological defects) of infinite length is
well known as the crystal melting model [24, 25]. Inherently, the transition
to the glass state from the high-temperature liquid phase is also a topological
phase transition. But between the topological melting and the glass transi-
tion there is a significant difference. In the first case, the topologically stable
perturbations arise as a result of thermal excitation, in glasses these per-
turbations exist at low temperatures, in a state with a frozen configuration
[17].

In the present work we focus on the XY model representing a wealth of
physical systems ranging from Josephson junction arrays and vortex systems
in type II superconductors to spin glasses that exhibit glassy behavior. In
two dimensions, the XY model is a generic system for the BKT transition. At
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the same time, the 3D XY model has been for decades an exemplary testing
ground for studying a glass transition in spin systems, see, for example early
papers [18, 26].

The glass formation in XY systems has been a subject of tireless attacks
based on the quantum field theory methods [18, 21, 26, 27] and computational
approaches, see, for example, [28, 29, 30, 31, 32]. Nevertheless, in spite of the
expended substantial efforts, the details of the vitrification process and its
relation to topological excitations in XY systems still remain a mystery. In
[14] we have developed a gauge theory of the topological transition in the XY
model. Our approach follows the ideas proposed by Rivier and Dzyaloshinskii
[18, 21, 26, 27], and describes the system in the terms of gauge fields induced
by mobile vortices. We had shown that the transition in frustrated 3D XY-
model had the same topological nature as BKT transition, and has distinctive
cues of glass transition. In the present paper we are expanding the above
approach, describing the 3D system dynamics close to this transition.

2. Model

First of all let us consider pure, i.e. without any frustrations, 3D XY
model on a lattice. It is a 3D grid with the two-component classical vector
of the unit length Sr = (cosϕr, sinϕr) assigned to every nod r. Each vector
can rotate in the XY plane. The system’s Hamiltonian is:

H = −
1

2

N
∑

〈r 6=r′〉

Er−r′SrSr′ = −
E

2

N
∑

〈r 6=r′〉

cos (ϕr − ϕr′) .

where E is the coupling energy of nearest vectors, N is the total number of
the nodes, and brackets 〈r 6= r′〉 stand for the summation over the nearest
neighbors around r. Hereinafter we will be interested in Weiss theory in the
long wave limit, and it is well known[33] that in the continuous limit this
theory is equivalent to the theory with the following Hamiltonian:

H0 =
ǫ

2
|∇Ψ|2 −

m2

2
|Ψ|2 +

b

4
|Ψ|4,

where the vector field Ψr = 〈Sr〉δV is convenient to be represented in the
complex form Ψr = ψre

iϕr . This field coarse grained over some finite volume
δV around the space point r, plays the role of the Higgs field, b > 0, m2 =
α(Tc − T )/T with α > 0, and Tc is the temperature at which the symmetry
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breaking of the system’s order parameter happens, 〈Ψ〉 = 0 → 〈Ψ〉 6= 0.
Note that in contradistinction to 2D system, where the thermal fluctuations
destroy long range order, in 3D system does undergo second order phase
transition at Tc. However, as we will see below, the frustration can markedly
transform this transition.

Let us consider the above system with frustration. Usually, the frustration
is introduced in the model through randomness included through coupling
constants. This randomness is expressed through an random gauge field A:

H = −
1

2

N
∑

〈r 6=r′〉

Er−r′SrSr′ = −
E

2

N
∑

〈r 6=r′〉

cos (ϕr − ϕr′ + Ar−r′) .

Thus the frustration existence in the system defines the gauge field presence
in the theoretical description of this system. In order to take it into account in
continuous model, one introduces the covariant derivative instead of ordinary
one, ∇ → D = ∇ − igA, where g is the coupling constant [18, 27, 34]. Then,
believing the gauge field is also continuous, one can write the Hamiltonian
in the following form:

H0 =
ǫ

2
|DΨ|2 +

κ

2
(∇ × A)2 −

m2

2
|Ψ|2 +

b

4
|Ψ|4. (1)

Since we are interested in not yet freeze system, at variance to the approach
adopted by Hertz [27] we suppose that the gauge field is not constant, and the
correlator 〈AA〉 can be determined self-consistently. In the low-temperature
state, T < Tc, the equilibrium |Ψ|2 is non-zero, |Ψ|2 = ψ2 = α(Tc−T )/Tb, at
that Eq. (1) has non-trivial solutions corresponding to the topologically pro-
tected vortex excitations. As we noted above, according to works of Toulouse,
Villain and Dzyaloshinskii et al. [18, 19, 20, 26], the frustrations correspond
to the topologically stable vortices which are the gauge field sources. We
think that frustration degree defines the maximal vortices number (or their
maximal concentration, λ0, proportional to the number of the quenched dis-
ordering points). Then the corresponding Hamiltonian for the system with
N vortices has the following form:

HN = H0 + i
N

∑

n=1

JnA =
κ

2
A∇2A −

M2
0

2
A2 + i

N
∑

n=1

JnA,

where J denotes the ‘elemental current’ or ‘elemental charge’ associated with
the single vortex, A is the gauge field mediating the interaction of these vor-
tices, and M2

0 = ǫg2α(Tc−T )/Tb is the square of gauge field mass appearing
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due to of Anderson–Higgs mechanism, i.e. the Higgs mass. In the momentum
representation the gauge field Green function is

〈A(p)A(−p)〉A = ∆(p) =
−β−1

κp2 +M2
0

,

where 〈. . .〉A denotes the statistical averaging over all possible configurations
of A field, a is the vortex core size, and β = 1/kBT (kB is the Boltzmann
constant). The characteristic correlation length scale is proportional to the
inverse Higgs mass, ξ ∼ M−1

0 . One immediately sees that vortices behave like
currents in magnetostatics. When the mass of the gauge field turns zero, the
system undergoes phase transition. In the absence of vortices, this transition
occurs at T = Tc, but formation of vortices shifts the transition.

3. Averaging over grand canonical ensemble of vortices

In order to take account of all possible vortex configurations, we utilize
the Grand Canonical Ensemble description of the vortex gas. Mobile vortices
screen each other giving rise to the renormalization of the gauge field mass.
To calculate the renormalized mass, one averages over the grand canoni-
cal ensemble of the “particles” endowed with the two possible dimensionless
charges. The partition function of the vortex ensemble is:

Z = 〈e−βH〉 = 〈〈e−βH〉A〉J =
〈

∫

DAe−βa−d
∫

ddrHN

〉

J

=
∞

∑

N=1

λN

N !

∑

{Jn}

∫

DA

∫ N
∏

n=1

ddrne
−βa−d

∫

ddr[H0−iδ(2)(r−rn)Jn(r)A(r)],

where 〈. . .〉J denotes the statistical averaging over grand canonical distribu-
tion of vortices, {Jn} is the set of all configurations of Jn, λ = λ0e

−βEc is
the non-dimensional factor proportional to equilibrium vortices number, λ0

is the frustration density, proportional to the number of the quenched disor-
dering points, and Ec is the vortex core energy. As we will see, parameter λ0

controls the kinetics of the system upon cooling.
Note that according to the topological laws in 3D system with SO(2)

symmetry the vortex is the linear. Therefore, from the least action principle,
one derives the part of the action containing the gauge field source:

iβa−d
∫

ddrδ(2)(r − rn)JnA(r) ≈ iβJn|A(rn)|,
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where Jn is the topological source. Then averaging over the dimensionless
quantity Jn = ±J one arrives at the

Z =
∫

DAe−βa−d
∫

ddrH0

∞
∑

N=1

1

N !

(

2λ
∫

ddr cos [βJ |A(r)|]
)N

=
∫

DA exp
(

−βa−d
∫

ddr
(

H0 − 2λβ−1 cos [βJ |A(r)|]
)

)

.

Note, that the averaging is carried out over all quantities of the point vortices
and their possible positions. When averaging over all the configuration of
the 3D system with the proper weight, the protocol automatically “chooses”
only linear configurations of the vortices. Thus, this averaging takes into
account all configurations of the linear vortices including all possible loop
configurations. As a result the system’s effective Hamiltonian becomes:

H =
κ

2
A∇2A −

M2
0

2
A2 − 2λβ−1 cos (βJ |A|) , (2)

which is nothing but the Hamiltonian density of the sine-Gordon theory [35].
The quadratic term of the power series expansion of cosine in Eq. (2)

renormalizes the Higgs mass, M2
0 → M2 ≈ ǫg2α(Tc − T )/Tb − 2λJ2/kBT

reflecting the loss of the system’s spin collinearity of vortices at T < Tc.
Accordingly, the critical temperature for the gauge field, determined by the
condition δ2H/δA2|A=0 = 0, shifts from Tc to Tg = Tc − 2λbJ2/kBǫg

2α.
Eventually, one concludes that in the Tc > T > Tg temperature interval the
system falls into the state that has local ordering, but which does not possess
the long-range order since the latter is destroyed by mobile vortices. This
state is referred to as disordered phase. At T = Tg the system undergoes
a phase transition, the features of which depend on the dimensionality of
the system. The peculiarity of this transition is that it is the topological
phase transition in which an order parameter does not arise at Tg but the
correlation radius of the gauge field diverges, the field becomes massive, and,
as a result, at T < Tg the system freezes into the state, which is called as
confined phase [33, 36].

The above expressions hold in the general d-dimensional case. In 2D sys-
tems with the degenerate continuous symmetry, the topological phase tran-
sition is the Berezinskii–Kosterlitz–Thouless transition. In 3D systems the
entropy of a linear vortex increases linearly and so does the associated elastic
energy. Therefore, in the 3D system vortices can emerge and become rele-
vant in the presence of the additional perturbation caused by the quenched
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disorder frustrating the system. If in the 3D case topological excitations were
absent, then the mass of the vector field M = M0 would have become zero
at T = Tc. Then the behavior of the XY-system would not differ from that
of the Ginsburg–Landau system, and Tc would have become the temperature
of the second order phase transition. The appearance of the statistically rel-
evant number of topological excitations leads to the renormalization of the
mass of the gauge field and to the emergence of disordered phase.

We should note, that if we consider a system with low vortices density,
when the frustration does not eliminate the second order phase transition.
The phase transition does occur, but at the temperature T < Tc. At T = Tc,
the nonzero local magnetization arises, |Ψ|2 = ψ2, but the frustration gen-
erates vortices that destroy the order on large scales. As a result, in some
temperature interval below Tc the phase transition still does not occur, since
in this temperature interval the correlation radius, rc, of the correlation func-
tion 〈ΨΨ〉r remains finite. In other words, the low density vortices renormal-
izes the phase transition temperature, and shifts it downwards, Tc → TRc .
This renormalized phase transition temperature depends on the vortex con-
centration and can be estimated in the one-loop approximation [14]:

TRc (λ) = Tc −
Tcǫg

2aκ1/2

α

√

2λJ2/kBTc.

In contrast to the glass transition, here the diverging quantity is the order
parameter correlation length. Thus, if at some vortex density λ the inequality
TRc (λ) > Tg(λ) holds, then the system experiences the second order phase
transition, at T = TRc . In the opposite case, TRc (λ) < Tg(λ), the system
undergoes the transition to confined phase (glass transition) at T = Tg [14] .

4. Renormalization of the vector field mass

Now we focus on the critical behaviors specific to a particular. Let us ex-
pand the cosine in the Hamiltonian density in the Taylor series over the pow-
ers of A. However, the quantum field theory [36] teaches us that in 3D case
only terms with the power of A that is less than n = 6 (n < 2d/(d− 2)) are
relevant in the Taylor expansion [36, 37]. Furthermore, it is known [33] that
the remaining effective nonlinearity is exponentially small, βλ ∼ e−βEc ≪ 1,
and is described by the Debye approximation. In this case the Debye volume,
VD, contains sufficiently many particles in order to neglect the fluctuations of
the sum of their fields. Indeed, since the particle density λ ∝ e−βEc , then from
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(2) the particle number in the Debye volume, VD ∼ (M2
0 +aλ)−3/2 ∝ e3βEc/2,

exponentially diverges: λVD ∼ eβEc/2 ≫ 1. It implies that at d > 2 the
perturbation series of the sine-Gordon theory do not contain infrared diver-
gences [37]. Hence the system’s Hamiltonian assumes the form

H =
κ

2
A∇2A −

M2

2
A2,

where

M2 = ǫg2α(Tg − T )/Tb.

In [14] we shown that the confinement at T = Tg manifests main features
of the glass transition. In particular a straightforward evidence for the glassi-
ness follows from the behavior of the spin correlation function. Stable vortices
destroy long-range order in the low-temperature phase that forms at T < Tg,
i.e. 〈Ψ〉 = 0. Accordingly, spin correlation function 〈ΨΨ〉|r→∞ = 0, and the

spin correlation length is small, ∼ m−1 =
√

g/2λbad−1. The further evidence
of the glass transition at T = Tg in a spin system can be drawn from the
behaviors of the linear and nonlinear susceptibilities on approach to the sup-
posed transition temperature [38]. It was shown that the linear susceptibility
of the system χ = ∂〈Ψ〉/∂h|h→0, p→0 = β , 〈Ψ2〉|p→0 (where h is an external
source of the field Ψ), was finite in Tg. This satisfies to the glass transition,
unlike the infinitely divergent value at the second order phase transition. The
nonlinear susceptibility is χN = ∂3〈Ψ〉/∂h3|h→0, p→0 = β3〈Ψ4〉p=0. We shown
that close to Tg it could be estimated as χN ∝ − ln(T − Tg) for T → T+

g .
This value diverges at T = Tg, that also corresponds to the glass transitions
in the spin systems [38]. Hence the transition at T = Tg belongs in the same
universality class as the glass transition in the elastic media [23].

Thus, both, the fact that linear susceptibility remains finite and the non-
linear susceptibility diverges at T → Tg, and that the long-range order is
destroyed below Tg, 〈Ψ〉 = 0, suggests strongly that Tg is the glass transition
temperature, see [21, 22, 34, 38, 39, 40, 41]. The considered physical picture
also agrees with the frustration-limited domain theory [22, 39] and with the
gauge theory of glass [21, 34]. Besides, earlier, using the non-equilibrium
critical dynamics methods, we have shown that the frustrated 3D system,
which undergoing the second order phase transition or weak first order phase
transition, does not reach the low-temperature ordered state, but freezes in
the non-ergodic glass state [42]. Therefore, we conclude that Tg is indeed the
glass transition temperature.
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5. Dynamics

We suppose that near the glass transition the observable kinetic prop-
erties of the system are conditioned primarily by the vector field kinetics.
Therefore, in order to estimate the relaxation time of the system close to the
glass transition we neglect by the Higgs mode. Let us consider a system in
which we distinguish the isolate vortex, J(p, ω), with fixed impulse {p, ω}.
We investigate the kinetics of the considered model near to the critical point
M = 0. To do this, we will consider the non-equilibrium dynamics of the
system. The usage of the functional technique for the description of non-
equilibrium dynamics [43, 44] leads to the representation of the partition
function of the system in the following form:

Z =
∫

D~A
∑

J=±J

exp
[

SA + iβĀ(p, ω)J(−p,−ω) + iβA(p, ω)J̄(−p,−ω)
]

,

where

SA = τadβ
∫

dω′dp′
[

A
(

−κ∇2 + ΓAτ∂t +M2
)

Ā+

Ā
(

−κ∇2 − ΓAτ∂t + M2
)

A − 2β−1Ā2
]

, (3)

~A =
{

Ā, A
}

and ~J =
{

J̄, J
}

are vectors, the components of which are
named “quantum” and “classical” respectively, τ is the characteristic relax-
ation time, ΓAτ is the kinetic coefficient [43, 44], which corresponds to the
gauge field. The Green functions of the massive vector field components in
impulse form are:

∆R
0 (p, ω) = 〈ĀA〉p, ω =

−β−1

κp2 +M2 + iΓAτω
,

∆A
0 (p, ω) = 〈ĀA〉p, ω =

−β−1

κp2 +M2 − iΓAτω
,

∆K
0 (p, ω) = 〈AA〉p, ω =

2β−2

(κp2 +M2)2 + Γ2
Aτ

2ω2 . (4)

These Green functions satisfy to the fluctuation-dissipation theorem:

Im ∆R(p, ω) =
ΓAτω

2kBT
∆K(p, ω).
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Using these functions we can write the vortex correlation function in the
following form:

〈JJ̄〉p, ω =
〈

Jp, ωJ̄−p,−ω exp
[

SA + iβĀ(p, ω)J(−p,−ω)+

iβA(p, ω)J̄(−p,−ω)
]〉

= exp
[

J2β2〈ĀA〉p, ω

]

.

Thus

〈JJ̄〉p, ω ∝ exp

[

−βJ2

κp2 +M2 + iΓAτω

]

.

The vortex correlation function decays exponentially with time t, G(t) =
〈JJ̄〉t ∝ exp(−t/τr), where τr is the relaxation time. Its Fourier trans-
formation is 〈JJ̄〉ω ∝

∫

dt exp(−t/τr + itω), and one sees that at ω → 0
the relaxation time can be estimated in momentum representation as τr ∝
〈JJ̄〉p→0, ω→0. Therefore, the basic contribution to the integral comes from
the long wave spectrum part, p2 ≪ |M2|, and the relaxation time is

τr ∝ 〈JJ̄〉p→0, ω→0 ∝ exp

[

−
βJ2

M2

]

= exp

[

bJ2β

ǫg2α

T

T − Tg

]

.

We remind that the long-time correlation of vortices does not mean any
long-range ordering of spins themselves, i.e. 〈ΨΨ〉|r→∞ = 0. This establishes
that in frustrated 3D system there is a topological phase transition which is
nothing more than glass transition.

6. Mode-coupling theory equation in the Zwanziger–Mori repre-

sentation

The equilibrium value of |Ψ|2 is zero at T > Tc and |Ψ|2 = ψ2 = α(Tc −
T )/Tb at T < Tc. We will consider our model in the low temperature interval:
Tg < T < Tc, taking into account that the mean magnetization of the system
is zero, since the local magnetization deviates from a general direction, Ψ =
ψ + iδΨ, because of the vortices presence:

H ≈
κ

2
A∇2A −

M2

2
A2 +

ǫ

2
|∇δΨ|2 −

ǫ

2
g2A2|δΨ|2 −

m2

2
|δΨ|2 +

b

4
|δΨ|4.
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In order to describe the non-equilibrium dynamics of the system we will
use the Keldysh technics [43]. In terms of this approach the partition function
of our system is written as:

Z =
∫

D~A exp
[

βa−dτ−1
∫

dtdr
(

SA + SΨ + ǫg2ĀA|δΨ|2+

ǫg2A2 ¯δΨδΨ − b ¯δΨδΨ3
)]

,

where SA is determined in (3), and

SΨ = δΨ
(

ǫ∇2 + Γψτ∂t +m2
)

¯δΨ + ¯δΨ
(

ǫ∇2 − Γψτ∂t +m2
)

δΨ − 2β−1 ¯δΨ
2
,

~A =
{

Ā, A
}

and ~δΨ =
{

¯δΨ, δΨ
}

are vectors, the components of which are
named “quantum” and “classical” respectively, ΓAτ and Γψτ are correspond-
ing kinetic coefficients, which correspond to the free gauge field and Higgs
field respectively. The Green functions of the massive vector field compo-
nents in impulse form present in (4), and the Green functions of the Higgs
field components are:

GR
0 (p, ω) = 〈 ¯δΨδΨ〉p, ω =

β−1

ǫp2 −m2 − iΓψτω
,

GA
0 (p, ω) = 〈δΨ ¯δΨ〉p, ω =

β−1

ǫp2 −m2 + iΓψτω
,

GK
0 (p, ω) = 〈δΨδΨ〉p, ω =

2β−2

(ǫp2 −m2)2 + Γ2
ψτ

2ω2 .

In the framework of the considered functional theory one can easily derive
the equation of the mode-coupling theory in the Zwanziger–Mori represen-
tation [41, 45, 46] for the dynamic structure factor S(t) ≡ GK(t). For this,
we can use the Dyson equation and the fluctuation–dissipation theorem. We
write the Dyson equations for correlation functions GA and GR:

GA/R = G
A/R
0 +G

A/R
0 ⊗DA/R ⊗GA/R, (5)

where the symbol ⊗ denotes the operation of contraction with respect to t
and β−1DA(R)(t) is the self-energy part with the physical sense of the memory
function. Let us act on these equations by the operator Ĝ−1

0 = Γψτ∂t−ǫ∇2 +
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m2 from the left, and then subtract the first expression from the second one:

G−1
0 (GR −GA) = DR ⊗GR −DA ⊗GA = τ−1

t
∫

0

DR(|t′|)GR(|t− t′|)dt′.

The obtained expression is the equation of the mode-coupling theory in the
Zwanziger–Mori representation. To obtain the standard form of this equa-
tion, we can include the time-independent static contribution to the Green
function and to the memory function D, D(t) → D(t) + τ−2Ω2, where Ω
is the microscopic frequency[46]. Using the fluctuation–dissipation theorem,
which implies that GR −GA = βΓψτ∂tGK , we now obtain

Γφτ
2∂2
tG

K(t) + τ(ǫk2 +m2)∂tG
K(t)+

β−1τ−2Ω2GK(t) + β−1

t
∫

0

DR(|t′|)∂tG
K(t− t′)dt′ = 0,

where the expression for the memory function is written in the following form
(see Appendix I):

DA/R(t) ≈ θ(±t)
4a6(ǫg2)2τ

π2β3κ2Γ2
AΓψ

√

2κΓ−1
A (κΓ−1

A + ǫΓ−1
ψ )

e−m2Γ−1
ψ

|t|/τ

|t|
. (6)

From (5) and (6) one can estimate the susceptibility time dependence,
χ(t), of the system in the non-ergodic glass state. In this case the correlation
function has the following form:

GA/R(t) ≈ θ(±t)e−m2Γ−1
ψ

|t|/τ



1 +
4a6(ǫg2)2

π2κ2
√

2κΓ−1
A (κΓ−1

A + ǫΓ−1
ψ )

×

τ

β3Γ2
AΓψ

t
∫

0

1

|t′|
dt′



 .

If the system is in the glass state then t ≪ m−2Γψτ . Therefore χ(t) =
GA(t) ∝ ln(t). This logarithmic time dependence of susceptibility is the
characteristic property of spin glasses.That also confirms us that at Tg the
system undergoes the glass transition.
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7. Conclusions

We constructed a gauge field theory of the glass transition of the XY-
model taking into account formation of vortex topological excitations. We
shown that in case of 3D XY model the glass transition is the topological
phase transition by nature like BKT transition in two-dimensional systems.
However, the additional necessary condition for it is the structure frustra-
tion, which plays central role at the considered transition. It supplements
the thermal fluctuations (which are weak in 3D case) and does not allow sys-
tem to reach ordered ground state. Weak frustration shifts a bit the phase
transition temperature into the low temperature region. However, in the case
of more hight degree of frustration the system remains in intermediate state
(supercooling state) relatively broad temperature interval. In this state the
system is locally ordered. It presents a liquid of the vortices. In 3D case the
vortices are linear vortices which can move are screening each other. When
the temperature reaches the Tg value the system falls into the disordered
confined phase, where the movement of vortices is limited by the frustration
and by other vortices (e.g. vortices get entangled). The effective strength of
thermal fluctuations not be able to “push apart” the entangled vortices and
drive the frustrated system into the ordered state. As a result the system
passes into the structurally disordered state of confined vortex lines. It is a
disordered state in which there is not a long-range spin correlation. How-
ever, the relaxation time diverges in T = Tg. We shown that transition to
this non-ordered state is characterised by the Vogel–Fulcher–Tammann law
for relaxation time, and has characteristic attributes of glass transition in
spin systems. In addition the derived mode-coupling theory equation in the
Zwanziger–Mori representation describes the logarithmic time dependence of
susceptibility at relaxation that characteristic for spin glasses. As a result
one can assert that this is glass state.
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Appendix I

The memory function has the following form:

DA/R(p, t) ≈
2a6(βǫg2)2

(2π)6

∫

∆K
0 (k + k1, t)∆

K
0 (k1, t)G

A(R)
0 (k + p, t)d3k1d

3k =

θ(±t)
2a6(ǫg2)2

β3(2π)6Γ2
AΓψ

∫∫ exp
[

−
(

(κk2
1 +M2) + (κ(k1 + k)2 +M2)

)

|t|/ΓAτ
]

(κk2
1 +M2)(κ(k1 + k)2 +M2)

d3k1×

exp
[

(ǫ(k + p)2 −m2)|t|/Γψτ
]

d3k ≈
a6θ(±t)4π(ǫg2)2e(ǫp2−m2)Γ−1

ψ
|t|/τ

2π4β3Γ2
AΓψ

×

∫

e−k2(κΓ−1
A

+ǫΓ−1
ψ

)|t|/τ





∫ exp
[

−2(κk2
1 +M2)|t|/ΓAτ

]

(κk2
1 +M2)(κk2 +M2)

|k1|
2dk1



 |k|2dk.

If we consider M → 0, then

DA/R(p, t) ≈
a6θ(±t)8(ǫg2)2e(ǫp2−m2)Γ−1

ψ
|t|/τ

π2β3κ2Γ2
AΓψ

×

∫

e−k2(κΓ−1
A

+ǫΓ−1
ψ

)|t|/τdk
∫

e−2κk2
1Γ−1
A

|t|/τdk1.

Therefore, at p → 0 we get:

DA/R(t) ≈ θ(±t)
4a6(ǫg2)2τ

π2β3κ2Γ2
AΓψ

√

2κΓ−1
A (κΓ−1

A + ǫΓ−1
ψ )

e−m2Γ−1
ψ

|t|/τ

|t|
.
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