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A monotone scheme for G-equations with application to the
explicit convergence rate of robust central limit theorem *

Shuo Huang' Gechun Liang!

Abstract

We propose a monotone approximation scheme for a class of fully nonlinear PDEs called
G-equations. Such equations arise often in the characterization of G-distributed random vari-
ables in a sublinear expectation space. The proposed scheme is constructed recursively based
on a piecewise constant approximation of the viscosity solution to the G-equation. We estab-
lish the convergence of the scheme and determine the convergence rate with an explicit error
bound, using the comparison principles for both the scheme and the equation together with a
mollification procedure. The first application is obtaining the convergence rate of Peng’s robust
central limit theorem with an explicit bound of Berry-Esseen type. The second application is
an approximation scheme with its convergence rate for the Black-Scholes-Barenblatt equation.
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1 Introduction

The theory of G-expectations (see [30, B1L [32] 33]) is a natural generalization of classical prob-
ability theory in the presence of Knightian uncertainty. That is, random outcomes are evaluated,
not using a single probability measure, but using the supremum over a range of possibly mutually
singular probably measures. One of the fundamental results in the theory is the celebrated central
limit theorem, dubbed as robust central limit theorem by Peng in [32]. It provides a theoretical
foundation for the widely used G-distributed random variables in nonlinear probability and statis-
tics. The theorem was first proved in [30] by applying the regularity theory of fully nonlinear PDEs
(see [22] and [37]) to G-equations, the latter of which characterize G-distributed random variables.
However, no convergence rate was derived in [30]. The corresponding convergence rate was subse-
quently obtained in [34] and [I5] using Stein’s method and more recently in [25] using stochastic
control method under different model assumptions. However, an explicit formula for the constant
appearing in the convergence rate is still lacking.
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In this paper, we build a monotone approximation scheme for the G-equation, and determine
its convergence rate by obtaining an explicit error bound between the approximate solution and the
viscosity solution of the G-equation. This will in turn, for the first time, provide the convergence
rate for Peng’s robust central limit theorem with an explicit bound of Berry-Esseen type. The new
convergence rate improves all the existing ones obtained under different model assumptions in the
literature. Moreover, different from [15], [25] and [34], our method is analytical and is developed
under the framework of the monotone approximation schemes for viscosity solutions. Thus, it un-
veils an intrinsic connection between the convergence analysis of numerical schemes in PDEs and
the central limit theorem in probability. It also introduces new tools from the numerical analysis
for viscosity solutions to the study of G-expectations and especially its robust central limit theorem.

Let’s first introduce Peng’s G-equation. Let (Q,’H,E) be a sublinear expectation space, sup-
porting two d-dimensional random vectors X and Y. Recall that [ is a sublinear expectation if it
satisfies monotonicity, constant preserving, sub-additivity and positive homogeneity properties (see
Chapter 1 in [32] or (BI)-(E4) in section [l for further details). With the random vectors (X,Y")
and the sublinear expectation K, we introduce the nonlinear function G : R% x S(d) = R as

G(p, A) :=E |({p,Y) + %(AX,X} , (1.1)

for (p, A) € R? x S(d), where S(d) is the collection of all d-dimensional symmetric matrixes.
For T > 1, let Q7 := (0,T] x R%. We consider the fully-nonlinear parabolic PDE defined on the
parabolic domain Qr,
O — G(Dyu, D*u) = 0, (1.2)
with initial condition
ult=0 = ¢. (1.3)
In [30] 31 32 33], the PDE ([I2)) is referred to as the G-equation, which is used to characterize
G-distribution. More specifically, let (¢, () be a pair of G-distributed d-dimensional random vectors
characterized by (I2) under another sublinear expectation E (possibly different from ). That is,
the G-distributed random vectors (&, ¢) satisfies

E|(0.0) + 5(46.6] = G, 4 (1)

for (p, A) € R? x S(d), and for a,b € R? and (£,¢) as an independent copy of (£,¢), the following
equality holds in distribution sense:

(ag b€, a2C + bQZ) 4 (\/&2 F02¢, (a2 + b2)<) .

Moreover, ¢ is called maximal distributed in the sense that there exists a bounded, closed and
convex subset ) C R? such that

E[p(0)] = max(a) (15)

for any continuous function v satisfying linear growth condition. Note that the existence of (&, ()
is guaranteed by Proposition 4.2 of [30]. Then, it has been proved in Proposition 4.8 of [30] that
(C2)-(@3) admits a unique viscosity solution u which admits the representation

u(t,z) = E[¢(z + VIE + 1)), (1.6)



provided that the initial data ¢ satisfies some regularity condition. However, it is not clear how to
explicitly solve (L2)-(L3) in order to characterize the G-distributed random vectors (€, () except
for some special cases, so a numerical scheme for (L2))-(T3]) is needed.

In this paper, we propose a numerical scheme to approximate the viscosity solution w of (L.2))-
([C3) by merely using the random vectors (X,Y) under E as input. Note that (X,Y") could follow
arbitrary distributions (one example is shown in section [B). For A € (0,1), we introduce u® :
[0,7] x R? — R recursively as

ub(t,x) = Bu(t — A,z + VAX + AY)|1ysay + 6(2) 1<) (1.7)

The above recursive approximation implies that, for any n € N such that nA < T and ¢t € [nA, ((n+
1)A) AT), u(t,-) is a constant in ¢ and is given by

U’A(ta ) = UA(nAv ')7 (18)
and at time nA, there is a jump of the size
ur(nA, ) —u®(n— DA, ) =Eu®((n — DA, - + VAX + AY)] —u®((n — 1)A, ).

The main result of the paper is proving the convergence of u® to u and determining its con-
vergence rate by obtaining the explicit error bounds between the approximate solution and the
viscosity solution of the G-equation.

For this, we impose the following assumptions throughout the paper.

Assumption 1.1 (i) The initial data ¢ : R* — R is bounded from below, and B3-Hélder continuous
for some B € (0,1],
|6(x) = $(y)| < Cola —yl”,

for z,y € R4,
i) The random vectors X and Y satisfy the moment conditions: M% < oo and M2 < 0o, with
(i) Y X Y ’

Mgp = I@[|§|p] Moreover, X has no mean uncertainty, i.e. IE[X] = IE[—X] =0.

We make some comments on the above assumptions.

Remark 1.2 Assumptions (i) and (ii) are standard in the (robust) central limit theorem literature.
The regularity of the initial condition ¢ implies the regularity of the viscosity solution u (see Lemma
[£-2). The bounded from below property of ¢ guarantees the Fatou’s property of | (see (24) or
Lemma 2.6 in [10]), which will in turn be used to establish an upper bound for the approximation
error (see (610) in section [G2).

On the other hand, the moment conditions on X and Y are commonly used in the classical
central limit theorem and imply that M% < oo and My < co for 0 <p <3 and 0 < ¢ < 2. In our
setting, they are used to derive the consistency error estimates in section [3

Finally, we emphasize that there are no independence assumptions made between X and Y. If
X and Y are mutually independent, then either (X,Y) must be mazimally distributed or one of
them is null (see [19]). The possible dependency between X andY will be useful when applying the
proposed approximation scheme to the Black-Scholes-Barenblatt equation in section [3.



Under the above assumptions, we prove the following results about the convergence of u® to u
and the corresponding convergence rate.

Theorem 1.3 Suppose that Assumption[I1l is satisfied. Then, the following assertions hold.
(i) (Convergence) The approzimate solution u™ — u as A — 0, (locally) uniformly in Qr.
(i1) (Degenerate case) For A € (0,1), there exists a constant C' depending only on d, T, Cy, B,
M)3< and M)2, such that
lu—u®| < CAP/S in Qr.

Furthermore, if the dimension d =1 and T = 1, then the constant C has an explicit formula
C = 21240, [1+ (M3)% + (M{i)ﬂ [1 + (M) 4+ M3+ (M2)E + M2, (1.9)

(iii) (Non-degenerate case) Furthermore, if the second moment of the random vector X is non-
degenerate, i.e.
o = —E[-|X]"] >0,

and the initial data ¢ € C} (RY), i.e. ¢ is bounded and Lipschitz continuous, then there erists a

constant o € (0,1) depending on d, a® and M% such that u € C;+%’2+Q(QT) (see the end of this

section for its definition). Moreover, for A € (0, 1), there exists a constant C depending only on T,
Cs, a, M)Q("'O‘ and M such that

lu—u?| < CA™5:5} in Qr.

Assertion (i) is proved in section [0.3] assertion (ii) is proved in sections and [6.2] and asser-
tion (iii) is proved in section[6.3] We prove them under the framework of monotone approximation
schemes for viscosity solutions. The first step is to rewrite the recursive approximation (7)) as a
monotone scheme (see (7)), and then derive the key properties for the monotone scheme in section
It is precisely where the four axioms of the sublinear expectation [ are used in an essential way.
Using the consistency error estimates derived in section 5.1l and the comparison principle for the
approximation scheme established in section[5.2] we obtain a lower bound for the approximation er-
ror by a mollification procedure. The upper bound for the approximation error is further obtained
by interchanging the roles of the monotone approximation scheme and the original G-equation.
This depends crucially on the regularity property of the approximate solution established in section
M Finally, the non-degenerate situation (iii) is proved as a special case of the general (possibly
degenerate) situation established in (ii), together with an application of the regularity theory of
fully nonlinear PDEs.

Next, we give a literature review on monotone schemes followed by the comments on their
specification in our setup under G-expectations. Monotone approximation schemes for viscosity
solutions were first studied by Barles and Souganidis [5], who showed that any monotone, stable
and consistent approximation scheme converges to the correct solution, provided that there exists
a comparison principle for the limiting equation. The corresponding convergence rate had been
an open problem for a long time until late 1990s when Krylov introduced the shaking coefficients
technique to construct a sequence of smooth subsolutions/supersolutions in [23] and [24]. This
technique was further developed by Barles and Jacobsen in a sequence of papers (see [4] and [21]



and more references therein), and has recently been applied to solve various problems (see, among
others, [6] [8] [14], [16] and [20]).

Krylov’s technique depends crucially on the convexity/concavity of the underlying equation
with respect to its terms. As a result, unless the approximate solution has enough regularity (so
one can interchange the roles of the approximation scheme and the original equation), the shaking
coeflicients technique only gives either an upper or a lower bound for the approximation error, but
not both. A further breakthrough was made by Barles and Jacobsen in [2] and [3], who combined the
ideas of optimal switching approximation of Hamilton-Jacobi-Bellman equations with the shaking
coefficients technique. They obtained both upper and lower bounds of the error estimate, but with
a lower convergence rate due to the introduction of another approximation layer. See also [9] for
its recent development in a bounded domain without any convexity/concavity assumptions.

In the setup of G-expectations, the sublinear expectation E and the possible dependency be-
tween random vectors X and Y bring in additional difficulties when applying the monotone scheme.
Specifically, the regularity properties of (approximate) solutions and the consistency error estimates
are derived under the framework of G-expectations (see section Ml and Proposition [B.]), where the
four axioms of the sublinear expectation [E are used in an essential way (without any independency
assumption between X and Y). On the other hand, since there are no variable coefficients to shake
in order to apply the mollification procedure to construct the smooth subsolutions/supersolutions,
the corresponding convergence rate for the approximate solution to the viscosity solution turns out
to be faster than the ones in the PDE literature (It is 5/6 in our case). Moreover, by establishing
almost the same regularity property for the approximate solution u® as for the viscosity solution u
in Lemmal[4.3] we are able to interchange the roles of the G-equation and its approximation scheme,
and thus obtain a symmetric upper bound and lower bound for the approximation error which is
rare in the PDE literature (see [4] and [2I]). We also work out explicit formulae for all the constants
in our estimates. This enables us to derive an explicit error bound for the first time, which has a
nontrivial application to Peng’s robust central limit theorem.

We show two applications of Theorem The first one is the derivation of the convergence
rate for the robust central limit theorem, which is discussed in section 2l Herein, the asymmetric
independency of random vectors {(X;, Y;) }i>1 means one cannot simply apply the tower property of
expectations as in the classical linear case. We overcome this difficulty by a mathematical induction
argument in Theorem 2Jl Thanks to the explicit formula for the error bound C in ([[3), we are
able to obtain an explicit convergence rate of Berry-FEsseen type. To the best of our knowledge,
this is the first result about Peng’s robust central limit theorem with an explicit bound. The
constant C' in (L) is not sharp, and it would be interesting to improve such an explicit bound in
the future. The second application is obtaining a numerical approximation scheme for the Black-
Scholes-Barenblatt (BSB) equation, which is widely used to model volatility uncertainty (see [I],
[29] and [36]). We first make a connection between the G-equation and the BSB equation, and
show that the proposed approximation scheme is a natural generalization of the well known Cox-
Ross-Rubinstein (CIR) binomial tree approximation to the case with model ambiguity (see section
3.

Theorem may have potential applications to other problems in G-expectations. To name a
few, it could be applied to derive the convergence rates for generalized robust central limit theo-
rems as considered in [7], [26] and [38]. One of the key steps is to construct appropriate monotone
approximation schemes corresponding to the sequence of involved random variables. Another ap-



plication of Theorem [[3]is to approximate G-expectations as in [11] [12] and [27], which needs the
notion of G-Brownian motion developed in [3T]. Finally, the convergence analysis of the mono-
tone approximation schemes may also offer new insight for the numerical solutions of (backward)
stochastic differential equations driven by G-Brownian motion (see [I7], [18] and [2§]).

The rest of the paper is organized as follows. Sections 2 and 3 are devoted to the applications
to the robust central limit theorem and the Black-Scholes-Barenblatt(BSB) equation, respectively.
Section 4 establishes the regularity properties of the viscosity solution and the approximate solu-
tion. Sections 5 and 6 are devoted to the monotone approximation scheme and its convergence rate.
Section 7 then discusses some special cases.

Notation. Let § € (0,1]. The (semi)norms of a function g : R? — R are defined as

l9(z) — 9(=")|

lglo == sup |g(x)], [glo:= sup g(x)~, [g]cs := sup P

z€eR4 z€eR4 z,x’' €R? |'r -
r#x’

Let Cip(R?) be the space of lower bounded continuous functions g on R such that [g]o < oo, C5),(RY)
be the space of lower bounded continuous functions g on R? such that [g]o+[g]es < 0o, and CZT°(R9)
be the space of bounded continuous functions g on R¢ such that |[Digly < oo for 0 < i < 2 and
[D2gles < oo

Similarly, for a function f: Qr — R, we introduce its (semi)norms

|flo:== sup |f(t,2)|, [flo:= sup f(t,z)",
(t,z)eQT (t,z)EQT

|f(t,1?) —f(t/,$)| |f(t,1?) _f(tax/”
[fl16 = sup v fl2s = sup .
(t,x),(tl,I)GQT |t - t/|6 (tyx)v(t#El)eQT |‘r - x/|5
t#t! x#x’

Furthermore, [f]cs/2s := [fl1,5/2 + [fl2,5. Let Cip(Qr) be the space of lower bounded continuous

functions f on Qr such that [f]p < oo, Cléb/Q’é(QT) be the space of lower bounded continuous

s
functions f on Qr such that [flo + [f]css2s < 00, and C;+2’2+6(QT) be the space of bounded

continuous functions f such that |9} DI flg < oo for 0 < i < 1,0 < j < 2, and [0} f]gs/26 +
s
[D2 f]es/2.6 < 0o. Basically, Cfb/Q’J(QT) is the space of viscosity solutions and C;+2’2+5(QT) is the
space of classical solutions in this paper.
Finally, for S = R? or Q7, we denote by Ci°(S) be the spaces of lower bounded continuous
functions on S with bounded derivatives of any order.

2 Application to robust central limit theorem

In this section, we apply Theorem [[3] to derive the convergence rate (with an explicit bound
of Berry-Esseen type) of the celebrated robust central limit theorem introduced in [39] For this,
let {(X,Y;i)}i>1 be a sequence of R? x Re-valued random vectors defined on (2, H,E) such that

(X1,Y1) = (X,Y), (Xip1, Yir1) £ (X,,Y;) and (X141, Yiy1) is independent of {(X1, Y1), ..., (X;, i)}



for each ¢ € N. Furthermore, assume that X and Y satisfy Assumption [[I[(ii). Then, Peng proved
that the sequence {5, },>1 defined by

Sy = §(5%+%) (2.1)
converges in law to (£ + (): A N
Tim Blo(S,)] = Elo(€ + 0. (22)

for any continuous test function satisfying linear growth condition, where (&, ¢) follows G-distribution
under another sublinear expectation E possibly different from [E. See Theorem 5.1 in [30] for its
proof.

Following Peng’s seminal work, a lot of efforts have been made to further obtain the various
convergence rates of (2:2) with additional model assumptions (see, for example, [I5] [25] and [34]).
However, the existing literature on the convergence rates of ([Z2]) assumes that either X; = 0 or
Y; = 0 and, to be best of our knowledge, the convergence rate of ([2.2]) for the general situation
(i,e. X; # 0 and Y; # 0) and an explicit bound of Berry-Esseen type are still lacking. Our aim
is therefore to obtain a general result about the convergence rate of ([2:2)) with an explicit bound
using Theorems [[.3

To illustrate how it works, we provide some preliminary informal arguments to highlight the
main ideas and build intuition. Consider d = 1 for simplicity. If we replace the sublinear expectation
& with the linear expectation E and let {(X;,Y;)}i>1 be a sequence of i.i.d. copies of (X,Y) such
that E[X] = 0, then the recursive approximation (7)) reduces to

u®(nA, z) = E[p(z + i(\/ZXl + AY}))).

i=1

On the other hand, the nonlinear function G defined in (1)) reduces to G(p, A) = sE[| X |*]A+E[Y]p,
so E[|X|?] and E[Y] turn out to be the coefficients of the linear equation

1
Opu — 5E[|X|2]amu —E[Y]0,u = 0.
The Feynman-Kac formula then implies that

u(t, ) = E[p(z + VEE + ()],

where £ ~ N(0,E[|X|?]) and ¢ = E[Y]. Taking A = 1 and using Theorem [, we obtain

ut(1,0) = B l¢> (Z(j% . %))] = u(1,0) = B[o( + ),

which is precisely the classical central limit theorem (for £) and law of large numbers (for ()

Theorem 2.1 Let {S,}n>1 be given as in (21)), and suppose Assumption [l is satisfied. Then,
the following assertions hold.



(i) (Degenerate case) There exists a constant C' depending only on T, Cy, B, M3 and M such
that
= = _8
E[p(Sn)] = E[¢(§ + Q]| < Cns. (2.3)

Moreover, if the dimension d =1 and T = 1, then the constant C has an explicit formula given in

(L.9).

(i) (Non-degenerate case) Moreover, if the second moment of the random vector X is non-

degenerate, i.e. A
o == —E[-|X["] >

and the initial data ¢ € Cl} (RY), i.e. ¢ is bounded and Lipschitz continuous, then there exists a
constant o € (0,1) depending on d, g¢® and M% and a constant C depending only on T, Cy, a,
M?‘O‘ and M such that

Blo(Sn)] - Blo(¢ + )| < on~me(5:4), (2.4)

Proof. We claim that, for all n € N such that nA < T and z € R,

n

ut(nA,z) = Elp(z + Y _(VAX; + AY)))]. (2.5)

i=1
If the representation formula (Z3]) holds, then by letting A = 1/n and z = 0, we obtain
ut(1,0) = E[g(Sn)]-
On the other hand, the representation formula (L)) implies that
u(1,0) = E[o(& + Q)]

Hence, the assertions (i) and (ii) follow from Theorem [[3l
We are left to show ([2.5). We prove by induction on n. Note that the case n = 1 follows directly
from (7). Next, we claim that for all n € N and g € Cj,(R?),

g (an(x/ZXi - AYi)) g (i(x/&y + Am>

i=1 =2

D =k , (2.6)

and suppose ([2.5) holds for n € N such that nA < T. Then, if (n+1)A < T, we use (Z0]) to obtain
u®((n+ 1A, z)
= E[u®(nA,z + VAX + AY)]

E

Il
=

¢z + VAp+ Ag+ zn:(\/ZXi + AYi))]

(p.a)=(X,Y) |

n+1

E|p(z+VAp+Ag+ Y (VAX; + AY;))

Il
=

(p,q):(X,Y)_

) n+1
= Elp(x + ) (VAX, + AY)))].

i=1



In other words, (2.5]) also holds for n + 1.

Finally, to show (2.6]), we prove again by induction on n. The case n = 1 follows from (X2, Y3) 4
(X1,Y1). Suppose (Z.6) holds for n € N, then

E [g (%(ﬂxi - AY»)

=1

=E lg <i(\/ZXz +AY;) + VAX 1 + AYn+1>

i=1

Since (X;,41, Ynt1) is independent of {(X1, Y1), ..., (Xn, ¥n)}, The RHS of the above equality further
equals to

=

=1

E l <i(\/_171 + Ayi) + VAX 1 + AYnJrl)

(zi,yi)=(X:,Yi),i=1,...,n

Il
=

lg <Z \/_I’L + Ayl + \/_Xn+2 + AYn+2>
i=1

(zi,yi)=(X:,Yi),i=1,...,n |

=E|f (f}(ﬂxi + AY»)
=1

Il

where f(z) := k [ T+ VAXno + AYnH)} and the first equality follows from (X, 12, Y i2)
t

urn, since (2.6) holds for n, we further have

n+1
E|g (Z(\/ZXH—AE-))
i=1
R B n+1
=k |f <Z(\/ZXZ- + A}Q))
L =2
R _A n+1
L =2 (zi,yi)=(X:,Y5),i=2,...,n+1
R B n+2
=k |g (Z(\/ZXZ- + A}g))
L =2

which completes the proof. m

3 Application to Black-Scholes-Barenblatt equation

In this section, we apply the approximation scheme (7)) to the Black-Scholes-Barenblatt equa-

tion (see [1], [29] and [36] for the dimension d = 1), which often arises from option pricing models
with volatility uncertainty, namely

1 1
Oiu + rx0ru + 562172(?Mu+ — §g2x28mu* —ru=0, uli=r =27, (3.1)



where r is the constant riskless interest rate, ¢ > o > 0 are two constants representing upper
and lower bounds on the volatility of underlying price, and ® : R — R represents some European
contingent claim payoff function. Note that when & = g, the equation reduces to the classical
Black-Scholes equation.

To apply the approximation scheme (7)), some transformations are needed firstly: let v(¢,z) :=
w(T —t,e%)e" then (B.I]) becomes

1 1
O — sup {(r - 502)811} + 502BMU} =0, =0 = ®(e"). (3.2)
o€lo,5]

Comparing the equation ([3.2) to the G-equation (L)) and (LZ), we only need to construct a
sublinear expectation E and find random variables (X,Y) with X having no mean uncertainty such
that

. 1 1 1
G(p, A) = E[pY + §AX2] = sup {(r - EUQ)p + 50214} . (3.3)
o€lg,5]

To this end, suppose we are given a measurable space (2, F) which supports a class of probability

measures P? for o € [0,5]. We can then define a random variable X such that P?(X = o) = 1

and P7(X = —0) = 1 for any o € [0,5], and a random variable Y := r — £ X?. Consequently, a
sublinear expectation space ({2, H, I@) can be defined such that X,Y € H and

E[(]= sup EF[¢] for &€ M.

o€lo,5]

It is clear that E[X] = E[—X] = 0 and (33) holds. The approximation scheme (L7) then has a
simple form:

VAt x) = Bo®(t — A,z + VAX + AY)]
= sup EF 2t —A x4+ VAX +A(r — %X2))]

o€lo,5]

= sup |:%’UA (t —Az+ (r— %0’2)A—|—U\/Z) + %UA <t - ANz +(r— %0’2)A - a\/Z)]
]

o€lo,c
for A <t < T and v2(t,z) = ®(e®) for t < A.

Remark 3.1 When 6 =g = o > 0, the above approzimation scheme reduces to classical Cozx, Ross
and Rubinstein (CRR) binomial tree approzimation for X; = In(S;), with S; following the geometric
Brownian motion dSy = rSidt+oSydW,. Indeed, by Ité’s lemma, we have dX; = (T—%O’2)dt—|—0th.
The CRR binomial tree approzimation for X is then given as follows (we only display one step
binomial tree approximation for simplicity):

Xo+ (r — Lo?)At + o/AL
//%/
Xo
\
i Xo + (r — 20?)At — oV/At

10



The approzimation scheme for the approzimation of v(t,z) then reduces to the CRR binomial tree
approzximation

vA(t,z) = %’UA (t— Az (r— %UQ)A—FU\/Z) + %’UA (t— Az 4+ (r— %0’2)A - ox/Z) :

Since Assumption [[1[ii) clearly holds, if the composition function ¢(x) := ®(e®) satisfies As-
sumption [LI(i), Theorem [[3] then implies that v converges to v locally uniformly. Notice that
with our construction of the sublinear expectation space (Q,H,I@) and our choice of the random
variable X, it also holds that

E[X] =E[-X] =E[X% =E[-X%] =0, My =E[X[*] < cc. (3.4)
Thanks to the above properties, we obtain a better convergence rate than that in Theorem [[3(iii).

Proposition 3.2 Let (X, Y') be the random variables constructed as above on the sublinear expec-
tation space (U, H,E). Then, for any test function ¢(x) := ®(e*) € CL(R), there exists a constant
a € (0,1) depending on o* and M% such that v € C;+7’2+Q(QT). Moreover, for A € (0,1), there

exists a constant C' depending only on T, Cy, o, and M)Q(‘LO‘ such that
v — 02| < CA™ 53} in Q. (3.5)

The proof follows along a similar argument and procedure used in Theorem[[.3 with a refinement
of the consistency error estimates in Proposition 5.1l and is therefore postponed to the Appendix.

Remark 3.3 In the general degenerate situation (i.e. without the assumption that ¢ > 0), the

convergence rate in (3.3) becomes L. Note that ([3.) is the only condition on X needed to obtain
the convergence rate %. The condition (34) is also imposed in [25] and the same convergence rate
is obtained in Theorem 4.1 therein. However, there is no'Y component in [25]], so the result therein

s only a special case of our situation.

4 Regularity estimates

We establish the space and time regularity properties of both 4 and u®, which are crucial
for proving the convergence of u® to u and determining its convergence rate. In particular, the
regularity of v and u® will play a vital role in mollification procedures (see (6.3)) in section [6.1] and

(68) in section [6.2)).

Lemma 4.1 Suppose that Assumption[I1l(ii) is satisfied. Then,

(i) E[l§|?] = E[|X[*] = M%,

(i) E[[¢|P] < E[[Y[]P = (My)? for p >0,
where (&,C) is a pair of G-distributed random vectors characterized by (L) with the associated
sublinear expectation E.

Proof. Assertion (i) is obvious by combining (II)) and (), and letting p = 0, A = 2I;. By
(LEH), we further have

E[(p,Y)] = G(p.0) = E[(p,{)] = r;lg?ng@, q)
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for any p € R%. Then, for any ¢ € Q,
2 < J)=E[q, V) <E Y
lal” < maxig, ') = El{g, V)] < Elmax(q, V)]

= B [El(y, V)ly=y | <E [BlyllY])ly=y | = B[V E(Y]] = E1¥]*.
Thus, we obtain from (L5) again that E[|¢[?] = max,eq |g[* <E[[Y]?. =

Lemma 4.2 Suppose that Assumption [T is satisfied. Then, for anyt,s € [0,T] and z,y € R?,
(i) Ju(t,z) — u(t,y)| < Cylz —y|”.
(i) |u(s,x) — u(t,z)| < CyKo|s — t|?/2, where the constant K is defined as

BT
p

Ko =7 [(M3)% + (M})%]. (4.1)

Proof. Assertion (i) is a direct consequence of the representation formula (L6]), the sub-
additivity of E and the Holder continuity of ¢.
To prove (ii), we may assume ¢ < s. Note that the semigroup property of u implies that

u(s,z) = E[u(t,z + Vs — t& + (s — ))]. (4.2)
In turn, the sub-additivity of E and (i) yield
u(s, z) —u(t, )| < EHU(f v+ Vs =t + (s —1)¢) —u(t, 2)]]
nu(t 2+ V5 EE+ (s —)0) —ult,z + Vs —16)]
Elju(t,z + Vs = 1) — ut,z)]]

< E[Oqsl(s — 0)1°) + ElCo V5 —Telf]

= Co(ElIE)°] + |s — t*E[ICI°])]s — ¢/

< Col(ME)P/2 4 |s = t1P/2(08)P) s — 1)/2.
where we used Lemma@ T]and the fact that E[|¢|?] < E[|€[2]?/2 in the last inequality. The conclusion
then follows from the inequalities

(M3)P/2 + [s — 1|72 (My)? < (MZ)P7? + TP2(M3)P? < K,.

|

Lemma 4.3 Suppose that Assumption [l is satisfied. Then, for any A € (0,1), ¢,s € [0,T] and
z,y € RY,

(i) Ju® () — u® ()] < ol — 9P

(i) |u® (s, ) — uP(t,z)| < V3CyKo(|s —t|%/? + AP/2), where the constant Ky is given in (1)

Proof. We first establish the estimate (i) using induction. It is clear that the estimate holds for
t € [0,A). In general, suppose the estimate holds for ¢ € [(n — 1)A,nA) with nA < T'. Then, for
t € [nA, ((n+1)A) AT), the sub-additivity of E yields

u (t,2) —u®(t,y)]

Blu®(t — A,z + VAX + AY)] - B (t — A,y + VAX + AY)]‘

g]E}uA(t—A,;mL\/ZX+AY)—uﬁ(t—A,y+\/ZX+AY)}

E[Cylz — yI°] = Cylz — y/”.

IN
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where we also used the constant preserving property in the last inequality.
To establish the time regularity for u® in (i), we divide its proof into four steps.
Step 1. We lift the Holder exponent 8 to 2 in the estimate (i). Note that the Young’s inequality
implies that
B 2-0 2

2
< Lgs Py > 0.
Y=g + 5 YT LYz
In turn, for « > 0 and € > 0, let z = o® and y = 1, and we have

B

8 2
o < —ex
=3 +

2 — _
Tﬁgﬁ,

Hence, it follows from (i) that

u®(t,x) < u(t,y) +alz —y> +b, z,y € RY, (4.3)

—5
where a := C¢§5 and b := Cd,iﬁsﬂ.

Step 2. Define Ta := {kA : k € N}. Then, for 7 € [0,T)NTa and k € N such that 7+ kA < T,
we aim to show that
uP (1 4+ kA, z) < uP(1,y) + a(l + A)¥|lz — y> + aNeTkA + b, (4.4)

with @ and b given in (L3) and N := 2M% + 3M3Z. Indeed, it is clear that (&) holds for k = 0.
Suppose (@A) holds for some k € N, then,

uA(r 4 (k+ 1A, z) = Blu®(r + kA, o + VAX + AY)]
< u®(r,y) + a(l + A)FE[|lz — y + VAX + AY?]
+aNeTkA +b. (4.5)

For the sublinear expectation on the RHS of (41]), we have

Ellz —y + VAX + AY|?]
<z -yl +2E[(x — y, VAX)] + 2AE[(z — y, V)] + AMZ + A2M2 + 2AE[(X, Y)].

Since X has no mean uncertainty (cf. Assumption [I(ii)), it follows that E[(z — y, VAX)] = 0.
Furthermore, since 2(z —y,Y) < |z —y[? + |Y|? and 2(X,Y) < |X|? + |V ]2,

Ellz —y+ VAX + AY ] < Q1+ A)|z —y)? + AQMZ +3M2) = (1 + A)|z —y|?> + AN.  (4.6)
Combining ([@5)-(E0) and the fact that (1 4+ A)* < (14 A)T/A < €T we have
uB(r + (k+ DA, z) < u?(r,y) + a(l + Az — g2 + aNel (k 4+ 1)A + b,

which shows that ([@4]) also holds for (k + 1).
Step 8. We show that the estimate (ii) holds on ¢, s € [0,7)NTa. Indeed, taking y = = in (£4]),
we obtain
2-p

2

=B
€2-8,

uB (1 + kA, z) < ul(r,z) + C¢§€N€TkA +Cy

13



for any € > 0. Minimizing the RHS of the above inequality over € then yields

B
2 .

WA (7 + kA, z) < ul(r,2) + Oy (NeT) 2 (kA)
Step 4. In general, for s,t € [0, T] such that s > ¢, let d5, §; € [0, A) such that s —ds, t—&; € Ta.
Then, from (L8) we have
uB(5,2) = 4P (s — 65, ) < UP(t — 6y, 7) + Co(NeT)5 (s — t — 5y + 0,)P/2
< Ul (t,z) + Cy(NeT)2 (s — t)P/2 + AP/2).

Similarly, we also have, for ¢t > s and s,t € [0, T]

uA(t,2) < uP(s, ) + Co(NeT)2 (s — )72 + AP/2),
from which we then conclude by observing that (N eT)g <V3K,. =

Remark 4.4 Note that u® is a piecewise constant approzimation of u, so it is not continuous in
time (with jumps at the partition points T € Ta ). The discontinuity leads to the additional term
AB/2 i the time regularity of u™. Such type of time regqularity property also appears in Lemma 2.2
of [25] in a stochastic control setting. Our regularity result could be regarded as a generalization of
[23] to the sublinear expectation setting.

5 A monotone approximation scheme for the G-equation

The proof of Theorem is based on the monotone schemes for viscosity solutions, the frame-
work of which was first introduced by Barles and Souganidis [5]. Hence, we first rewrite the recursive
approximation (7)) as a monotone scheme, and then derive its consistency error estimates.

Recall that Cj,(R?) is the space of lower bounded continuous functions on R?. We define a
forward operator on Cj,(R?) as

S(AY(z) = E[p(z + VAX + AY)], ¢ € Cp(RY).

Then, from the properties of the sublinear expectation I@, we immediately deduce that the forward
operator S(A) satisfies
(i) (Monotonicity) For any 1’ € Cjp(R?) with ¢’ > 1,

S(A)Y > S(A)p. (5.1)

(ii) (Constant preserving) For any ¢ € R,

S(A) (W) +¢) = S(A)Y +ec. (5.2)
(iil) (Sub-additivity) For any ¢ € C,(R?),
S(A) (W' +1) < S(A)' + S(A)y. (5.3)

(iv) (Positive homogeneity) For any A > 0,
S(A)(AY) = AS(A)eh. (5-4)
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Note that (iii) and (iv) imply that S(A)% is convex in ¢b. On the other hand, the lower boundedness
of ¢ guarantee the Fatou’s property (see Lemma 2.6 in [10]): Let 1, € Cj,(R?) converges uniformly
to 1, then

S(A)Y(z) < limninfS(A)i/)n(:E). (5.5)

The following error estimates play a vital rule to derive the consistency error estimates for the
monotone approximation scheme introduced in section 5] (see Proposition B.2(iii)).

Proposition 5.1 Suppose that Assumption [T (i) is satisfied. For A € (0,1), define

S(A) — 4

A G(Dv, D*Y)| . (5.6)

0

E(AY) =

(i) If v € CFT*(R?) for some o € (0,1), then
E(A,9) < AY2[D*)lea M + VAID?$lo (M5 + M.
(ii) If v € CP(RY), then
E(A,¥) < VAID*YloME + VAID*Y|o(MX + M).

Proof. We only consider the case d = 1, since the general case follows along similar albeit more
complicated arguments. Note that for any = € R,

S(A)Y(x) — ¥(z) — AG(DY(x), D*(z))
< E[Y(z + VAX + AY) — ¢(x) — ADYp(z)Y — %pr(x)x‘ﬂ
< Blu(r + VAX) — 0(x) ~ g AD?p(2)X)
+Ep(z + VAX + AY) — ¢(a + VAX) — ADY(2)Y] = (I) + (II).
Next, we obtain upper bounds for terms (I) and (II). To this end, Taylor’s expansion and the

assumption that E[X] = E[-X] = 0 yield

(I)=E

r+VAX s
VADY(2)X + / / (D%p(u) — Dzw(x))duds]
z+VAX s
/ / (D*¢(u) — DQ@/J(JC))duds] )

In case (i), |[D*¥(u) — D*p(x)| < [D*]ea|u — z|®, thus,

m+\/ZX s
/ / |u — x|“duds

< [D*JeaB [ATFE X/ (1 4+ @)(2 + )] < AMFE [D?]ea M.

=E

(1) < [D*¢Jea
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In case (ii), | D% (u) — D2y (z)| < |D39|o|u — 2|, thus,

er\/ZX s
/ / |u — x|duds]

< [D*ylo [AF|X /6] < AR ID*yloM.

(I) = |1)31/1|0f[‘3

Regarding term (II), for both cases (i) and (ii), we have

z+VAX+AY
(II)=E /

(D (s) - Dw»ds]
+VAX

.| prtVAX+AY

/ ) D?)(u)duds

+VAxX
(VAX + AY)? — (VAX)?
2

(VAX + AY)? + (VAX)?
+ 2 1{\/ZX(\/ZX+AY)<0}

< |D*y|oE

1{\/ZX(\/ZX+AY)20}

< ID%IOE |(AY)?/2+ AR |X|Y]]
< [D2I0B [(AY)2/2+ AF(X [ +[Y)/2] < AF|Dplo(MF + M3)

Combining the two estimates for terms (I) and (II), we obtain, for any = € R, that

S(AW’(Z) - 1/)(17) _ G(Dd)(I),DQUJ(x)) < AO‘/2[D21/)]CQM§(+Q + \/Z|D21/)|0(M§( + M)z/)a

in case (i), and that

SOWE =) _ o), D%(w) < VEIDWIoME + VEIDWI (M3 + M3),

in case (ii). Similarly, we obtain lower bounds of £(A, ), and this completes the proof. m

5.1 The monotone approximation scheme

For A € (0,1), we let Q5 := (A, T] x R%. Then, based on (L7) and S(A), we introduce the
approximation scheme as

{ S(A, z,u”(t,z),u™(t — A,)) =0 in Q%, B (5.7)
ut(t2) = o(x) in Qr\Q7, '
where S : (0,1) x R? x R x Cjp(R™) — R is defined by

S(A,z,p,v) = I%A)W). (5.8)

From the properties of the forward operator S(A) and Proposition 5l we obtain the following
key properties of the approximation scheme (5.7).
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Proposition 5.2 Suppose that Assumption I 1l(ii) is satisfied. Then, the following properties hold
for the approzimation scheme S(A, xz,p,v) given in [(5.7).
(i) (Monotonicity) For any c1,c2 € R, and any function u € Cip(R™) with u < v,

€1 —C2

S(A,:C,p—i—cl,u—i—cQ)ZS(A,w,p,v)—i— A .

(i) (Concavity) S(A, z,p,v) is concave in (p,v).
(ii1) (Consistency) (a) If ¢ € C;+7’2+Q(QT) for some o € (0,1), then

000 = G(Dath, D) = S(A, 2,1, (= A,))|
< Ko (A2 ([D2¢)corne + [00),. 0.0 ) + VAIDZUlo + A (10:D2l0 + 10:D20]0) ) in Q5 (5.9)
where the constant K, is given by
Ko =14 My + My + M% + M. (5.10)
(b) If ¥ € Cj¥ (Qr). then
00 — G(Dath, D) = S(A, 2,0, 05(t = A, )|
< K1 (VA (D3l + D20lo) + A (197610 + 10: D20 +10:Dattlo) ) in Q. (5.11)
where the constant K, is given by
Ky =1+ My} + My + M3 + My (5.12)

Proof. Parts (i)-(ii) are immediate, so we only prove (iii). To this end, we split the consistency
error into three parts. Specifically, for (t,7) € Q%,

|0v) — G(Datp, D) = S(A, z, 9, 0(t = A, )|
< 5(A7¢(t - Av )) + |¢(t,.’£) - '@[J(t - A,.”L‘) - Aatw(tvx”A_l
+]G(Dat(t, ), D3(t ) — G(Dato(t — A, ), Diwo(t — A,2)| := (1) + (I1) + (111),

where £ is defined in (G.6). Here we only consider the case (b); the case (a) only requires minor
modification that is similar to the proof of Proposition Bi). For term (I), Proposition B] (ii)
yields

E(A(t = A1) < (M + MY + MX)VA (IDFulo + [DIv) (5.13)

For term (II), Taylor’s expansion gives
WJ(ta I) - 1/’(15 - Aa I) - Aaﬂ/}(t’ I)|A71
t
<| [ (@wlso) - duit. ) dsia™
t—A

t
< A Y32l / (t — 5)ds < AJ@]o. (5.14)
t—A
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Finally, for term (III), we have

|G(me(t7 ‘T)v Diw(tv ‘T)) - G(Dz¢(t - Av ‘T)v D§¢(t - Av ‘T))|

1
< E[Datp(t, ) = Dptp(t = A, )|[V] + 5| D70 (t @) = DI (t — A, 2)[| X]7]
< A(My |0, Datplo + M3 |0, D24p|o), (5.15)
Combining estimates (5.13)-(@.15), we easily conclude. m

Remark 5.3 Due to the monotonicity property (i) in Proposition [5.2, the approzimation scheme
(57) is also referred to as the monotone (approzimation) scheme in the sequel.

5.2 Comparison principle for the monotone approximation scheme

The monotonicity property (i) in Proposition[5.2]also implies the following comparison principle
for the monotone scheme (&.1), which will be used throughout this paper. Most of the arguments
follow from Proposition 2.9 of [20] (and Lemma 3.2 of [3]), but we highlight some key steps for the
reader’s convenience.

Proposition 5.4 Suppose that Assumption [I1(ii) is satisfied, and that v, © € Cip(QT) are such
that
S(Auxuyay(t - Au )) S hl m Q%?

S(A,z,0,0(t = A,-)) > hy in QF,
for some h1, ha € Cip(Q%). Then, for any (t,x) € Qr.

Q(t7 T) - /ﬁ(t T) < sup (Q(f T) - 6(t7 T))+ + tsup(hl(t? T) - h/2(t7 T))+ (51())
QT\Q% Qf

Proof. Without loss of generality, we assume that
0<0inQr\QF and hy < hs in QF, (5.17)

since, otherwise, the function w := v +supg,\ga (v — )T+ tsupga (h1 — ho)T satisfies that v < w
in Q7\Q% and by the monotonicity property (i) in Proposition [5.2]

S(Avwivw(t - A? )) > S(Aa €T, _76(t - A? )) + Sup(hl - h2)+
Q7
> hy + sup(hy — ho)t > ho in Q7.
Q7

Thus, it suffices to prove v < ¥ in Q7 when (5.I7) holds.

To this end, for b > 0, let ¢,(t) := bt and M (b) := supg,{v — 0 — ¢ }. Then our aim is to
prove M (0) < 0 and we prove by contradiction. Assume M (0) > 0, then by the continuity of M,
we must have M (b) > 0 for some b > 0. For such b, take a sequence {(t,, T,)}n>1 in Q7 such that
8p i= M(b) — (v — 0 — Pp)(tn, zn) 4 0, asn — co. Since M(b) > 0 but v — v — ¢, <0 in Qr\Q%,
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we must have ¢, > A for sufficiently large n. Then for such n, we use the monotonicity property
(i) in Proposition 5.2 again to obtain
hi(tn, zn) > S(A, 2, 0(tn, Tn), v(tn — A, )
> S(Aaxm@(tmxn) + wb(tn) + M(b) - 57“ ﬁ(tn - Au ) + 1ﬁb(tn - A) + M(b))
> S(A, 20, 0(tn, 00), 0(tn — A, ) +b— 5, A1
> ha(tn, n) +b—8,A7 1,

Since h1 < hg in Q%, we then must have b — 8, A~! < 0. Thus, we deduce b < 0 by letting n — oo,
which is a contradiction. m

5.3 Convergence of the monotone approximation scheme

We prove Theorem [L3|(i) by showing the convergence of the approximate solution u® to the
viscosity solution u. It is based on the monotone schemes for viscosity solutions introduced by
Barles-Souganidis in [5], where they show that any monotone, stable and consistent numerical
scheme converges, provided that there exists a comparison principle for the limiting equation.

To this end, define the semi-relaxed limits of u® by

a(t,z) = limsup w™(t',2'); w(t,z)= liminf w®(t,z').
@)= (t,a), (t’,z’A)a(t,z),
A—0 —0

We show that @ is a viscosity subsolution of (L2)-(L3]). A symmetric argument will imply that
u is a viscosity supersolution of (L2)), which proves that @ = u = u, so u® converges to u locally
uniformly.

Let ¢ € C®(Qr) and (tg, o) € Q7 be such that
0= (u—9¢)(to,z0) = (max)(ﬂ —¢)(t',2").
t',x’!
By the definition of @, there exists a sequence {(tn, Zn, Ay )}n>1 such that
(tn, Tny Ay) = (to,20,0), and u®" (t,, x,) — T(to, xo).
Moreover, by extracting a subsequence if necessary, (t,,x,) is also the maximum point of u®" — ¢:

687 = (U — @) (tn, Tn) = (Inax)(uA" —¢)(t',2") — 0.
t!x!

Since ¢y > 0 and A — 0, we have t,, > A,, for large enough n. The monotonicity property (i) in
Proposition further implies that

0= S(Anu Tn, uAn (tn7 .’Iin), ’U/An (tn - Anu ))

2 S(Ana L, ¢(tnu :En) + 6An7¢(tn - Anu ) + 5An)

_ (b(tmxn) — S(An)¢(tn — Ay, )(xn)
A, '

In turn, using the consistency property (iii) in Proposition 5.2 and letting (¢, 2, A) = (o, 20, 0),
we obtain

8t¢(t07$0) - G(Dxd)(to,xo), Did)(tO’ IO)) < 0.
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Next, we show that @(0, z) = ¢(z) for x € R%. Let {(tn, Zn, Apn)}n>1 be a sequence such that
(tns Tn, Ap) = (0,2,0), and u®"(t,,z,) — (0, z).
Since uAn (s, x,) = ¢(x,,) for s € QT\Q:%”, by the time regularity of «® in Lemma E3(ii), we have
0 s 20) = 0 s, < VIO Kot = 51717 + AY),
Letting s = 0 and sending n — oo yield that |a(0,z) — ¢(x)| = 0, from which we conclude that
u(-, ) is a viscosity subsolution of (2))-(T3).
6 Convergence rate of the monotone approximation scheme

In this section, we prove Theorem [[L3ii) by establishing the (uniform) convergence rate of the
approximate solution u® to the viscosity solution u, and keeping track of all the involved constants.
We start with the approximation error in the first time interval Q7\Q%, where u® = ¢ = ul;—o
except at t = A. Therefore, the bound for the approximation error in this interval can be easily
obtained by the regularity property of u in Lemmas This is demonstrated in the following
lemma.

Lemma 6.1 Suppose that Assumption[I1] is satisfied. Then, for A € (0,1),
lu—u?| < 2C4KoAP? in Qr\QF, (6.1)
where the constant Kg is given in [{{-1).
Proof. Since u® = ¢ = ui—¢ in Q7\Q%, we have, for (t,z) € Qr\Q%,
|u(t, ) — uA(t, )| < |u(t,x) — u(0,z)| + |uA(A,3:) - uA(O, T)[1—a)-
When ¢t = A, we further obtain

(A, z) —u(0,2)] < E[Ju®(0,2 + VAX + AY) — u®(0, )]
= E[|¢(z + VAX + AY) — ¢()]]
< E[C4|VAX + AY |7
< Cy(MY + APP2MEYAP?
< Cy((M3)P2 + (My)P)AP2 < Cy Ko AP,

The conclusion then follows from Lemma [£.2(ii). =

6.1 Lower bound for the approximation error

B8 _
For v € Cl?)’B(QT), we aim to derive a lower bound for the approximation error u — u® within
the whole domain Q7. To this end, for € € (0,1), we extend the domain of the G-equation (L2
from Q1 to Q.2 := (0,T + £2] x R? and still denote the solution as u. Next, we regularize u by

20



a standard mollification procedure: let p(t,z) be a nonnegative smooth function with support in
(—1,0) x B(0,1) and mass 1, and introduce the sequence of mollifiers p. for ¢ € (0,1),

€2’ ¢

1 t
pe(t,x) = ﬁp< —> : (6.2)
For (t,7) € Qr, we then define

ue(t,x) = ux*p(t,x) = / / u(t — 1,2 — e)p (7, e)dedr.
—e2<7<0 Jel<e
Lemma implies that
Jult, z) = uls, )| < Cs [ o =yl + Kols — 1172].
In turn, standard properties of mollifiers (see C.4 in [13]) imply that u. € C2(Qr),
|u—u€|0 < C¢(1+K0)€6, (6.3)

and, moreover, for positive integer ¢ and multiindex 7,

0 Diucly < Cy(1 + Ko)eP 213110 Di s, (6.4)

where the constant Ky is given in (1)) and
0iDipll = [ [ |oiDiptre)|d(re) < o
J(=1,0) /B(0,1)

We observe that the function u(t — 7,2 — e) is still a viscosity solution of the G-equation (L.2])
in Qr for any (7,e) € (—€2,0) x B(0,¢). On the other hand, a Riemann sum approximation shows
that there exists a sequence {I,}n>1 € Clb(QT) such that each I,, is a convex combination of the
functions u(- — 7, - —e) for different (7,e) € (—&2,0) x B(0,¢) and that I,, converges uniformly to u..
Since the nonlinear term G(p, X) is convex in p and X, each I,, becomes a supersolution of (L2
in Q7. Using the stability of viscosity solutions, we deduce that u.(t, ) is still a supersolution of

([C2) in Qr, namely,
drue — G(Dyue, D?u.) > 0. (6.5)

We are now in a position to establish a lower bound for the approximation error.

Theorem 6.2 Suppose that Assumption [L1l is satisfied. Then, for A € (0,1), there exists a
constant Crp depending only on T, Cy, B, M3 and M such that

u—uA Z —CLBA’Q/G m QT-

Moreover, the constant Crp has an explicit formula Crp = Cy(1 + Ko) (4+ K1C,T) with the
constants Ko, K1 and C, gwen in (4.1), (512) and (6.7), respectively.
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Proof. Since u. € Cﬁf(QT) is smooth with bounded derivatives of any order, we substitute u.
into the consistency error estimate (B.I1]) and use (G3) and (G4]) to obtain

S(A, z,u(t, ), us(t — A, -))

> = Cy(1+ Ko)Ky
 [VB(EP3 120l + 7 2D2pl12) + AP~ (107l + 10:D2pl1) + 0Dl
> —Cy(1+ Ko)Kq

x [VAL(IDplls +11D2pll) + A ([0 plly + 1. D2plln + 110 Dapl )]
=: —C¢(1+K0)K16(B,E), (66)

for (t,x) € Q%, where the constants Ko and K; are given in (@I)) and (5.I1), respectively. The
comparison principle in Proposition [5.4] then implies that in Qr,

u® —u. < sup (uP —u)T 4+ ¢(B,6)TCH(1 + Ko) K.
Qr\Q%p

Next, using ([6.3]), we further obtain

u® —u = (ue —u) + (u? —u)
< Cy(1+ Ko)eP + sup (u® — o)™ +¢(B8,6)TCs(1 4+ Ko) K
Qr\Q%
< sup (u—uP)t +2C4(1 + Ko)e? + ¢(B,6)TCy(1 4+ Ko) K, in Q.

Qr\Q%
By choosing e = A%, we conclude that

ud —u < sup (u—ul)t 4 204(1 4 Ko)AP/S + ¢(8, AYVOTCH(1 + Ko) K,
Qr\QP

< Cy(1+ Ko) (44 K,C,T)AP/S in Qr,

where the last inequality follows from the estimate (6.1) in Lemmal[GIand the fact that c(3, A1/6) <
C,AP/6 with

Cp = 1D3pll + [1D2plly + |02l + 10: D3 pl]1 + [10: Dapl |1 < o0 (6.7)
]

Remark 6.3 A typical example of p is given by
1 1
p(t,x) = KeXP(—W) eXP(—m)l{\z\a,fKKo},

where K is given such that the mass of p is 1. One can always compute C, using this example and
in the one-dimension case, C,, < 103e¢~1. In turn, when T = 1, it follows from the formulae for Ky

and K1 (c.f (1) and (212)) that

Cup < Cy [1+ 5 ((MF)

wlw

10°
+(M3)%)] [4+ (1+ M} + MZ + M3 + M%) ]

€

@l

<613C, [1+ (M3)5 + (M2)F] [1+ ()] + ME + (M)} + M.
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6.2 Upper bound for the approximation error

To obtain an upper bound for the approximation error, we are not able to construct approximate
smooth subsolutions of (L2) due to the convexity of the function G. Instead, we interchange the
roles of the G-equation ([2) and the monotone scheme (B.7) (as in [I6] and [21]).

To this end, for ¢ € (0,1), we extend the domain of the monotone scheme (5.7) from Qr to
Qrice :=[0,T+e%] xR? and still denote the scheme solution as u”. Then, using the same mollifiers
p- as in section B.1l we define, for (¢, ) € Qr,

ul(t,x) = u® * p(t,x) = / / uP(t — 7,2 — €)p(1, e)dedr.
—e2<7r<0 Je|<e

The regularity property of u® in Lemma F3] implies that
[ (t) = u® (5,9)| < Cy [Jo = 9l + VBEo (s — 1]/ + A772)]
In turn, standard properties of mollifiers imply that u2 € Ci°(Qr),
[u® —ully < Og(1 + V3Kp)(e? + AP/2), (6.8)
and, moreover, for positive integer ¢ and multiindex 7,
0 DJu2 |0 < Co(1+ VBKo)e™*71l(eP +- AP0, Dip|1, (6.9)

where the constant Ky is given in (1)) and
0iDipll = [ [ (oiDiptre)|d(re) < o
J(-1,0) /B(0,1)

Next, let {I2},>1 € Cip(Q7) be a sequence such that each I2 is a convex combination of the
functions u®(- — 7, - — e) for different (7,e) € (—&2,0) x B(0,¢) and that I converges uniformly to
A Gj
uZ. Since B
S(A z,ul(t— T,z —e),u(t—7 — A, - —e)) =0 in QF,
for any (7,e) € (—&,0) x B(0,e), the concavity of the monotone scheme (cf. Proposition (i)
yields that for any n € N and (¢,z) € Q%,

S(A, 2, 12 (4,2), I (- A, ) = 0.

Since I2 is lower bounded, we use Fatou’s property of the sublinear expectation E (see (5H)) to
deduce that, for (t,z) € QF,
S(Av x, uaA (tv .I), uA (t - Av ))

€

- (uf(t, o) — Bl (t— A,z + VAX + AY)]) AL

Y

(uﬁ(t, 2) — lim B2 — Az + VAX + AY)]) A

n— o0
lim S(A,z, I3 (t,x), I3 (t — A,-)) > 0. (6.10)
n—oo

We are now in a position to establish an upper bound for the approximation error.
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Theorem 6.4 Suppose that Assumption [ is satisfied. Then, for A € (0,1), there exists a
constant Cyp depending only on T, Cy, B, M% and MZ such that

’U,—UA SCUBAB/G m QT-

Moreover, the constant Cy g has an explicit formula Cyp = 2/3CLp = 2\/§C¢(1+K0) 4+ K,C,T)
with the constants Ko, K1 and C, given in ({4.1), (511) and (6-7), respectively.

Proof. We first consider the above error estimate in Q4. Since u2 € Ci2(Qr) is smooth with
bounded derivatives of any order, we substitute 2 into the consistency error estimate (5.11) and

use ([G10) and ([G9) to obtain
Ot — G(Dyus, D2uf) > —Cy(1 + V3EKo) K1 (e + AP/2)c(0,¢)

€

for (t,x) € Q%, where ¢(0,¢) is defined in (G.6). Then, the function
O(t,x) = ul(t,z) + Cp(1 + V3Ko) K1 (P + AP/2)c(0,¢)(t — A)

becomes a (classical) supersolution of the G-equation (L2) in Q4 with initial condition v(A,z) =
u? (A, z). On the other hand, from (68) and (6.1I), we know that

v(t, ) = u(t,x) — Cy(1 + V3Ko)(e? + AP/?) — 20, K(yAP/?

is a (viscosity) solution of the G-equation (L2), and from (G.I)) and (@8], we further have
v(A, z) = u(A, ) — O(1 + V3EKo)(e” + AP/?) — 20, Ko AP/?
= u(A, z) — v (A z) +uB (A, z) — uEA(A,x) + uEA(A, x)
— 20, KoAP/2 — Cy(1 + VBK))(e® + AP/2) <ul (A, z) = B(A, x).

Thus, the comparison principle for the G-equation (see Theorem 6.3 in [30]) implies that v < v in
Q% ie.
u—uf < Cy(14+V3Kp)(e? +AP/2) 420, Ko AP/2 + Cy(14+V3Ko) K1 (6P + AP/2)c(0,6) (t—A) in Q.
Finally, using the estimates (G.8]) again, we obtain by choosing ¢ = A6 that

= = (= u) 4 (u — )

<4041+ V3Ko)AP/6 4 2C, Ko AP/S + 204(1 + V3Ko) K1C,TAP/S in QF,

where we used the fact that ¢(0, A'/6) < C,. The conclusion then follows by combining the above
estimate with (61). m

6.3 The non-degenerate case

We prove part(iii) in Theorem [[L3] When the non-degeneracy assumption and more regularity
on the initial data ¢ are imposed as in part(iii), the solution u of (L2)-(T3]) becomes a classical
solution with enough regularity. This will significantly simplify the previous proof for the general
case with possible degeneracy.
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First, the monotonicity property of ]E, the boundedness of ¢ and (LG) yield that « is bounded.

Lemma further implies that u € C;/ 2’1(QT). In turn, the regularity theory of fully nonlinear
PDEs implies the Holder continuity of the derivatives of u, i.e. there exists a constant « € (0,1)

depending only on d, g and M% such that u € C;+%’2+Q(Q5T) for any € > 0 (see Theorem 4.5 in
Appendix C of [32], or [22] and [37] for more details). The consistency error estimate (5.9]) then
yields

|S(A7 €, u(ta I)a u(t - Aa ))|
S Ka (Aa/Q ([D?cu]ca/z,a + [&gu]ca/z,a) + \/Z|chu|o + A (|8tD§u|o + |(9tDmu|0)> S CAa/2,

for (t,r) € Q% and some constant C. On the other hand, since
S(A, z,u®(t,z), u(t — A,-)) =0,
the comparison principle in Proposition [5.4] implies

lu—u®| < sup |u—u?|+CtAY? in Qr. (6.11)
Qr\Q%

Since Assumption [[LT[i) holds with 8 = 1, it follows from Lemma [6.T] that

sup  |u — u®| < 205 KoAY2,
Qr\Q%

The conclusion follows by plugging the above estimate into ([611)) and combining with part(ii) in
Theorem

Remark 6.5 Since there is no explicit formula for the Hélder constant o, we are not able to write
down the explicit error bound as for the general case with possible degeneracy in part(ii) of Theorem
.3

On the other hand, if the solution u has more regularity, say u € Cg°(Qr), then we can replace
the consistency error estimate (2.9) in the above proof by (BI1), and obtain the convergence rate
Al/2,

7 Some special cases

In this section, we improve the convergence rates in Theorem [21] by imposing further model
assumptions, and compare our results with the existing literature. For the latter use, we state the
following property (see Proposition 4.1 in [30]) of the nonlinear function G(p, A) given by (L.IJ).

Proposition 7.1 Let the nonlinear function G(p, A) be given in (IL1). Then, there exists a bounded,
closed and compact subset © C R? x R4*¢ such that

6.4 = s {301AQQT)+ ()} (5. 4) € RY X 5(@),
(2,Q)€0
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7.1 Law of large numbers: Comparison with [15]

Assume that X = 0. With this extra assumption, we can obtain a better convergence rate by
refining the consistency error estimates in Proposition [5.1] and Proposition

Corollary 7.2 Suppose that Assumption [I1] is satisfied with X = 0 and B = 1, i.e. there is no
volatility uncertainty, and the initial data ¢ is Lipschitz continuous bounded from below. Then,
there exists a constant C' depending only on T, © and MZ such that

lu—u®| < CA? in Qr.

Before proving Corollary [[.2] we show its application to the law of large numbers. To this end,
let A = %, then by the representation formula (2.35]), we have

n

W7 (1,0) = E[p(Y 1)),

N n
i=1

where Y1 =Y, Y4 4 Y; and Y41 is independent of (Y7,...,Y;) for each i = 1,...,n — 1. On the
other hand, if we further let ¢(y) := de(y) = inf{|z — y| : © € O}, where the subset © C R? is
given in G(p,0) in Proposition [[1I] then dg(y) > 0 is Lipschitz continuous bounded from below. It
follows from Example 4.3 in [30] that

u(1,0) = sup ¢(f) = supde(f) = 0.
9co 6co

In turn, Corollary [[.2] yields the following form of law of large numbers

0 <Elde() %)] <Cn~V2 (7.1)

i=1
Note that the above convergence rate is better than the convergence rate n~2/® in Fang et al [15]

for the law of large numbers under sublinear expectations (See Remark 2.3 in [I5]).

Remark 7.3 [Y If we choose any bounded and Lipschitz continuous ¢ € C} (RY) as the test function
(which clearly satisfies the assumption in Corollary [7.3), then we also obtain the following general
form of law of large numbers

E[¢(Z %)] —sup ¢()| < Cn~1/2. (7.2)

We proceed to prove Corollary [[.2l Since it is a special case of Theorem [[.3] we only highlight
its main steps and differences compared to the proof of Theorem [[L3l Unless otherwise specified, C
will represent a generic constant in the following.

While revising this work, we came across the working paper [35] by Song posted on arXiv in April 2019. He
also considers this special case, and obtains the convergence rate n~1/2 using the Stein’s method and a mollification
procedure.
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Step 1. Since X = 0 and 8 = 1, a revisit of Lemmas and 3] shows that u and u® satisfy
fu(t, 2) — u(s,y)| < Collz — y| + M| — 1]}
[ (¢, 2) — u® (s,)] < Cylle — yl + M (|s — t + A)]
Thus, from Lemma [6.1] the error bound between u and u® in the interval [0, A] can be refined as

sup |u —u?| < CA. (7.3)
Qr\Q%

Step 2. Next, we refine the consistency error estimates. From Proposition b1l since X = 0,
term (I) disappears and (I1) < £A%D?*)|oME. Thus, E(A, ) < CA|[D?*|o. Plugging it into
Proposition B.2(iii) yields

|00 — G(Dat), 0) = S(A, 2,90, 9p(t = A, )| < CA (ID3¢lo + 07 ¢lo + 101 Datdlo) - (7.4)

Step 3. We modify the mollifiers p. in (6.2]) by

1 t x
pe(t,z) = T’ (g, g> , (7.5)

and redefine u, as
ue(t,x) =ux*p(t,x) = / / u(t — 1,2 — e)pe (7, e)dedr.
—e<7<0 Je|<e

Thus, the regularity of u implies that |u — u®| < Ce, and |9} Diu.|o < Cet~*~ 1l
Step 4. Substituting u. with ¢ in the consistency error estimate ((C4) and using the fact that
Orue — G(Dyue,0) > 0 yield

S(A, z,uc(t,z),us(t — A,-)) > —CAe L.

Furthermore, choosing ¢ = A'/2 and following along the similar arguments as in the proof for
Theorem [6.2] we obtain that

ud —u < sup (u—uA)++CA1/2§CA1/2,
Qr\Q%

where we used ([Z3) in the last inequality.
Step 5. To prove the other side inequality, we mollify u® with p.(t,z) given in (Z3), i.e.
u?(t,z) = u® * p.(t,x). Then, the regularity of u® implies that

[u® —ubly < Cle + A),

and o o
|0i Diulo < Ce™"ll(e + A),
Step 6 Substituting u2 with 1 in the consistency error estimate (7.4) and using the fact that
S(A, z,ul(t,z),u(t — A,-)) > 0 yield

Dl — G(Dyu2,0) > —Cle + A)Ae ™2,

In turn, u — u2 < C(e + A)(1 + Ae~2), and by choosing ¢ = A2 and following along the similar
arguments as in the proof for Theorem [6.4] we obtain

u—u? = (u—ud)+ W —ud) < CAY?,

which is the desired convergence rate.
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7.2 Central limit theorem: Comparison with [25] and [34]

Assume that Y = 0, we obtain the central limit theorem as in [25] and [34], but with an improved
convergence rate. To this end, choosing A = 1/n, by the representation formula (2.5)), we have

N X,

Yn(1,0) =& .

/(1,0 = B3 T2

where X1 = X, X1 4 X; al}d X1 is independent of (X1, ..., X;) for each i = 1,...,n — 1. On the
other hand, since G(p, A) = E[3(AX, X)] and ¢ = 0, by (L.0), we have

u(1,0) = E[¢(¢)] = Na (o),

where Ng denotes the corresponding G-normal distribution. Under Assumption [[LI] Theorem 2.1]
then yields the following central limit theorem in the degenerate case

SN X,
Y] — —B/6
Elp() ) = Ne(@)| < OnP/8. (7.6)
i=1
Moreover, if the second moment of the random vector X is non-degenerate, i.e. o2 := —E[—|X 2] >

0, and the initial data ¢ € C} (R9), i.e. ¢ is bounded and Lipschitz continuous, then

< Oon~mex{5 5}, (7.7)

BlO(Y 2]~ (o)

Note that the above convergence rate in (7.6 for the degenerate case improves Theorem 1.1 of

Krylov [25], where the author considers a one-dimensional stochastic control problem and obtains
2

the convergence rate 4_€—26(§ %) Moreover, the convergence rate in (771 for the non-degeneate

case improves Theorem 4.5 of Song [34], where the author obtains the convergence rate §.

7.3 Linear central limit theorem

We conclude the paper with a brief discussion of the convergence rate of the linear central limit
theorem via a monotone scheme. First, we consider the smooth test function ¢ € Cg“ (R), meaning
it is twice differentiable, with its second-order derivative being uniformly Lipschitz continuous. In
this case, we obtain the following central limit theorem. The proof is similar to the proof of Theorem
2.1 and is omitted.

Corollary 7.4 Let {X;}i>1 be a sequence of real-valued i.i.d. random variables with finite third

moment M3 < oo and S, = 1, \)/(:—1 Then, for ¢ € CTH(R),

IE 6 (Sn)] — B0 < (14 M%) [fazlcr n2, (7.8)

where £ follows standard normal distribution.
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However, the linear central limit theorem requires the test function ¢ to a step function, denoted
as ¢(-) = 1.<, parameterized by z € R. Therefore, the above convergence rate result does not apply
directly to such a test function ¢(-). To obtain the convergence rate for this test function ¢(-), it is
noteworthy that, by integration by parts, we have

[ 0:@)(6@) - o) da
/ B(x)dF,( / P(x)dG(x
5] - (7.9)
where F,(z) = E[1(s, <,}] and G(z) = E[1{e<]-

Proposition 7.5 Let {X;};>1 be a sequence of real-valued i.i.d. random variables with finite third

moment M3 < oo and S, =1, \)/(:—1 Then,

oo

|[F = Gly < (MX +5)n~
Proof. Let h: R — R be such that h(0) = 0 and
ho(®) = 2°Lio<p<ty + (2 — (2 — 2)%) Linca<sy + (2 — 4)%13c0<ay.

Then, it is clear that h € C; T (R) with [hys]e: = 2. Define for any a € R and & > 0,

Gae(r) = h (‘T - “) -

We then have ¢q.c € C; T (R) with [(a,e)za]or = 267, Applying ¢, to () and (TJ) yields

} / (Bae)e () [G(x) — F(@) de| < 2 (M3 +1) e 3n2. (7.10)

Focussing on the integral of the above left hand side, we further have that by change of variable
r—a

Yy=—,
/ ($0.0)2(z) [G() — Fo()] da
- / ho(y) [Gla+ey) — Fala+ cy)] dy

<[G(a) — Fa(a) + 4e] / o) dy
= 4[G(a) — Fy(a) + 4e], (7.11)

where we use that h; > 0,[G]cr < 1 and that F,, is monotone. Combining (CI0) and (ZI1]), we
have

Fy(a) = G(a) < 5 (M% +1) 707 % +4e < (M% +5) "+

l\3|’—‘
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by letting e = n~'/8. Similarly,
[ 120 Glate0) ~ Fula+ =)y

>[Gla+4e) — Fy(a+ 4¢) — 4e] / e (y)dy
=4[G(a+4e) — F,(a + 4¢e) — 48]0,
and thus
G (a + 4n_1/8> —-F, (a + 4n_1/8> < (M3% +5) n"s.
By the arbitrary of a, we conclude that
|F, — Gy < (M3 +5)n" 5.

]

Although the rate of 1/8 we established is slower than that of 1/2 in the Berry-Esseen theorem
due to the introduction of an approximation to step functions by Cg“ functions (¢q, in the proof
above), we have demonstrated a much simpler way to establish a rate of Berry-Esseen type con-
vergence. In fact, this also addresses the challenge encountered by Stein’s method when applied to
establish a lower convergence rate than 1/2. Establishing the convergence rate of 1/2 for the linear
central limit theorem is more challenging and will be left for future research.

A Proof of Proposition

The convergence rate § follows immediately from Theorem [L3[iii). To establish the other
convergence rate %, we only need to prove the following consistency error estimate

S(A)yp —
e(a,9) = |2 Gy, p2y)
0
< OA(D"Wlo + D010 +D%0lo) (A1)

for any test function ¢ € C{°(R). Note that (AJ) is a refinement of the consistency error estimate
in Proposition 5.1l The rest of the proof then follows along a similar argument and procedure used
in the proof of Theorem To establish (A), with Y =7 — £ X2, we have

S(A)y(x) — P(x) — AG(DY(x), D*(x))
< El(z + VAX + AY) — p(z) — ADY(z)Y — %AD%@))@]
< Blo(e + VAX) ~ 9(r) - 5 D*p(a)AX7]

+E[p(z + VAX + AY) — ¢(x + VAX) — Dip(z + VAX)AY]
+ E[DY(z + VAX)AY — Dy(x)AY] := (I) + (IT) + (IT1).
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Since E[X] = E[-X] = E[X?] = E[-X?] = 0, we have

E

()

I
=

I
=

Il
=

< [D*|oE

i er\/ZX s
VADY(z)X + / / (D*)(u) — D%(x))duds]

:/:Jr\/ZX/;/:DBw(p)ddedS]

m-i-\/ZX S u
ooyt [ [ f <D3w<p>—D3w<x>>dpduds]

i/:+\/ZX /: /:(D31/1(p) _ D3‘/’(I))dpduds]

er\/ZX s u
/ / / |p — z|dpduds

< A?|D*plo M.

Likewise, Taylor’s expansion yields that

and

(II)=E& [/01(1 —5)D*(z + VAX + SAY)AQYst}

1
<k [/ (1— s)ds|D21/)|0A2Y2} < %A2|D2¢|OM§,
0

(IIT) = / 1 D¥y(x + S\/ZX)\/ZdeAY]
0

IN

IN

E -/1[D2w(x + sVAX) — D*)(x)|dsAZ XY + D%p(xméxy]
LSO

E -/1[D2¢(w +sVAX) - DQw(w)]dsAgXY} +E [DQtﬁ(:c)A%XY}
- O1 1

E / / D*y(x +usx/ZX)8\/ZXdudsA3XY}
LSO 0

r rl 1

. 1

E / / sduds|D3w|0A2|X|2|Y|}§1A2|D3¢|0(M§(+M§),
LSO 0

where we also used the fact that E[XY] = E[-XY] = 0. The consistency error estimate (A1) then
follows by combining (I)-(III).
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