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Abstract

It has been a puzzling question why some organisms reproduce sexually. Fisher and Muller hypothe-
sized that reproducing by sex can speed up the evolution. They explained that in the sexual reproduction,
recombination can combine beneficial alleles that lie on different chromosomes, which speeds up the time
that those beneficial alleles spread to the entire population. We consider a population model of fixed
size N, in which we will focus on two loci on a chromosome. Each allele at each locus can mutate into a
beneficial allele at rate pn. The individuals with 0, 1, and 2 beneficial alleles die at rates 1,1 — sy and
1 — 2sn respectively. When an individual dies, with probability 1 — rn, the new individual inherits both
alleles from one parent, chosen at random from the population, while with probability rn, recombination
occurs, and the new individual receives its two alleles from different parents. Under certain assumptions
on the parameters N, un, sy and rn, we obtain an asymptotic approximation for the time that both ben-
eficial alleles spread to the entire population. When the recombination probability is small, we show that
recombination does not speed up the time that the two beneficial alleles spread to the entire population,
while when the recombination probability is large, we show that recombination decreases the time, which
agrees with Fisher-Muller hypothesis, and confirms the advantage of reproducing by sex.
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1 Introduction

It has been a puzzle in evolutionary biology why many organisms reproduce sexually. Sexually reproducing
parents transmit just half of their genes to the offspring, which means that all beneficial alleles that the
parent has might not be fully transmitted to the offspring. This does not happen to parents who reproduce
asexually, since they transmit all their genes to the offspring. An advantage of sexual reproduction might
come from recombination, which can combine portions of different chromosomes together. Fisher [8] and
Muller [10] hypothesized that sexual reproduction can speed up the evolution. They explained that in an
asexual population, for two beneficial mutations to survive, the second beneficial mutation has to occur
in an individual that already has the first beneficial mutation, while in a sexually reproducing population,
both beneficial mutations might occur on different individuals and recombination can later combine both
mutations, which leads to an evolutionary advantage over asexual reproduction.

1.1 The model

We consider a population of fixed size N consisting of N chromosomes, which come from N/2 organisms of
the same species. We are interested in two loci on the chromosome. One of the two loci contains either an
a or A allele, and another locus contains either a b or B allele. Both the A and B alleles are beneficial. At
time 0, all individuals have a and b alleles. Independently, each a allele mutates to A at exponential rate
un, and each b allele mutates to B at exponential rate py. Individuals with 0, 1 and 2 beneficial alleles
will die independently at exponential rates 1,1 — sy and 1 — 2sy, respectively. A new individual is created
immediately to replace the individual who dies, in order to keep the population size fixed. With probability
1 — r, no recombination occurs, in which case the new individual receives both alleles from a randomly
chosen individual in the population at that time. With probability 7y, recombination occurs, in which case
the new individual receives the a/A allele from a randomly chosen individual, and receives the b/B allele

*The author is supported in part by NSF grant DMS-1707953.



from another independently randomly chosen individual. We will give an approximation for the first time
that all individuals in the population have both beneficial alleles, when the population size is large. The
result shows that this time is shorter when ry is large, consistent with the Fisher-Muller hypothesis.

1.2 Previous works

Takahata [14] considered a model of a population of finite size, where each individual consists of one chro-
mosome. This model focuses on two loci on the chromosome. One locus contains either an a or A allele, and
another locus contains either a b and B allele. The fitnesses of individuals of types ab, Ab,aB and AB are
assumed to be 1,1+ s,1 4+ s and 1 + ¢ respectively. The model also assumed recurrent mutations from a to
A and from b to B, which means that mutations will never be exhausted. In the beginning, the frequency of
type ab is assumed to be 1. Via simulation, the numerical fixation time of both A and B is given for some
values of s and ¢ in the following parameter regimes: 1) t =s=0,2)t=2s>0,3)t =25 <0,4) t > 2s > 0,
and 5) t >0 > s.

Some non-rigourous works discuss the benefits of recombination. Crow and Kimura [4] argued that in
large populations, sexual reproduction can incorporate more mutations due to recombination than asexual
reproduction can. Several works pursued finding the relation between the speed of adaptation and the
recombination rate. Neher, Kessinger, and Shraiman [I1] considered a linear chromosome model assuming a
large mutation rate and a weak selective effect. They obtained that the rate of adaptation is proportional
to the square root of the recombination rate. Weissman and Barton [15] considered the regime where the
mutation rate is small, and they obtained that the rate of adaptation is proportional to the recombination
rate. Weissman and Hallatschek [16] considered the intermediate mutation rate regime and obtained that
the rate of adaptation is proportional to the recombination rate. Lastly, Neher, Shraiman, and Fisher [12]
considered a population model, where a large number of loci was considered. The recombination mechanism
in this model is different from the other works mentions before. Under the assumptions that the selective
advantage is weak and the recombination rate is much larger than the selective advantage, they obtained
that in large populations, the rate of adaptation increases as the square of recombination rate.

We will now discuss some rigourous results. Cuthbertson, Etheridge, and Yu [B] considered a two loci
model with finite population size N. Each individual can be one of the four possible types: ab, Ab,aB and
AB. Both A and B are considered to be beneficial, and they increase the fitness by s; and sy respectively,
with the assumption that s; < so. The mutation from b to B randomly occurs during the the time interval
that Ab is spreading in the population, and it appears as a type aB. For both A and B to spread to the entire
population, there are three requirements. First, the number of type aB should become significant. Second,
recombination between A and B must occur. Lastly, the number of type AB should become significant,
after which AB is almost certain to fixate. The result shows that the fixation probability of AB can be
approximated by the solution to a specific system of ODEs.

Bossert and Pfaffelhuber [3] considered a diffusion model with 4 types: ab, Ab,aB and AB, where the
fitnesses of ab, Ab,aB and AB are in increasing order. The frequencies of these four types evolve according
to a system of SDEs. In the beginning, the frequencies of types Ab and aB are assumed to be small, and
there is no type AB yet. They obtain approximate formulas for the fixation probability and fixation time of
type AB.

Both Cuthbertson, Etheridge, and Yu [5] and Bossert and Pfaffelhuber [3] assume that at least one
beneficial mutation is present at the beginning, and they do not allow an unlimited supply of new mutations.
In the model studied in this paper, we assume that all individuals in the beginning do not have any beneficial
mutations, and both beneficial mutations occur according to a Poisson process. This model is similar to the
model given by Takahata in the case t = 2s > 0, but with finite population size.

Lastly, we mention another work by Berestycki and Zhao [2]. In their model, which involves branching
Brownian motion in two dimensions, they showed that the fitnesses on two loci are negative correlated. They
explained that recombination can reduce this negative correlation, and leads to a fitter population.

1.3 Conditions of the parameters

There are four parameters in our model: N, un, 7y and sy. We assume that puy € (0,1),sy € (0,1/2] and
ry € [0,1). For any two sequences ay and by, we say that ay < by if

lim an =0.



We will assume that px and sy satisfy the following conditions:

Sy < 1, (1)
1< Nuy, (2)
N;ﬁv <L sp, (3)
and
N ln+(NrN) <L SN, (4)

where Iny () is defined to be In(z) if z € (1,00), and 0 if € [0,1]. Note that (2) and (3) imply that
un K SN

1.4 Main theorem

Theorem 1. Let T be the first time that all individuals in the population are type AB, which we also call
the fixation time of AB. For every positive integer N, and r € [0,1], we define

ty(r) = 1 In Nsy (5)
N sy pn - max{Nu3,rlng (Nr)} )

Then, for every 6 € (0,1), we have that

lim P((1—0)ty(ry) <T < (1+0)ty(ry)) =1.

N—o00

This theorem suggests that the time that both beneficial alleles spread to the entire population is ap-
proximately t§ (rn), when N is large. From , when there is no recombination,

N 1 s

When 7y Iny (Nry) > Np3,, we observe that t5 (ry) < t3(0). This means that when ry is large enough,
it decreases the fixation time of AB, compared with when there is no recombination. From and , for
sufficiently large N, we have that max{Np3,rn Iny (Nry)} < sy, and

£(0) = 1n ( 3)>tN(rN)>1l (NS?V>:§.1 ( 5N >+ln(NuN)>§t*N(0).

SN MN SN uN SN /~LN

This implies that under our assumptions, which assume small recombination rates, in large populations,
recombination can decrease the fixation time of AB by no more than a factor of one-third.

Lastly, we will show that these assumptions on the parameters are attainable. We con51der when ,uN =
N=¢ ry =N"%and sy = N~¢ for some positive numbers a,b and ¢. One can check that . and
(4) are equivalent to 0 < ¢ < b and (1+¢)/2<a<1.

2 Overview of the proof

From now on, we will refer to an individual with ab, Ab, aB, and AB as type 0, 1, 2, and 3 respectively, and
we will omit writing the subscript N in uy, sy and ry. For ¢ = 0,1,2,3 and ¢t > 0, we define X;(t) as the
number of type i individuals at time ¢ and define X;(t) = X;(t)/N, which is the fraction of type i individuals
in the population at time t.

Before we consider the behavior of the process ((Xo(t), X1(t), X2(t), X3(t)),t > 0), we will first look at
the condition 1 <« Npu. Intuitively, we don’t want the mutations to occur too slowly, so that we see one
beneficial mutation spread to the entire population, before any other mutations take hold. The process by
which a beneficial allele spreads to the entire population is also known as a selective sweep. Suppose that a
mutation from a to A is the first to occur, and assume that it doesn’t go extinct. It will take time about
2In(N) to complete its selctive sweep (see section 6.1 of [7]). During this time, a mutation from b to B
occurs at total rate of Nu. The number of descendants of one of these new mutations can be approximated
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Figure 1: The graph of t§ as the function of r, when N = 107, = 2 x 107% and s = 10~*. The r-axis is
scaled by 107° and the t}-axis is scaled by 10%.

by an asymmetric random walk. So, the chance that each of these mutations survives is about s. Hence, the
number of mutations to B that survive during the selective sweep of A is approximately

1
Np-s-—In(N) = Nuln(N).
s

So, if Nuln(N) <« 1, then there is no B that survives during the sweep of A. Hence, we will see A spread to
the entire population first, before B appears and spreads. In this case, recombination does not speed up the
time needed for the type AB to take hold in the population. So, we should consider when Nyln(N) > 1.
Here, we make a slightly stronger assumption that Ny > 1.

Now, we will consider our process ((Xo(t), X1(t), Xa2(t), X3(t)),t > 0). The behavior of our process is
essentially reduced to two cases. For the first case, which we will call the recombination dominating case, we
assume that

Nu% < ryIn(Nry) < sy. (6)

For the second case, which we will call the mutation dominating case, we assume that there is a positive
constant C' such that for sufficiently large IV,

ryIng (Nry) < ONpi. (7)

The reason for these names is that in the recombination dominating case, type 3 individuals start to appear
from recombination between A alleles from type 1 individuals and B alleles from type 2 individuals, while in
the mutation dominating case, the type 3 individuals start to appear from mutations from type 1 and type
2 individuals.

In the following table, we define times when we see significant changes in the behavior of the process.
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Figure 2: The graphs of approximate numbers of individuals with one beneficial mutation (red) and two
beneficial mutations (blue).
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The constants Co ., Co m, C1,Ca,Cs, and C4 are defined in , , , (145), (167)), and (200). The

reader does not need to know what these constants are exactly at this point, but should notice that C;/s is
the lower order term in the definition of the #;. From now on, all statements are assumed to be true in both
the recombination dominating case and the mutation dominating case, unless specified otherwise.

Overall, the behavior of the numbers of type 1, 2 and 3 are similar in the sense that they first grow
exponentially, then grow logistically. Both types 1 and 2 grow simultaneously, but type 3 will start to grow
later, due to the late appearance of type 3 individuals. The behavior of the process is split into five time
intervals, which will be discussed below. During the time interval [0,¢1], which we will call phase I, most
individuals are type 0. The type 1 and type 2 individuals appear from mutations from type 0 individuals.
Since type 1 and type 2 individuals die at rate 1 — s, while the majority of the population, which is type
0, dies at rate 1, the numbers of descendants of these type 1 and 2 ancestors grow exponentially at rate
approximately s. Since the total rate of mutation from type 0 to type 1 is approximately N, we have

t
N
Xi(t) =~ /0 Np-eSdy ~ Tue‘gt.

The type 3 individuals appear around time ty. From this time, the number of type 3 individuals will grow
exponentially at rate about 2s, due to the fact that each type 3 individual dies at rate 1 — 2s, while most
individuals in the population die at rate 1. The following proposition describes the process at time ¢;.

Proposition 2. For e >0 and § € (0,1), there is an event Ay, such that for sufficiently large N, we have
that P(Ay) > 1 —17¢, and the following statements hold:

1. On the event Ay, when N is sufficiently large, for i = 1,2,

(1-6e N < Xi(t) < (14 6%)e N (8)



2. In the recombination dominating case, on the event A1y, there are positive constants K1+,, and Ky, such
that for sufficiently large N,

K, Nriln(Nr K{ Nrin(Nr

1r . ( ) S Xg(tl) S 1r . ( ) (9)

3. In the mutation dominating case, on the event A1), there are positive constants K{ and Ky, such
that for sufficiently large N,

- N2,,2 + N2,,2

KlmN [ SXS(tl) < KlmN w )

. . (10)

This proposition says that when N is sufficiently large, at time ¢, both type 1 and type 2 have established
themselves in the population by having their numbers reaching the level of order N. However, X (t1) is only
of order rIn(Nr)/s in the recombination dominating case, and is only of order Nu?/s in the mutation
dominating case, which from and , means that number of type 3 at time ¢; is not yet comparable to
those of type 1 and 2.

During the time interval [ti,ts], which we will call phase 2, the numbers of type 1 and 2 now grow

logistically, or more precisely,
- 1 1
Xz(t) ~ 2<1 + Be_s(t_tl) )7

for i = 1,2, where B is some positive constant. The following proposition describes the process at time ¢5.

Proposition 3. Fore >0 and 6 € (0,1), there is an event A(y), such that for sufficiently large N, we have
that P(A)) > 1 — 21¢, and the following statements hold:

1. On the event Ay, for sufficiently large N, fori=1,2,

(% - g)]\f < Xi(tz) < (% - %)N

2. In the recombination dominating case, on the event A sy, there are positive constants K;; and K, such
that for sufficiently large N,
K, Nrin(Nr) < Xa(ta) < K Nrin(Nr) .
S s

3. In the mutation dominating case, on the event A(z), there are positive constants K3, and K;,, such
that for sufficiently large N,
- NZ,,2 + N2,,2
KZmN [ SXS(tZ) < K2mN w )
s s

This proposition says that at time to, almost half of the population becomes type 1, and almost the other
half becomes type 2, while the number of type 3 individuals doesn’t change much from time ¢;.

During the time interval [to, t3], which we will call phase 3, the majority of the population has become
type 1 or type 2. The number of type 3 individuals continues to grow exponentially from time ¢,. However,
since the majority of the population dies at rate 1 — s, and a type 3 individual dies at rate 1 — 2s, the type
3 population grows exponentially at approximately rate s. The following proposition describes the behavior
of the process at time t3.

Proposition 4. For e >0 and 6 € (0,1), there is an event A(z), such that for sufficiently large N, we have
that P(A(g)) > 1 —25¢ — 76 — 02, and the following statements hold:

1. For sufficiently large N, on the event A(sy, we have

rIn(Nr) =80
Se~(1=30)(Cs=C2) . <> in the recombination dominating case
S

Xo(ts) < N2\ 13
de~(1730)(Cs=C2) . <M> i the mutation dominating case.
S



2. In both cases, there is a positive constant K3 such that for sufficiently large N, on the event Ay, we
have
K3N < X3(t3) < §2N.

This proposition says that by the time ¢3, the number of type 3 individuals has reached order N. Moreover,
from and , there are almost no type 0 individuals left by time ¢3.

During the time interval [t3,?4], which we will call phase 4, the number of type 3 individuals grows
logistically. The following proposition describes the behavior of the process at time t4.

Proposition 5. For e >0 and 6 € (0,1), there is an event Ay, such that for sufficiently large N, we have
that P(A()) > 1 —26€ — 76 — 52, and on the event Awy,

2
(12w < x e (1- 2,

and
KN

X1(tg) + Xo(tg) > 5

This proposition implies that by time ¢4, almost all individuals have become type 3, and only small
fractions of type 1 and 2 individuals remain in the population.

After time t4, which we will call phase 5, the number of individuals that are not type 3 can be approximated
by a subcritical branching process. The non-type 3 population is heading toward extinction, and type 3
becomes fixated in the population. The fixation of type 3 will occur around time 3, (ry).

In section |3] we will discuss about transition rates of the process. In section |4}, we construct martingales
and submartigales, and give expectation and variance formulas. They will be used in the proofs of phases 1,
2, and 3 in sections [f] [6] and [} In section [5] we will prove several lemmas on the process during phase 1,
and at the end of the section, we give the proof of Proposition 2] Proposition [B] [] and [f] will be proved in
sections [6] [7 and [8] respectively. Finally, the proof of Theorem [1] will be given at the end of section [9]

3 On parameters and transition rates of the process

3.1 DMore inequalities on the parameters
Lemma 6. The following statements hold.

1. In the recombination dominating case,

1< Nr. (11)
2. In the mutation dominating case,
r < Nu?.
3. In both cases,
r <& s, (12)
Tn(Ns) < 1, (13)
s

and

"1 <S> <1 (14)

s \p
Proof. We will first prove statement 1. In the recombination dominating case, from conditions and @,
1 < (Np)? < Nrin(Nr),

which implies that 1 < Nr.
Now, we will prove statement 2 by contradiction. Suppose there is a ¢ > 0 and an increasing sequence
{Ni}%2, of natural numbers such that for all £ =1,2,3,..., we have

2
TN, > cNk,uNk.



From @, we have that for all k =1,2,3, ..,
cNppdy, Ing (eNZpa, ) < vy Ing (Nyrw,) < CNgpdy, -
This leads to a contradiction, since 1 < Ny implies that
Iny (eNj iy, ) — oo,

as k — oo.
Lastly, we will prove statement 3. First, we will consider the recombination dominating case. By and

@D,

From @ and 7 it follows that

r<<rin(Nr) < s.

fln(Ns) . In(Nr) + "1n (s> < 1,
S s s T
and because of , for sufficiently large IV,

"1n (S) < Tn(Ns) <1,
S I S

which implies (14)). For the mutation dominating case, we define r3; such that Nr} is the solution of
zln(x) = /(Nu)? - Ns.

It follows that Nu? < 73 In(N7%) < s. Therefore, by the same argument above,

ry < s, (15)
%N In(Ns) < 1, (16)
and
N 1y <5> <1 (17)
s \p

Also, from (7)) and the fact that Nu? < 3 In(Nr%,), for sufficiently large N, we have ry < r4. This fact
along with (|15)), and imply , and . O
3.2 Transition rates of the process

For the proof, we need to separate type 1 individuals into two groups: one that comes from mutation from
type 0 individuals and another that comes from recombination between type 0 and type 3 individuals. We
need to do the same for the other three types. The precise definitions are given below.

1. A type 1 (or 2) individual is called a type 1m (or 2m) ancestor, if it appears by mutation from a
type 0 individual.

2. A type 1 (or 2) individual is called a type 1r (or 2r) ancestor, if it appears by recombination between
a b (or an a) allele from a type 0 individual and an A (or a B) allele from a type 3 individual.

3. A type 1 individual z is called an offspring of another type 1 individual y if

e 1 receives the A allele from y, or

e 1 receives the b allele from y and receives the A allele from a type 3.
4. A type 2 individual x is called an offspring of another type 2 individual y if a

e 1 receives the B allele from y, or

e 1z receives the a allele from y and receives the B allele from a type 3.



5. A type 1 (or 2) individual is called type 1m (or 2m), if it descends from a type 1m (or 2m) ancestor.
A type 1 (or 2) individual is called type 1r (or 2r), if it descends from a type 1r (or 2r) ancestor.

6. A type 3 individual is called a type 3m ancestor, if it appears from mutation from a type 1 individual
or a type 2 individual.

7. A type 3 individual is called a type 3r ancestor, if it appears by recombination between an A allele
from a type 1 individual and a B allele from a type 2 individual.

8. A type 3 individual x is called an offspring of another type 3 individual y if

e 1 receives the A allele from y, or

e x receives the B allele from y and receives the A allele from a type 1 individual.

9. A type 3 individual is called type 3m, if it descends from a type 3m ancestor. A type 3 individual is
called type 3r, if it descends from a type 3r ancestor.

10. A type 0 individual is called a type Or ancestor, if it appears from recombination between an a allele
from a type 1 individual and a b allele from a type 2 individual.

11. A type 0 individual z is called an offspring of another type 0 individual y if

e 1z receives the a allele from y, or

e z receives the b allele from y and receives the a allele from a type 2.

12. A type 0 individual is called a type Or if it descends from a type Or ancestor.

For i =1,2,3, we define Xj,,,(t) as the number of type im at time ¢, and for : = 0,1, 2, 3, we define X;,.(¢)
as the number of type ir at time ¢. Note that for ¢ = 1,2,3 and t > 0, we have X;(t) = X;m(t) + Xir(2).
Next, we define XZ-(Sl’b} (t) and Xl(f 2 (t) to be the number of type im and ér individuals at time ¢, whose
ancestor appears in the time interval (a,b]. It follows that if 0 < ¢t < b, for ¢« = 1,2,3, we have that

XO%4) = X;(t), and for i = 0,1,2,3, we have that X" (£) = X;.(t). We will call an individual type

im(a,b] (or ir(a,b]), if it is of type im (or type ir) and its ancestor appears in the time interval (a, b]. Lastly,
we define Xim(t),)?i,,(t),)?.(“”’] (t), and Xi(f’b} (t) to be the fractions of type im, ir, im(a,b] and ir(ab] in the

m
population at time ¢ respectively.
Now, consider the process (Xl(Z;b] (t),t > 0), First, we consider the rate that X{fr’bb] (t) increases by 1.
There are two ways to increase X fi;b] (t). First, a type 0 individual can mutate to a type 1 individual during

the time interval (a, b], creating a type 1m(a,b] ancestor, which occurs at total rate
a,b
M) = pXo(6)1 (00 (1) (18)
Second, an individual that is not of type 1m(a,b] can die, which occurs at total rate

Xo(t) + (1 — s)(X1(t) — X{0(1) + (1 — 8)Xa(t) + (1 — 25) X5(2), (19)

im

and the new individual must be a type 1m(a,b]. The probability that recombination doesn’t occur and the
new individual has type 1m(a,b] is (1 — 7)X (-] (t). If recombination occurs, the new individual can come

Im
from combining an A allele from a type 1m(a,b] individual with a b allele from a type 0 or 1 individual, or
combining an A allele from a type 3 individual with a b allele from a type 1m(a,b] individual. (Note that
recombination between an A allele from a type 3 individual and a b alelle from a type 0 individual creates an
ancestor of type 1r.) So, the probability that recombination occurs and the new individual has type 1m(a,b]
is
r(XETO%o@ + KT 0% + KX 0) = rX 0 (X + Ko + K@) (20

Hence, the total rate that the number of descendants of type 1m(a,b] increases by 1 is
(Xo(t) + (1= 5)(X2(t) = X5 (0) + (1 = ) Xa(t) + (1 - 28) X5 (1))

(=X + X O(Fo(t) + Ko@) + Ka(1))).



Let us define

B = (Kot) + (1= 9)(Xa () = X (1) + (1= ) %) + (1 = 26) %)) (1 -1 Xa(0)),  (21)
and note that X{f,’lb] (t) increases by 1 at rate Ml(a’b} (t) + Bff,’lb] (t)Xl(Z;b] (t).
Similarly, the rate that the number of type 1m(a,b] individuals decreases by 1 is given by
(=X 0 (1= 0= nNEEE - rXETOFe®) + K@) + Ko@) + XG0, (22)

where (1 — s)Xfi;b] (t) is the total rate that type 1m(a,b] individuals die at time ¢,

1— (1) X80 (t) — rX {0 (6)(Xo(t) + X1 (t) + Xs(t))

(a,b]
Im

is the probability that we don’t create a type 1m(a,b] individual, and pX
that type 1m(a,b] mutates to type 3. We define

(t) corresponds to the total rate

D) = (1= 9)(1= XG0 + r R0 X 57 0) + (23)

and note that the number of type 1m(a,b] individuals decreases by 1 at rate Dgi;b] ()X ff,;b] (t).

We will now consider the process (X ff.’b] (t),t > 0). We will first consider the rate that X ff’b] (t) increases

by 1. There are two ways to increase X fi’b] (t) by 1. First, an individual that is not of type 1r(a,b] dies, and
the recombination between an A allele from a type 3 individual and a b allele from a type 0 individual occurs
during the time interval (a,b], which creates a type 1r(a,b] ancestor. This occurs at total rate of

R (1) = (Xo(t) + (1= ) (X1 (5) = X{2(0) + (1= 9)Xa(t) + (1= 25)X3(8)) (Ko (D) X (1) 1y (1))-

Second, an individuals that is not of type 1r(a,b] dies, and a new type 1r(a,b] individual is born from the
type lr(a,b] individuals at that time. Similar to the way we obtain and , by defining

B (1) = (Xo®) + (1= 9)(Ka() = X (0) + (1= ) %al®) + (1 - 20 %(0)) (1 - rXa(),  (24)

one can see that the rate that X{ﬁ’b] (t) increases by 1 is Rﬁ“’b] )+ B;i’b] (t)Xl(ﬁ’b} (t).

We will now consider the rate that X;ﬁ’b} (t) decreases by 1. One way that Xfff’b] (t) decreases by 1 is
when a type 1r(a,b] individual dies and the new individual is not of type 1r(a,b] (i.e, the new individual is
not born from a type 1r(a,b] individual, and it is not a type 1r(a,b] ancestor). Another way is when a type
1r(a, b] individual mutates to a type 3 individual. By the same reason we used to obtain 7 the rate that

Xx’b} (t) decreases by 1 is
1— )X (1= (1 =X @) — X6 (Xo(t) + X1 (8) + Xa(t) — 7 Xo(8) Xa(t) 1, 4 ( x(ably
(1—=s)X37 (1) (1 =7) X7 () = r X () (Xo(t) + X (t) + Xa(t)) — rXo (1) Xa(t) Liap (t) ) + uX1, " (1),

and note that the term r X, (t)Xg(t)l(mb] (t) is precisely the probability that a type 1r(a,b] ancestor is created.
By defining

DY) = (1= ) (1= X0 + r X (1) — rXo () Xa () 1n(®)) + b (25)

one can see that the rate that X\ (¢) decreases by 1 is D" (1) x{*(¢).

10



Now, we define

B (1) = (Ko(t) + (1= ) Xa(t) + (1= 5)(Ka(t) = K (1) + (1 = 26) %o (1)) (1= X0 (1)).
= (1= 9) (1= X0 + X OIET0) +

= uXo(t)1(ap(t),

= (Kolt) + (1= 9ZKi() + (1 = 9)(Ka() - K@) + (1= 29 K5(0)) (1= rKa (1)),

DE) = (1= 8) (1= X570 + r X (X5 (1) = rXo (O K (1@ (®) + 1

MLt
Bt

R (@) = (Xo(t) + (1= ) X0 () + (1 = 5)(Xa(t) = X5 (6) + (1= 25)Xa(8) ) (rKo(B) K ()11 (1))
B (1) = (Ko(t) + (1= 5)(Ka (1) + Xa(t) + (1 - 28) (Zs(t) - X5 (1) ) (1= %o (1)), (26)
o (27)
Mg (1) = u(X1 (1) + Xo(0) Lo (1), (28)
Bit() = (Ro(t) + (1 = 9)(Ka(0) + Ka() + (1 - 25) (Ks(1) = Ki0) ) (1 - r%o(®)). (29)
D) = (1= 25) (1= K5 (0) + KoK (0) — & (D Ka ()10 (D)), (30)
(PR OXO1wn®), 6D

)
)
)
)
)
) =
)
D (1) = (1= 28) (1= X4 (1) + r Ko X" (1))
) =
)
)
RY(8) = (Xo(t) + (1= $)(Xa(8) + Xa(8)) + (1 - 2) (Xa(t) — X507 (1))
B () = ((Xo() = X5 (1) + (1= ) (i (0) + Xa(9) + (1 = 28)Xa(0)) (1 = 7 Xa (1)),
)= (1= X6 + X (OXG ) - r KO X1 (®) + 20,
)

= ((Xot) = XEM (1) + (1= 8)(Xa(t) + Xa() + (1= 2)Xs(1)) (rF () e (D)1 (0 ().

By analogy, one can check that for ¢ = 2,3, we have that X(a ]( t) increases by 1 at rate M(a b]( t) +
BleY) (t)X-(a b]( t) and decreases by 1 at rate D(a b]( )XZ-(m ]( t). Also, for i = 0,2 and 3, XZ-(T ]( t) increases by

1 at rate RZ(- ]( t) + BZ(f Pt )Xl(;1 b]( t) and decreases by 1 at rate Dgf’b] (t)Xi(f’b] (t).
Fori=1,2,3, and 0 < a < bAt, we define G;(t) = B\™" (t)—D{“? (1), Which is the growth rate of the type

im(a,b] population at time ¢. For i = 0,1,2,3, and 0 < a < b A ¢, we define G » b]( t) = Bi(f’b] (t) — Dg:f’b] (t).
This is the growth rate of the type ir(a, b] population at time t. Note that G; ( ) does not depended on the
interval (a, b], because from (21 ., and the fact that Xo(t) + X (t) + Xo(t) + X3(t) = 1,

Gi(t) = By /(1) - Dy (1)
= (1= (1= 9)X50) - sXa (1) - sXa(t) - 25%(0) (1 - r%a(0))
— (1= 9) (1= X0 +r %0 X 0 w) -
- 8(1 X () — Xo(t) — 2X3(t)) S0 (1 — Xy (1) — sXa(t) — stg(t)) _ (32)
Similarly, we have
Go(t) = 3(1 X () — Xo(t) — 2X3(t)) —rXa (1) (1 — Xy (1) — sXa(t) — 235(3(7:)) .

Gs(t) s<2 — Xi(t) — Xo(t) — 2X3(t)) —rXo(t) (1 — sX1(t) — sXa(t) — 2sX3(t)). (33)

11



Also, by similar calculation, we have

G (t) = Ga(t) + (1 — 8)rXo(t) X5(t)L a0 (1) (34)
G5 (1) = Ga(t) + (1 — 8)rXo(t) Xs(£)1 a0 (1) (35)
Gy = @m+uf%wmwX@mww> (36)
Gitl(e) = —s(Xa(t) + Xalt) +2%5(1) ) — X (1) (1 = sXa () — 5K (1) — 25%a(1))

— 204 7 X1 (8) Xa (8)1 (0,0 (1) (37)

From the fact that Xo(t) + X1 (t) + Xa(t) + X3(t) = N, and s < 1, it follows that for sufficiently large N,

R () < NrXo(t)Xa ()L (1), o
RE() < NrXo(t) X3(t)1 a0 (1),

RY(t) < NrXa(8) Xa(t)1 (0 (1), )
RE(t) < Nr Xy (8)Xa(6)1 0 (1) o

Lastly, for i = 0,1,2,3 and 0 < a < t, we define Xi[“] (t) to be the number of type i individuals at time ¢
that descend from one of the type ¢ individuals at time a. It follows that for 0 <a <t <bandi=1,2,3,

Xi(t) = X[ (0) + X80ty + X1V ),

and
Xo(t) = X\ t) + x50 @).

Following the argument we used to obtain B(a b]( t) and Dgzl’b] (t), for 0 < a < t, we define

B (1) = (Ko(®) + (1= ) (Ka (1) = X[(0) + (1= 9)Xa(t) + (1 - 28)%a() ) (1 - rXa(0))

D) = (1 =) (1= X0 + r X 0) +u,

BY (1) = (Ko(®) + (1= 9)Xa(t) + (1 = 9)(%a(t) = XLV(0) + (1 - 2)Xs(0)) (1 - rKa (1))

DEw) = (1= 9)(1 = X0 + r XX ) +

B (1) = (Ro(t) + (1= ) Xa(t) + (1 = ) %a () + (1 - 29)(Ka(0) - XID(0)) (1= %o(0)),  (41)
D1 = (1= 29) (1= X (0) + r Ko XL 1)) (42)
B (1) = ((Xo(t) = XP0) + (1= 9) X1 (1) + (1= 9)Xa(t) + (1 - 2)Ka() ) (1 - r%a (1)),

X, (t
Dty = (1 - X + r X)X ) + 2
o (1) o (t)+r +2u,

and note that for ¢ = 0,1, 2, 3, the process (X[a] (t),t > a) increases by 1 at rate Bz[a] (t)X[a] (t), and decreases

7 (3

by 1 at rate Dz[a] (t)Xi[a] (t). Also, for all t > a and i = 1,2, 3, we can check that

Lastly, we define Go(t) = BY” (t) — DI)(¢) for all t > a. Tt follows that
Golt) = —s ()”(1 (t) + Xa(t) + 2X3(t)) —rXs(t) (1 — Xy (1) — sXa(t) — 23)”(3(t)) — 2 (43)

and note that from (37),
Gt () = Go(t) + rXy () Xa(£) L a (1)- (44)

12



4 Important Martingales and Submartingales

In this section, we will define several martingales and submartingales that will be used frequently in the
proof. First, for i = 1,2,3 and for 0 < a < b, when 0 < t < a, we define Zz-(::;b] (t) =0, and when 0 < a < t,
we define

t
Zi(fnvb] (t) — e f(: Gri(v)dei(gLyb] (t) _ / Mi(avb} (u)e— I Gi(v)dvdu. (45)

a

Also, for i = 0,1,2,3 and for 0 < a < b, when 0 < t < a, we define Zi(f’b} (t) =0, and when 0 < a < ¢, we
define

7P (t) = e Je G @ (et ) / RO (e 2 G gy (46)
It follows that for ¢t > a, '
X ) = / MO el Oy ¢ 7 (el O, (47)
;
X = [ RO el O gy 4 70 1)l O (48)

Let (F)e>0 be the natural filtration of the process ((Xo(t), X1(t), X2(t), X5(t)),t > 0).

Proposition 7. Fori= 1,23, the process (Zi(ﬁ{b] (t),t > a) is a mean-zero martingale, and for a < t,

Var(Z("(1)) = E[ / 2 G (2 w) + (B () + D)) X 5 (u))du}.

a

Also, Fori=0,1,2,3 the process (Z,L.(f’b} (t),t > a) is a mean-zero martingale, and for a <t,

a ¢ ru y(a,b] a a a a
Var(2{(t)) = E[ / e 2 E G @ (RN () 4 (B (w) + DI () ) X (u))du].

a

Moreover, if T is a stopping time and T > a, then for i = 1,2,3, the process (Zi(sn;b] tAT),t>a)isa
mean-zero martingale, and for a <t,

7

tAT
Var(Zi(zL,b] (t /\T)) — E'|:/ e~2 S Gi(v)dv (Mi(a,b] (u) + (Bz‘(z;b] (u) + D(:;,b] (U))XZ-(:{b] (u))du]

Also, fori=20,1,2,3, the process (Z(a’b] (tAT),t > a) is a mean-zero martingale, and for a <t,

Var(fo”’] (tA T)) = E{/

Proof. The technique used in this proof was previously used in section 5.1 of [I3]. We will prove the result

tAT

e 22 G (R ) 4 (B w) + DG () X (“>>d“] '

for the process (Zf%ﬁbb} (t),t > 0). The results for the other processes can be proved in the same manner.
For ¢ > a, let U(t) be the number of times in [a, t] that the number of type 1m(a, b] individuals increases,
and let V(t) be the number of times in [a,t] that the number of type 1m(a,b] individuals decreases. Then,

X(a,b] (t) =U(t) — V(t). Next, we define

1im
W (t) = U(t) - / t (M) + B W) X157 () ) du, (49)
W_(t) =V (t) - tDEiz:f’] (w) X {0 (w)du, (50)

and W (t) = W4 (t) — W_(t), for all t > a. Because Ml(a’b] (u) + B%Zlbb] (u)Xff,’Lb] (u) and Dgi;b] (u)Xff,;b} (u) are
exactly the rates that the process (Xl(f,;b] (t),t > a) increases and decreases by 1 at time u, and both U(a)

and V(a) are 0, both the process (W, (¢),t > a) and the process (W_(t),t > a) are mean-zero martingales.

13



It follows that the processes (W (t),t > a) and (W4 (t) + W_(t),t > a) are also mean-zero martingales. Since
W is locally of bounded variation, its quadratic variation is

Wity = > (W(u)—W(u-))

u€la,t]

=Ut)+ V().

Now, consider the process ((W)(t),t > a). The process ([W](t) — (W)(t),t > a) is mean-zero martingale, by
the definition of the sharp bracket. From equations , 1D and the fact that (W+ )+ W_(t),t > a) is
a mean-zero martingale, we have that

t
wy® = [ (M) + (B w) + D ) X0 ) ) o
Now, for t > a, we define
I(t) — e f; G1(v)dv

Because both (X:Ea’b]( t),t > a) and (I(t),t > a) are semimartingales, such that (I(¢),¢ > 0) has continuous

b

paths and the process (X, (a (t),t > a) is locally of bounded variation,

(XL () =0 for all ¢ as.

Im >
Also, because

X (0 = U(t) = V() = W(t) + / t (M) + Gr (@) X {3 () ) du

for all £ > a, we have

/ T w)dx @ () / L)W () + / "I (M ) + G () X5 1)) o,

a a

Using the Integration by Parts formula, we have

T = X + [ X woart + [ rmaxis + e o
=0— /X(“b] )I(u)du+/t1(u)dx§f,;”](u)+0
/M‘“’ du—l—/t I(uw)dW (u). (51)

Therefore, from and ,

t
7@y = 1) x(@P / M ) I () du = / I(w)dW (u). (52)
a
From and (23), we have Bi(t) € [0,1] and D1(t) € [0,1 + 4] for all ¢ > a. So, G1(t) € [-1 — p, 1] for all
t > a. Thus,

/ P a)dw)(w - / eI e (a0 ) 1 (B ) + DI ) X)) (53)

a

t
< / e2tm(u=a). (1N 4+ (24 p)N)du

- (62(1+#)(t*a) _ I)N,

for all ¢ > a. Hence, for each t > a, we have E[f[;5 I?(uw)d(W)(u)] < oo. Therefore, from , the process
(Z{f,;b] (t),t > 0) is a square integrable martingale with

(250 = [ Paaw)w. 59

a

14



This process has mean zero, because Z{frzb} (a) = 0. By Corollary 8.25 of [9], Var (Z(a b]( t) =FE [(Z(a b]( )) | =

Im

E[< 7zl bl)(t)], and this proves the variance formula by using and . Lastly, because a stopped

1im
martingale is a martingale, the process (fo,’}b] (tAT),t > a) is a mean-zero martingale, and by the same
argument above, we can get the variance formula for the process (Zf%b] (tAT),t>a). O

bl ]( t), Xa(t), X3(t)),t > 0) is a continuous-time Markov
chain, combining Proposition [7| and Markov property yields the following result.

Since the process ((Xo(t), X1 (t) — X{fr’lb}( t), x!lo

Corollary 8. If T is a stopping time and T > a, then fori=1,2,3 and a <1,

Var (2516 A T)|F.) = { / M e (2 (w) + (B () + D) X5 () ) du

-Fa:|a

and fori=0,1,2,3 and for a <t,

(a.t) M 6 vy [ plat] (a,t] (@] (a.t]
Var(ZiT’ (tAT) ) - EU e~2/a G “(Ri M) + (BW (u) + DY (y ))XZ.; (u))du ]-'a].
Now, for i =0,1,2,3 and 0 < a < ¢, we define
2 (t) = e e X (p). (55)

By a similar argument to the one used in proving Proposition [7] and Corollary |8] we get the following result.

Proposition 9. If T is a stopping time with T > a, then for i = 0,1,2,3, the process (Zi[a] (t),t > a) is a
martingale, and for all a <t,

7|

Win'l (1) = e e G x (B0 ), (56)

m

tAT
Var(Zi[a] (t A T)’].“a) - E|:/ e2Jo Gi(v)dv (Bl[a] (u) + Dz[a] (u))Xi[a] (w)du

Lastly, for i = 1,2,3, for 0 < a < b and a < t, let us define

and for i =0,1,2,3, for 0 < a < b and a < t, we define
W(a b]( £) = e oIt lelss b](v)de,»(f’b] (t).

Proposition 10. If T is a stopping time and T > a, for ¢ = 1,2,3, the process (Wi(gl’b] tAT),t>a)isa
submartingale, and for a <t,
]-'a].

Fori=0,1,2,3 the process (Wi(ra’b] (tAT),t > a) is a submartingale, and for a <t,

tAT
ElWS (e nT)| 7] = [ M (w)em 2 G gy

m

(a,b] o it (a,b] 7fu Ggu‘b](v)dv
E\W, "t ANT)|Fo| =F R, (u)e™ Ja Zir du|F,|.

Proof. Consider the process (W(a AT, > a). Because Bty € [0,1] and D% (1) € [0,1 + ], we

m

have that Ggf,;b] (t) € [-1 — p,1]. Thus,
Wt (4 AT) = e L7 GiIde x (@ (4 A ) ¢ [0, e +m ) N,

for all ¢ > a. So E W(a b](t/\T)] < oo for all £ > a.
From and 1.D for allt > a,

tAT
Wl aT) = 2P ¢ A T) + / MY (w)em Ja' Giv)dv gy,
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For a <t < t, by Proposition [7}, we have

tAT

EWS AT Fo| = BlZ5M ¢ aT)|F] + Bl [ M e I G0t g 7 | (57)
t'AT N

_ Zi(ﬁl,b] (t/ AT) + Mi(a.,b] (w)e~ [ Gi(v)dv g,

Mi(a,b] (u)e, I Gi(v)dvdu‘]:t/}

tAT
+B|
t'\T
b tAT b
W@ AT+ B[ M e S Gty 7

t'AT

> W@ AT).

Thus, the process (W(a ) (tAT),t > a) is a submartingale. From 1} and from the fact that the process

m

(Z;" (a, ](t AT),t > a) is a mean-zero martingale by Proposition

m

tAT

[W(a b (EAT ‘]:. } [Z(a ,b] (tAT) ’]: } n E[ Mi(a,b] (u)e™ I Gi(v)dvdu‘fa}

m
a

tAT
_ Zl(rz;,b] (a) + E|:/ Mi(a,b] (’U,)e_ i Gi,(v)dvdu‘]:a}
tAT

—EB[ [ MV )e i G0day| ]

a

The proof for the process Wi(f’b] can be done by a similar argument. O

5 Phase 1 and the proof of Proposition

5.1 Notations

First, note that to prove Propositions and [5] it is enough to prove that they hold for all small values
of € and 9. We choose € and § as follow: )
¢ € (0, 1—6)7 (58)

§e (0, i) (59)

We will now define several constants, fixed times, and stopping times. In both the recombination dominating
case and the mutation dominating case, we pick the following constants:

6

and

K> - (60)
5K 8
2K
Com > 2In (?> (62)
_ 48K
CS:m > Com V <14e @ 4 in <6(1—(52)2)>7 (63)
K2
Cor >1In (T) V (Cy +In4), (64)
n=2Ke . (65)
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Next, we define several fixed times as follows:

1 s C
—In ( ) — Z%" in the recombination dominating case

S ,u,\/ S
1 C
tor =1 — ( ) 9" in the mutation dominating case and when Nr > e
S /_“/ C S
1
—In <f> 0r in the mutation dominating case and when Nr < e,
s I s
and in both cases, we define
1 S OO,m
tO,m:gln<N’u2)_ s
1 Cq
ta'm* 71n< 5 )Jr O’m,
' s Np? s
1 C
tl = *hl(f) — 71
s I S

(66)

(67)
(68)

(69)

It follows from these definitions, the fact that 1 < u, and the fact that 1 < Nr in the recombination
dominating case that for sufficiently large IV, we have 0 < tg, < t;m <ty and 0 < tp, < t;. Now, in both

cases, we define the following stopping times:

KN

T; = inf {t >0: Xy (t) > Jest},
S
KN

T, = inf{t >0: Xo(t) > T”est},

N
Ty = inf {t >0 X3(t) > —“est},
s
Ty =Ty ATy AT
Lastly, we define the following events:

A= {T(l) >t}

48 N
Ay = { sup Z(O tl](t /\T(l)) <4/ = 2'u}
te[0,t1] € S
48 N
A3 = sup ZQ(%Ltl] (t A T(l)) ~ éu }
te[0,t1] € S
48 N
Ay = sup Z(O tl](t/\T(l)) <4/—- /;T‘ In (S)}
t€[0,t1] € S M
48 N
As = sup Z(O tl](t/\T( )) <4/—- /;’/‘ In (S)}
te[0,t1] € S s
+ 48K 0 m 1
Ag = sup ‘Zé:;’m’tl](t N T(l))’ < one = }
teltd ot € §

16K2¢-2C0 I, (N
Zéio’r’tl](t/\T(l))’ S\/ 6 € . n+( T)}

b
ie
Il
/—/‘\/—"\/—/‘«f—’H/—’Q\ — f—/h\ —

sup 5
teto,r,t1] € S
g = {x{md ey A T)) = 0}
Ag = X(Otor](tl /\T(l) —0}
2K —2C1+Co,m N2 2
A = 3§ X A Ty) < ( 6 ) s }
K?%e~2¢h P 1V Nrilng (N
Ay = Lxfornl e ATy < € ((020 C) + ))( V Nring ( 7’))}_
€ S
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Also, we define
ﬂ A; in the recombination dominating case

A, — ) I<isiLize 33
S ﬂ A; in the mutation dominating case. (83)

1<i<11,i#£7

We will show that these events occur with high probability. Here, we will prove some inequalities involving
G1(t),G2(t) and G3(t), which will be used quite often in this section.

Lemma 11. For sufficiently large N, and t € [0,y AT 1)), the following statements hold:
1. X;(t) <nN, fori=1,2,3.
2. G1(t) < s, Ga(t) < s, and G3(t) < 2s.

co

Gi(t)>s—4ns —r —pu, Ga(t) > s —4ns —r — p, and G3(t) > 2s —4ns — r.
4. For0 <a < b, we have G(a l (t) < s+rly(t), Gé‘:ﬁb} (t) < s+rlayl(t), and G:(;’b] (t) < 25+711(4y ().
5. For0 < a < b, we have Gg?jb] (t) > s—4dns—r—up, Gé’i’b] (t) > s—4dns—r—u, and Gé’:jb] (t) > 2s—4ns—r.
Proof. By the definition of 7, t; and T(;) in , and , for every t € [0,¢1 AT{1)), and for i = 1,2, 3,

KENp o < KNp KNp

X;(t
(t) < —— . .

e’ = Ke "N < gN.

For statement 2, since 0 < X (t) + Xg( )+ Xs(t ) < 1forallt>0,and s < 1, it follows that for sufficiently
large N we have 0 < 1 —2s < 1 — sX;(t) — sXa(t) — 25X3(t) < 1 for all + > 0. Thus, by the definition
of G1(t) in ., for sufficiently large N, we have G1(t) < s for all t € [0,y A T(y)). Also, by part 1, if
telo, t1 ATy), then 1 — X1(t) — Xo(t) — 2X3(t) > 1 — 4. Again, by using the definition of Gy (t) in ,
we get the lower bound of G(t) in statement 3. Both the upper and lower bounds for G5(¢) can be shown
by similar arguments. Lastly, we can prove statements 4 and 5 by using , and ([36) along with
statements 1, 2 and 3 of this lemma. O

5.2 Upper bounds for expectations

In this section we are going to prove some results on the upper bounds for the expectations of X fﬁ;b] (tAT(y)
and X (t NTq ))

Lemma 12. For sufficiently large N, fori=1,2 and t € [0,¢1], we have

N
E{e—s(t/\T(l))Xim(t /\T(1))} < TM’ (84)

and

N
E[Xim(t/\T(l))} < T”est.

Proof. The proof is similar to Lemma 5.1 in [I3]. We will show the proof for ¢ = 1, since the argument is

similar for ¢« = 2. We will first show that for sufficiently large N, for 0 < a < b < 1, and for ¢ € [0,¢], we

have
b

E[e_S(MT“))Xﬁéb] (A T<1>)} < elnstrimbma)., Nﬂ/ e "du. (85)
a
If t € [0, a), this inequality is trivial, since by the definition of X{Z;b} (t), we have X{Z;b} (t) = 0. Assume that
t € [a,t1]. By Propositionand , we have E[Z(a bl (tA T(l))] =0, and

1im

t/\T(l)

tAT, 1 w
Blemde G0 x 00 a1y )] = E{ / M (wye S Gl(”)d”du]. (86)
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Note that in the event that T(;) < a, we interpret the integral from a to t AT(;) as 0. Also, from the definition

of Xf‘:,;b] (t), in the event T(;y < a, we have X(a’ ](t ATy) = 0. Now, using the upper bound for G(t) in
Lemma we know that for sufficiently large N for 0 <a<b<t,andtEa,t],

tAT(1) a IAT(1) (v)dv a,
[ Ja G ( v)dUX1(n)Lb](t/\T(1)):| _ [ — Ja G1(v)d X( b](t/\T( ))1{T(1)2a}}

EAT (1) a

> E[ o x (9 T(l))l{TmZ“}]

— SR [e*S(tAT(l))X{Z;b] (t A T(1))1{T<1)Za}]
ot w

Next, we use the lower bound for G1(¢) in Lemma [11} From (18], for sufficiently large N, for 0 < a < b < t;,
and ¢ € [a,t1],

tAT (1) w tAT() )
E|:/ Ml(a,b] (u)67 Ja Gl(v)dvdu:| = E|:/ .uXO(U)l(a,b] (u)ef I G1(U)dvdu:|
b
< / pN e (= Ans=r=m(u=a) g,
a

b
< elAns+r+u)(b=a) -Nuesa/ e *“du. (83)

From , and , we have the inequality .

In the second part of the proof, for each n € N, let ¢’ = (b —a)j/n + a, for j = 0,1,...,n. It follows from

n—1
S e AT X (D A T
=0

E[e_S(MT“))Xl(ff] (A T(l))] =P

IA

m—1 tii
S st ta—6) .y, / S
=0 t;

AN

b

Nup
S

< eUnstrm (52 | e—5a
By letting n — oo, we have that for sufficiently large N, 0 < a < b < ty, and t € [a, t1],

E[e_s(MT“))Xl(erb] (tA T(l))] < %e_m' (89)
The inequality follows from the fact that Xi,,(t A T(1)) = X{?,’f] (t NT(qy). From 1@) it follows that

. X X Nu
B[t T = B it T £ BT x| M,

and the proof is completed. O

Lemma 13. For sufficiently large N, fori=1,2, and t € [0,11], we have

N
E[efs(tAT(n)Xir(t/\T(l))} < < 5r>t’ (90)

and

E[X,-T(t/\T(l))} < (N5T>estt. (91)
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Proof. The proof is similar to the proof of Lemma [I2] We will show the proof for ¢ = 1, and the same
argument can be used when ¢ = 2. In the first part of this proof, we will show that for sufficiently large N,
for 0 <a<b<t,and for t € [0,t], we have

Nir gy~ a), (92)

E{e’S(MTﬂﬂXﬂb} (t /\T(1))} < Wnst2rtu)(b=a)
S

If t € [0, a), this inequality is trivial, since by the definition of X{i’b} (), we have Xg’b} (t) = 0. Assume that

t € [a,t1]. By Propositionand , we have E[Zﬁf’b] (tA T(l))] =0, and

(a,b]

7[t/\T(1)G(a,b](v)dU (a,b] tAT (1) (a,0] oy (v)dv
Blemfe GG ATy = B R ()e I G0y . (93)

Using the upper bound for Ggi’b] (t) in Lemma we know that for sufficiently large N, for 0 < a < b < ¢y,
and ¢ € [a, t1],

t/\T(l)

EAT(1) (asb] a — s+r v))dv y-(a,
E|:e— fa Giy (v)del(T7b](t/\T(1)):| > E|:€ a (s+ l(a,b]( ))d Xl(r b](t/\T(l))l{T(l)za}}

> et E [G_S(MT“”Xl(?’b] (tA T(l))l{T(l)Za}:|

_ esa—r(b—a)E |:e—5(t/\T(1))X£i’b] (t A T(l))i| . (94)

Then, using the lower bound for Gg‘;’b] (t) in Lemma |11} along with the upper bound for Rga’b] (t) in and
the definition of T3 in , we have that for sufficiently large N, for 0 < a < b < tq, and t € [a, 1],

tAT (1) (a,b) w ~(a,b] tAT(1) _ ~ e )
E{/ R (u)e= Ja' i (v)dvdu} < E{/ N7 Xo(u) Xs(u)lqp(u)e” Jraietw) ”du}
b
< / Nr - Hesu . 67(57477577"7#)(“7“)61,&
a S
< 6(4775+r+#)(bfa) . Mesa(b . CL). (95)
S

From , and , we have the inequality . Lastly, by using and following the argument in
the second part of the proof of Lemma we can prove (90) and . O

Lemma 14. For sufficiently large N and for t € [0,t1], we have

2K N2

E {efs(tAT(l))Xgm (t A\ T(l))] < 3 H eSt, (96)
s
, 2K eCom N2yt .
E[x{nm e aTy)] £ e, (97)
and

+ 9K e Com N2 4

E|:X?(Ytr:)l,m7t ](t/\T(l)):| S %e%t’ (98)
s

Proof. The argument in this proof is similar to that of Lemma We will first show that for sufficiently
large N, for 0 < a < b < t;, and for t € [0,¢1], we have

2 b
E{e—s(tATm)Xé;zr;b] (t/\T(l))} < eAns+r)(b=a) . 2KNpu est/ e~ du. (99)
S a

If t € [0,a), this inequality is trivial, since by the definition of Xéf,;b} (t), we have Xéf,;b] (t) = 0. Let assume
that ¢ € [a,t1]. By Proposition [7| and , we have E[Zéf,;b] (tA T(l))] =0, and

t/\T(l)

tAT,
E[e_ Ix (1) Ga(v)deg(,Z;b] (t A T(l))} _ E|:/ M?Ea,b] (u)e_ I Gs(v)dvdu]_ (100)
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Using the upper bound for G3(¢) in Lemma we know that for sufficiently large N, for 0 < a < b < #y,
and ¢ € [a,t1],

_ tAT(1) Vo a, — IAT() sdv a,
E[e Jo ) Ga(v)d Xémb](t/\T(l))} > E{e Jao 7 2ad ngmb](MTu))l{Tmza}}
> ¢ stt2sap [G_S(MT‘”)Xéff] (A T<1>)1{T<1>2a}]
_ e—st+2saE{G*S(t/\Tm)X?()Z;b] (t A T(l))}. (101)

Now, we use the formula for Méa’b] (t) in , the lower bound for G3(t) in Lemma and the definition of
T; and T5 in and (71). It follows that for sufficiently large N, 0 <a <b < ty, and ¢ € [a, 1],

tAT(1y . Y tAT (1) u
E[/ M?Ea, ](u)e_ I Ga(v)dvdu:| _ E[/ (X1 (u) +X2(U))1(a,b] (u)e™ Ja Gs(v)dvdu]

OAT (1 2
< E|:/ ™ QKN,U’ eSU . 6(254nsr)(ua)du:|
a S

2 b
< lnstr)(b-a) we%a/ e 5 du. (102)
S a

From (100), (101]) and (102)), we have the inequality . By following the argument in the second part of
the proof of Lemma it follows that for sufficiently large N, when 0 < a < t; and ¢ € [a, t1],

" 2K Np?
E[G_S(MT“))X:)(,J] (MT(n)} < gt (103)
S
and KN 2
a 2 S —a
E{Xé,,;b](tATm)} < 2B psCtma), (104)

The inequality follows from l) and the fact that X3, (t AT(1)) = Xégf] (t AT(1)), and the inequalities
and follow from l) and the definitions of ¢ ,, and tE{m in and . O

Lemma 15. For sufficiently large N and 0 < a < ty, if t € [0,t1], we have

K2Npu?
E [efs(t/\T(l))Xgr(t A T(l)):| < <2'LLT> estt7 (105)
s
and if t € [a,t1],
K2Np2r
2

E[Xéﬁ’“](t/\T(l))] < < -

>62“(t —a). (106)

Proof. The proof is similar to the proof of Lemma We will first show that for sufficiently large N, for
0<a<b<t andt € [0,t;], we have

KQN 2 tAb
E|:e—s(t/\T(1))X?(’z,b] (tA T(l))} < e(Ans+2r)(b—a) %eﬁ / 1du. (107)
tAa

If t € [0, a), this inequality is trivial, since by the definition of X?()i’b} (t), we have X?Ef’b} (t) = 0. Assume that

t € [a,t1]. By Propositionand , we have E[Zgﬁ’b} (t ANT(1y)] =0, and

t/\T(l)

G(a,b] d (a b] t/\T(l) (CL b] u G(a,b] d
E{e* Ja 3 (V) e (t/\T(l))} = E[/ Ry (u)e™ Jo Gy (v) vdu]. (108)

Using the upper bound for Géﬁ’b] (t) in Lemma we know that for sufficiently large N, for 0 < a < b < tq,
and ¢ € [a, t1],
t/\T(l)

— (a:0] v)dv a, — AT S+r v))dv a,
E{e Jo T X b](tAT(l))] > E[e Jor G e )b X b}(MTm)l{Tmza}}

> era—st—r(b—a)E |:€_S(t/\T(1))X§f:’b] (t A T(l))l{T(l)Za}i|

_ era—st—r(b—a)E {e_s(t/\T(l))X?(f:’b] (t A T(l))] . (109)
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Then, we use the lower bound for G:(;;’b] (t) in Lemma along with the upper bound for Réa’b] (t) in
and the definitions of 77 and 75 in and , we have that for sufficiently large N, for 0 < a < b < 3,
and ¢ € [a, t1],

G u gt N - v Gt
E{/ R (u)e - [ Gy ”)d”du} < E{/ Ner(u)Xg(u)l(ayb](u)e_fa (”)d”d }

tAb 2 2
K N,U, T€25u .

- 67(25741757r)(u7a)du
S

<

a

2 2 tAb
< 6(4775+7“)(b*‘1) . &Q'LLT . e2sa . / 1du. (110)
S a

From ((108]), (109) and (110), we have the inequality (107]). By similar argument to the second part of the

proof of Lemma we can show that for sufficiently large N, for 0 < a < b < ty, and t € [a, 1],

K2Nu?
E {e_s(tAT“))X:g:’b] (tA T(l))} < %6“ (tAb—a), (111)
and K2N .2
E{X(ab](t/\T( ))} < % et (tAb— a). (112)

The inequality 1| follows from the inequality (|1 1.| and the fact that X3 (O 4 (tATqy) = X3-(t AT(1y). The
inequality (L06]) is a special case of the inequality (112]) when b = t;. O

Using these upper bounds on expectations, we can prove that when N is sufficiently large, the event
T(1) > t1 occurs with probability close to 1, and the proof is shown below.

Lemma 16. For sufficiently large N, we have P(A$) < 2e.

Proof. Recall the definition of A; in . First, note that

w

Now, consider the term P(t; A T(;) = T;), for i = 1,2. Using Markov’s inequality, Lemmas u and ., the
definition of ¢; in 7 and (| . for sufficiently large N,

KN
P(tl A T(l) = Tl) < P(Xl(tl A T(l)) > T'ues(tl/\T(l)))

= P<X“” tATw) 2 %es(t“%)) +P(Xir(t1 ATqy) > K;V“es(tlATuﬂ)

< P(e tl/\T(l))sz(tl ANTqy) > KT]ZM) er( =s(t1AT)) X, (A Ty) > KT]Z/L)
E[efs(tl/\Tu))X (t1 A T(l))] E[efs(tl/\T(l))AXW(t1 A T(l))]

B KNp/2s KNpu/2s
2 2

=K + Na

<202 (2)

-~ K K s 1

3K (114)

e

Next, consider the term P(t; A T(1y = T3). By Markov’s inequality, Lemma Lemma and using ,
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for sufficiently large IV, we have

N
Pty A T(l) =T;) < P(Xg(tl A T(l)) > T'ues(tl/\T(U))

/\

N N
P( X5, (1 /\T(l 2563(t1/\T<1))) + P(X3T(t1 /\T(1)) > 27568(t1/\T(1>))

IN

N N
P<e (AT X (8 A Try) > 7#) +P( TOATW) X, (81 A T)) > TSM)
Ele=s(N ) Xg,, (81 A T11))] i Ele=* 0N 0) Xy, (8 A Tiy))]

<

- Nu/2s Nu/2s

< 4K pest N 2K 2 purestity

s s
<4Ke 2K D (2)
s\

< 5Ke . (115)
Thus, from , and the way we choose K and C in and (| ., for sufficiently large N
we have P(Tgtl)_6K +5Ke C1 < 2. D

5.3 The variance bounds

By using the upper bounds for expectations, the variance formulas in Proposition ﬂ and the L2-maximal
inequality, we can show that the probability that each of the events Ao, A3, Ay, As, Ag, A7 occurs is at least
1—e

Lemma 17. The following statements hold:
1. For sufficiently large N, and for i = 2,3,4,5,6, we have P(AS) <
2. In the recombination dominating case, for sufficiently large N, we have P(A$) < e.

Proof. Recall the definitions of the events Ag,Ag,A4,A5,A6,A7 in - . We will first prove that
P(A$) < €, when N is sufficiently large. From (21), (23) and the facts that n <L s,r<s,and s < 1, for
sufficiently large N and for ¢t > 0,

Bl () < Xo(t) + X1 () + Xo(t) + X3(t) = 1,

Im

and
DYy <(1—s)+p<i.
From Proposition [7] Lemma [I1] and Lemma for sufficiently large N,
Z(0.t1] Ty, [ Gy (v)dv (0 t1] (0 1] (0,t1]
Var( (t A T(l))) E e 2o (uXo(u) + (B () + DO () x % (u))du
0
t1
<E |:/ e—2(s—4ns—r—u)u(N,u +2X1m(u A T(l)))du}
0
t1
< e2(r+u)t1E[/ 6725(17477)u(Nlu + 2X 1 (u A T(l)))du}
0
ty
= 2rtt / e 2 UMY (N 4+ 2B (X1 (u A Tyy)])du
0

t
§e2(7'+ﬂ)t1/1e—23(1_47])u (N L N,U/ s“)du
0

t
_ 2w N / ' (e 20— 4 ge—s(1=8mu) gy

s Jo
N 1 2
< 20+t D . 116
= s \2(—4p " sa =8y (116)
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From the definition of ¢; in along with (14), and the facts that p < s and r < s, we have that

T (Y L F (2 Gl )
(r—l—,u)tl—sln(lu)—&—sln(M) < (117)

By the way we choose €, K and 7 in , and ,
n=2Ke % <25 <e<1/16. (118)

By (116), (117) and the fact that s < 1, for sufficiently large IV,

() <2(5) () = () () = 5

By the L2-maximal inequality, for sufficiently large IV,

48 N AVar(Z 08 (4 AT
P( sw (260 en )] 2551 < Tt DD o
te(0,t1] € S < 2

Hence, we have shown that P(AS) < e. The proof for P(A§) < € is in fact the same as that for P(A45) < e.

Now, we will prove that P(A5) < e. From (24), and the facts that p < 5,7 < s, and s < 1, for
sufficiently large IV, for all ¢ > 0, we have B%g’tl](t) <1 and Dg?jtl](t) < 1. From Proposition Lemma
and inequality , for sufficiently large IV,

tl/\T(l) w t
Var (Z{g’tl](tl A T(l))) _ E|:/O 672 Is Gg? 1](v)dv (Rgo’tl](u) + (ng,tl](u) + Dg?ﬂ,tl](u))Xﬁ,h](u)>du:|

t1 5

<E [ / e 2smans == (N X (u A Try) + 2X 1, (u A T(l)))du]
0
t1
< 20+t / o—2s(1—4n)u (Nr Mesu 4 2E[ X1, (u A T(l))])du.
0

S

From Lemma [13| and the definition of ¢; in , for sufficiently large NV,

. N 2N
Var(ng’tl](tl A T(l))) < e2lrtmh / 625(147’)“( ;ur e’ 4 S2,ur In (S)esu) du

0 K
t
< 2(rtmin M(l + 21 (f)) / " os(-snyu gy,
s s \u/) Jo

< 2(r+p)t __Nur (1 + gln (f))
- s%(1—8n) s \p

Therefore, from (117)), (118)), and the fact that 4 < s < 1, for sufficiently large N,

N 12N
Var (20 (1 A Tyy) ) <20 5 3 (2) == m ()
s2(1—8n) s L s3 1]

By the L2-maximal inequality, for sufficiently large NN,

4Var(ZzO (¢t AT
P( s 20 AT 2 /2 M (2)) < e AT

We have proved that P(A§) < e. The proof for P(A§) < € is the same as the proof for P(A§) < e.
Next, We will give a proof that P(A§) < e. From , and the facts that p < 5,7 < s, and s < 1.

+ +
for sufficiently large N, for all t > tJ  we have Béﬁ,‘i‘m’tl](t) <1 and Dgﬁg‘wtl](t) < 1. From Proposition

0,m>
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Lemma and the definitions of 77 and 7% in and , for sufficiently large N,

.
Var(%i?im’tl](tl A T<1)))

ATy —2 (% Ga(v)do + + +
= E[/+ e tom (M(X1 (u) + Xa(u)) + (Béii"”’tl](u) + Déi%’"’tl](u))X?(,:;’l’m’tl](u))du]
t(),m

tnTa) —2 % (2s—4ns)d 2KN +
< E|:/ e f,;r‘m s—4ns)dv </L . JEsu + 2X(to,m;t1] (u A T(l)))du:|
t S

3m
</

0,m
= Jut
0,m

By Lemma and the definition of tar, . , for sufficiently large N,

2KN Tt
e—2(2s—4ns—r)(u—taim) (/J' . /’Lesu +2F [X:Ejrol,m,t ](U A T(l))Ddu
S

+
Var (Zéig'm’tl] (ti A T(l)))

t _ct
< e2rt '62(2574775”;’” / ! 6—2(23—4ns)u(2KNM2 esu 1 4Ke O:’;’LZVQIJ/4 eru)du
t,m 5 5
t -cy
< e2rt 62(23_4713)t3r,m . 2KNM2 / ! <67(3578ns)u + 2e 0;”_]\7,“42 6—(2578n8)u)du
s o s

0,m

_ +
< e?rtl . 62(28 4ns)t

o,m .

2KNM2 (6—(35—8775)tg~m 26_03”” NIUQ e—(2s—8ns)tam )

s s(3—8n) + 52  s(2—8n)

2K [ eComs  2¢C0m
— €2rt1 2 .
s2\3—-8y 2-—8n

From (117) and (118)) along with the fact that s < 1, for sufficiently large N,

+ +
(tg mrt] 2K  3¢%.m 12K ¢%.m
Var(ZS;L (tl N T(l))) <2- ST . 28y < 2 .

By the L2-maximal inequality, we have that for sufficiently large N,

+ (tg—m,’tl]
+ 48Ke“om 1 4Var(Z4 " th AT,
P( sup |Z§?L,mvtl](t/\T(l))| > acn e mm ) 2) < ( 3m _ ( 1 (1))) <e
tE[tg mot1] € § 48Ke“0m L

Lastly, we will prove part 2. From , and the fact that p < 5,7 < s, and s < 1, for sufficiently
large N, for all ¢ > 0, we have Bﬁ)’tl](t) <1 and D%g’m(t) < 1. From Proposition |7} Lemma inequality
, and the definition of 77 and 75 in and , for sufficiently large IV,

Var (Zgio’mtﬂ (t1 N T(l)))

to,r

tl/\T(l) _ u (to,r-t1]
_ E[/ . 2ffo,r G, (v)dv (R:(,)to’“tl](u) + (Béio'r’tl](u) + Déio*”tl](u))X;gio'mtl](U))du:|

IN

tl/\T(l) - ~
E [ / e~ H2emdna—r)(uto,r) (Ner ()Xo (u) + 2X 50 (u A T(l)))du}
tD,T

IN

t1 K2N 2
/t e 2(2s—4ns—r)(u—to r) (732,” " g2su + 2E[X?(,tT°'“t1] (u A T(l))})du.
o,r
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By Lemma [15{ and the definitions of ¢y, and #; in and , for sufficiently large IV,

VaI'(Z?(,:O’T’tl](tl A T(l)))

t 2 2 2 2
< e2rta 62(2574ns)t0,,~/ ! 672(2574n3)u(K ]\g,uf 7"62su + 2K ];fﬂ T62su(u . toﬂq))du
to.r s s

2 2 t
< e2'rt1 . 62(28747]S)t0,,,. . K ]\;/1‘ r (1 + 2(t1 o tO,r)) / ! 67(2378ns)udu
S

tO,'r
6_(28_8773)t0,r

K2Np?r
< p2rt 2(2s—4ns)to,, . H (1 2t — ¢ ) .
e e 2 + ( 1 0,7‘) 8(2 _ 877)

- S

K2 7200,7- 2
=t 2 (14 S
s(2 —8n) s

Because in the recombination dominating case, 1 < Nr, by using the fact that s < 1 along with (117) and
(118), we have that for sufficiently large N,

n 2(Co,r — Cl))

S

KQ —2Cy,r 4K2 —QCO,r] N
o T ST
s(2—8n) s 52

Var(Z407 0 AT <2

By the L2-maximal inequality, for sufficiently large N,

€ S

T RO et )

2 =T 16K?e %0, In(Nr) = O
€ 52

P( sup |Z§i‘3*““](tAT(1))|2\/
te(to,r,t1]

which proves part 2. O

5.4 Results on type 3 individuals

In this section, we will show that the events Ag and Ag as defined in and occur with high probability.
That is with probability close to 1, there are no type 3m (or 3r) individuals at time ¢; that are descended
from type 3m (or 3r) ancestors that appear before time ¢ ,,, (or to ). The proof consists of two main ideas.

1. With probability close to 1, the number of type 3m (or 3r) ancestors that appear before time ¢, (or
to,r) is small.

2. With probability close to 1, each of these early ancestors will not have alive descendant by time ¢;.

At the end of this subsection, we will show that the events A1y and A7 as defined in and also occur
with high probability.

Lemma 18. Define m(t) and p(t) to be the number of type 3m ancestors and 3r ancestors respectively that

appear in the time interval (0,t]. For sufficiently large N, the following statements hold:

S

1. P(m(toﬁm /\T(l)) > W) <e.

2. P(p(to’r N T(l)) > eCZ’TH) <e

Proof. The process (m(t),t > 0) is a pure birth process with total birth rate Méo’t] (t) as defined in .
Then, there is a mean-zero martingale (W’(¢),t > 0) such that for all ¢ > 0,

m(t) = W'(t) + /0 t M (u)du.
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By Doob’s stopping theorem, (W'(t A T(1)),t > 0) is a mean-zero martingale. Thus,

to,mAT()
Bl A Tl = B| [ uxa0) + Xal)a

tom 9K N
< / Iz =l ey
0 S

2KNu?
= 2 (estom 1)
S
2K e~ Com
< —.

S

So, by Markov’s inequality and by the way we choose Cg ,, in ,

< 2Ke Com/2 < ¢

eco,m/Z) E[m(to,m N T1))]
. <

P<m(t07m ANTw)y) = e=Com/2/s

Now, consider the process (p(t),t > 0). By , the process is a pure birth process, and the birth rate
at time ¢ is given by Réo’t] (t) as defined in 1) Then, there is a mean-zero martingale (W”(¢),t > 0) such

that for all ¢ > 0,

o) =W () + [ RS

By Doob’s stopping theorem, (W"(t AT(1)),t > 0) is a mean-zero martingale. Thus,

to,»AT(1) (0,u]
Elptto ATl = B| [ B
0

to,rNT(1) - -
< E[ / Ner(u)Xg(u)du]
0

to,r K22
< Nr - 7“623“61%
52
0

2,2
< K*Nup*r . ¢25to.r

119
5 (119)
From the definition of ty, in , if we are in the recombination dominating case or in the mutation
dominating case with Nr > e,
K2Np’r o2stor _ K2e2Cor
s3 s

)

and in the mutation dominating case when Nr < e, we have

K2Np2r o0 K2e=2Cor Ny K2e=2Co.r+1
—— . e T = .
53 s s

Hence, from (119)),

K2€—QCO‘T+1

Elp(to,r ATyl < .

Lastly, by Markov’s inequality and the definition of Cj , in ,

e—Cortl < E[p(tow A T(l))]
S TGt

< K2 Cor <

P<P(to,r NTy) > S

O

Lemma 19. For i € N, define T;.m to be the time that the ith type 8m ancestor appears, where we set
Ti.m = 00 if the ith type 3m ancestor never appears. Let Y; ., (t) be the number of descendants of the ith type
3m ancestor alive at time t. Then, for sufficiently large N, for all i € N,

P({Yi,m(tl) >0tN{t; < T(l)} Tim < to,m A T(l)) < 3s.
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Proof. First, define Y; ,,,(t) = Y; ,u(t)/N for all t > 0 and i € N. By following the same reasoning that led us
to get the rates in and , we have that on the event 7; ,, < to., AT(1), the process (Y (t+7im),t > 0)

is a birth-death process with Y; . (7; m) = 1, where each individual gives birth at rate
b(t) = (Xo(t-l-Ti,m)-F(l—S)(jﬁ(t—H'i,m)-i-Xz(t+Ti,m))+(1—28)(Xs(t—i-Ti,m)—Y/i,m(t—f-Ti,m)))(1—TXo(t+Ti,m))7

and dies at rate R
d(t) = (1 —28)(1 = Y m(t + Tom) + 7Xo0(t + T5.m) Yim (t + Tiim))-

Note that for ¢t > 0,

b(t) S XO(t + Ti,m) + Xl (t + Ti,m) + X?(t + Ti,m) + (XS(t + Ti,m) - i/;,m(t + Ti,m))
=1- Y/'L,m(t + Ti,m),
and R
d(t) > (1—25)(1 = Yim(t+ Tiym))-

For t > 0, define A(t) = [*"7" 1 — ¥ ,(v)dv. Define Y, () = Vim(A~H(t) + 7im) for t € [0,A((ts A
T(1)) = Ti,m)]- The process (Y;*,,(t),0 S t < )\((tl AT1y) — Ti,m)) is a birth-death process with Y7, (0) = 1,
where each individual gives birth at rate

and dies at rate
dA1 (1)

T 1= Yo + i)
Let (Y#(t),t > 0) be a birth-death process where Y#(0) = 1, where each individual gives birth at rate 1

and dies at rate 1 — 2s. From the generating function of birth and death process (in the section 5 of Chapter
IT of [I), for ¢t > 0,

—(1—2s) < 2s
1— (1 _ 28)6—(1—(1—25))7: — 1 — e 2st’

P(Y#(t) > 0) = (120)

Since 1 < Npu, we have that for sufficiently large IV,

t1 —t 2s 2s

# 1 0,m

P(Y (72 ) > 0) e U Tk b (121)
m

By Lemmaand 1' on the event t; < T{1) , we have Y; ,(t) < X3(t) <nN < % for all ¢ € [0, t1], which
implies that

t1—to,m+Ti,m _ t1—to,m+Ti,m 1 t1 — to
)\(tl — t(),m) = / 1-— Y;’m(’l))d’l] 2 / d Tm (122)

i,m i,m

It is possible to couple the process (Y#(t),t > 0) with the population process, such that 1) on the event
t1 < Ty, for any time ¢, if Y} (t) > 0, then Y#(t) > 0, and 2) the process (Y #(t),¢ > 0) is independent of
Frim- 1t follows that

P({¥im(t1) > 0} 0 {t1 < Ty}

Tim <to A T(l))

{Yim(t1) > 0} 0 {tr < Ty}

Ti,m < t07m A T(l))

Tiom < to,m N T(l))
YA —tom)) >0} 0 {t1 < T(1)}

{Y#(\(t1 — tom)) > 0} N {t1 < Tj1y}

P(

< P({Y;,m(h = tom + Tim) > 0} N{t1 <T(1)}
P( Tom < tom AT
P(

Tiom < to,m A T(1))~
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Lastly, using (122)) and (121)), we have

P({Yz’m(tl) >0} N {t1 < Ty }HTigm < to A T(l))
< P({ ( tom) > 0} N {t1 < T Y im < tom /\T(l))
< P(Y#( — o, L) > 0l < tom AT))
- P(Y#(tl _to) >0)
< 3s. (123)
O

Lemma 20. Fori € N, define 7; , to be the time that the ith type Sr ancestor appears, where we set T; , = 00,
if the ith type Sr ancestor never appears. Let Y; ,(t) be the number of descendants of the ith type 3r ancestor
alive at time t. Then, for sufficiently large N, for all i € N,

P({Yvi’r(tl) > 0} N {tl < T(l)}

Ti,r < tO,r A T(1)> < 4

Proof. The proof is similar to that of Lemma First, define Y; ,.(t) = Yi,.(t)/N for all t > 0 and i € N.
By following the same reasoning that led us to get the rates in and , we have that on the event
Tir < to, A T(1, the process (Y (t + 7;,),t > 0) is a birth-death process with Y; () = 1, where each
individual gives birth at rate

b(t) = (Xo(t+750) + (1 —8) (X1 (t+Tiw) + Xo(t+7i0) +(1—28)(Xs(t+75,0) = Vi (t+750))) (L= rXo(t+7i0)),
and dies at rate
d(t) = (1 — 28) (1 — Y/z"r(t + Ti,r) + TXo(t —+ T@T)ﬁ’r(t + Ti,r) — TXl (t —+ TZ‘7T)X2(t + Ti,r))-

Note that when ¢ > 0, we have b(¢ ) — Y (t+ 7).

For t > 0,let A(t) = [77" 1=, T( )dv. Define Y7, (t) = Y; (A1 (£) +7:,,) for t € [0, \(ts AT(1)) —730)]-
The process (Y;%,,(¢),0 < ¢t < A((t1 A T(1)) — 7)) is a birth-death process with Y% (0) = 1, where each
individual gives birth at rate

and dies at rate

d(A~ 1(75))
1=Yir(A7H(E) + 7i)
-1 VYL (\ -1 _
> (1-2s) (1 _ KOO + i) Xa AN + Tw>>.
1- }/;7r()\_1(t) + Tiﬂ‘)
Since the function A is strictly increasing on the interval [0, (t; A T(1)) — 7;,-), we have that if ¢ € [0, A\((t1 A
T1)) — 7i,r)), then AT + () <t A T(1)- Hence, from Lemma for every t € [0, A((t1 A T(1y) — Tir))

and j = 1,2 and 3, we have X;(A\~'(t) + 7;,.) < 5, and Vi, (A" (t) + 1) < Xz(A"'(t) + 72.) < n. Now,
because r < s, by (124), for sufficiently large N, for ¢ € [0, A((t1 A T(1y) — Ti,r)),

(124)

2

d (1) > (1 —23)(1 - (1” )r) >(1-2s)(1—s)>1-3s.

-n

Let (Y#(t),t > 0) be a birth-death process where Y#(0) = 1, where each individual gives birth at rate 1
and dies at rate 1 — 3s. By the same argument we used to get (120), for ¢ > 0,
1—(1-3s) 3s
< .
1— (1 — 35)6—(1—(1—33))t — 1 — e—3st

P(Y#(t) > 0) = (125)

29



We claim that for sufficiently large N,

P(Y# (%) > 0) < 4s.

From (125) and the definition of Cp, in , in the recombination dominating case and the mutation
dominating case with Nr > e, we have that for sufficiently large N,

t1 —t 3s 3s 3s
#(1L— Y0r _
P(Y (F5™)> 0) STt 1= L@t S 1= G = %

and in the mutation dominating case with Nr < e, we also have

tp —t 35 35
# 1 o,r o
P(Y ( 3 ) = 0) < 1 —esti—tor) ~ 11— ¢(Cor—C1) < ds.

On the event ¢; < T(y) , using (118, we have Y, (t) < X3(¢t) < nN < & for all ¢ € [0,¢1]. By following the
same reasoning in ([122)),
t1 —to,r

T

It is possible to couple the process (Y#(t),t > 0) with the population process, such that 1) on the event
t1 < T(y), for any time ¢, if Y}, (t) > 0, then Y#(¢) > 0, and 2) the process (Y #(t),¢ > 0) is independent of
Fr, .- By the same reasoning we used to get (123)), it follows that for sufficiently large N,

3

)\(tl - tO,r) Z

P({Yi,r(tl) > 0N {t1 < Ty b 7ir < tor A T(1)) < P(Y#<%> > 0) < 4s.

Now, we are ready to show that the events Ag and Ag occur with probability close to 1.
Lemma 21. For sufficiently large N, we have P(Ag§) < 4e, and P(A§) < 4e.

Proof. Recall the definitions of Ag and Ay in and (80). We will only show that P(A§) < 4e. The same
reasoning can be used to prove that P(A§) < 4e.
Let J = [e~“2m/2/s|. By Lemma |19 we have that for sufficiently large N,

P({X(()’to’m](tl) > 0} n {m(to’m AN T(l)) < e_co’m/Q/S} n {tl < T(l)})

3m

J
< S P({Yimlt1) > 010 {7im < tom ATy} 0 {1 < Tiy})

<
=

M~

P({K,m(tl) > 0} M {tl < T(l)} Ti,m < tO,m A T(1)>
1

sJ
6700,7n/2'

o
Il

ININ
w W

Hence, by Lemma and Lemma along with the way we choose ¢, K and Cj ,, in , and , for
sufficiently large N,

PG (1 A Ty) > 03)

< P({Xég;to’m](tl N T(l)) > 0} N {m(toﬂn N T(l)) < e_co'""/2/8} N {tl < T(l)})
+ P(m(tom AT()) > e” /2 [s) + P(Tyy < ty)

< 3e~Com/2 4 3¢

< 4e.

So, this prove that P(A§) < 4e. O
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Lemma 22. For sufficiently large N, we have P(AS,) <€, and P(A§;) <e.

Proof. Recall the definition of A;o in (81)). From Lemma [14] and the definition of ¢; in (69), for sufficiently
large N,

2K€CO*’"N2;L4 25ty 2K672C1+C0,mN2N2
—_—€ =
s3 s

)

E |:X:§1;2""“t1](t1 N T(l)):l <

and from the Markov’s inequality, we get that P(AS,) <e.

Now, recall the definition of Ay in . We will first consider the recombination dominating case and
the mutation dominating case with Nr > e. Recall that Nr > 1 in the recombination dominating case.
From Lemma (15{and the definition of g, in , for sufficiently large IV,

K2Np?
El:X?()zo,r,tl](tl A T(l)):| < 2/14 T@Qsh (tl _ tO,r)
S

_ K26201N7‘<IH(NT) + Cor — C1)

2s s
< K?e72¢1(2(Cy, — C1) + 1)NrIn(Nr)
- 2s '

In the mutation dominating case with N7 < e, from Lemma[15]and the definition of o, in (66)), for sufficiently
large N,

2 2
K N/‘L re28t1

3 (tl_tO,r) = K2€_201N7’
S

_ 2,—2C _
E[Xéio'r’tl](tlAT(l))} = <CO’TS CI) = R

2s

Thus, in both cases, for sufficiently large N,

K?e2+1(2(Cy,r — C1) + 1)(1V Nrlng (Nr))
2s 7

E[Xéf?’mtl](tl A\ T(l)) <

and P(A$;) < € is followed from the Markov’s inequality. O

Before we prove Proposition [2] we will give both upper and lower bounds of the numbers of type 1 and
2 individuals on the event A ).

Lemma 23. The following statements hold:

1. On the event Ay, fori = 1,2, for sufficiently large N and for t € [0,t1],

2. In the recombination dominating case, on the event Ay, for i = 1,2, for sufficiently large N, and for
every t € [tor,t1], we have

3. In the mutation dominating case, on the event Ay, for i = 1,2, for sufficiently large N, and for
t € [to,m,t1], we have

N
Xi(t) > (1— 6%~ Lest,
s
Proof. In this proof, we assume that we are on the event A(;). From (47)), we have that for all ¢ € (0,%1],

t
Xim(t) = X {3 (1) = / M (el GOy 4 700 (1)elo Gy, (126)
0
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From Lemma definitions of A; and As in and , and the fact that 1 < Ny, for sufficiently large

N and for ¢ € (0,t1],
48 N t
Xim(t / N,Mef Sd“du—i—\/ﬁ elo s
) 1>+F
€
\/71 Ni

Nu

Np
< TN P st
< (1+ 2) e

Next, from , we have that for all t € (0,#],

IN

t
X (t) = X{ (1) = / RO (uyehi G0 @dv gy 4 7001 () f5 G )
0

From , Lemma and definitions of Ay and A4 in and , for sufficiently large N and for ¢ € (0, ¢1],

48 N ¢
Xi.(t /Nng )Xs( )ef (s+m)dv gy, 4 8 /Jrl (f)efo(s+r)du
€ s3 o

By the definition of T3 in (72)), inequalities (14), (L17) and the fact that 1 < Ny, it follows that for sufficiently
large N and for ¢ € (0,#1],

t
48 N
Xlr(t)SNr/ Hesu_ s(t— u)+rtd _|_\/ 8 ’U'TI < ) st+rt
€ S )

o S
(e [ (2,0)
Nt st grtn (g 4 )38 1 in(f)
s Nup s "
<5— @e“.
-2 s

Therefore, for sufficiently large N, for all ¢ € [0, 1], we have
N
Xi(t) = Xim(t) + X1, (t) < (1+ 52)7"est

Note that by similar argument, we can also prove the upper bound for X5 ().
To prove the lower bound for X1(t) in the recombination dominating case, we first need to consider the

term f G1(v)dv. By using , part 1 of this lemma and the definition of T3 in , we have that when N
is sufficiently large, for 0 S u < t <t,

/ G1(v)dv > / (s — sX1(v) — 5Xa(v) — 25X3(v) — 7 — p)dv

t
2/ (s—s-(1—}—(52)”63”—3-(1—&—52)”65“—23-Me‘”—r—,u)dv
u s s s

@(est — ) — (r 4 p)(t — u)

(4 + 262)M68t1
S

=s(t—u)—

=s(t—u)— — (r+ p)ty.
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Now, using the fact that § < 1, the definition of #; in along with (117), we have that when N is
sufficiently large, for 0 < u <t < ¢y,

t
/ G1(v)dv > s(t —u) — 6?“68“ —(r+4 wu)t

st —u) — 6~ — (1 + p)ty
s(t —u) —Te” . (127)

Y

Also, using part 1 of this lemma, the definition of T3 in and the fact that § < 1, for sufficiently large N,
and for u € [0,4],

SNp g
—e.

- (128)

N
Xo(u) = N — X1 (u) — Xo(u) — X3(u) > N —2(1 + 62) S“ Su_?“esuzzv—

Thus, from (126]), (127), (128]), along with the definition of A, in for sufficiently large N, for all
t € [tor t1],

t
> (N — mesu) es(t—u)—7e*01 du — \/W o
0 S s
t
—7e~C1 —su 48 N//, ot
= ) du — 4]
(e /0(86 p)du Nu)( - >
- — 48 Nu
1—-7 Cy 1— st_5t_ st
> (-7 et s ij)(s )

> ((1 —7e” ) (1 — e stor —Buty) — ?8 Nu) <N”est>. (129)

S

In the recombination dominating case, we have Nu? < s and r < s. So, by using the definition of ¢, in

(66), we have that

82

Npr
Thus, from ([129)), (117)), and the way we choose C; as in , for sufficiently large N, and for all ¢ € [to,, t1],

1
sto,r = 3 ln( ) —Cor>1.

N N
X1(t) > (1—8eCr)—Hest > (1 — g2)Lest
S S

The proof for the mutation dominating case is almost exactly the same as that of the recombination
dominating case by replacing ¢ by to.m, and using that because Nu? < s, we have

s
St()’m = ln (W) — Co7m > 1,
which completes the proof. O

5.5 The proof of Proposition

Proof. By the definition of A(;) in and Lemmas and for sufficiently large IV, we have that
P(A@y) > 1—17e. From now on, we will assume that we are working on the event A(;). The statement 1

follows from Lemma [23| by inserting ¢ = t;.
Now consider X3(t1). From the definitions of Ag, Ag, A9 and Ay, in , , and 7 it follows

that
2K —2C14+Co,m N2 2
&mm=x&mﬂ>+x%mNMS( — ) = (130)
and
K229 (2(Co,r — 1)\ (1V Nring (N
X (t1) = XO0rl 1)) 4 x(tortil g )§< e ((62*(2 C1) + ))( v frsn+( r) (131)
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In the recombination dominating case, N7 > 1 and r satisfy (6). It follows from (I30) and (I3I)) that if N
is sufficiently large, then

X3(t1) = Xam(t1) + Xa,(t1) < (K2e—201 (2(Cor —Cr1) + 1)) Nr ln(Nr).

€ S

So, we choose the positive constant

K2€_201 (2(0077. — Cl) + 1)

€

+
Klr_

Next, consider the mutation dominating case. In this case, r satisfies (7)), and we also have that 1 < Npu. It
follows from ([130f) and (131]) that if N is sufficiently large, then

X (1) < (Kze—zcl(z(cw -+ 1)) CN2u2
' - 2¢ s

)

and

4K e2C1+Com 4 K2e-2C1(2(Cy., — C1) + 1)\ N2u2
X3(t1) = Xam(t1) + Xsr(t1) < < A0 o ) -

2e

Thus, we choose the positive constant

K+ — 4K e 2C1tCom + K226 (Z(CO,T — Cl) + 1)0
im = .

m 2¢

Now, we will show the lower bound of X3(t1). First, consider the recombination dominating case. To
prove the lower bound, we will need to consider the term ftl G(to " tl]( )dv. Similar to the way we get 1]
by using instead of ((34] . for to, <u <ty,

ty
/ Glom il (y)dy > / G3(v)dv

>/t (2s—sX1( )—ng(v)—Qng(v)—r)dv

/ 25 — s - 1—|—52)% S"—s~(1+52)%esu—25~gesu—r)dv

6
>2s(ty —u) — MeStl

—Ttl
=2s (tl—u)—Ge vty

By (117)), when N is sufficiently large, for o, <u <t
t1
/ Gé?”"’tl](v)dv > 2s(t) —u) — Te” 1, (132)
u

By and Lemma for sufficiently large N, and for t € [to ., 1],

RE“T 1 () > Xo(t) - X (1) Xa(t)
= (N = X1(t) — Xa(t) — X5(t)) - r X1 () Xa(t)
N — 2 1 +62 N:u‘est _ &est) ((1 _ 52)2&62515)
s 52

> (
(N 5NM stl) <(1 _ 52)2L2T€25t>

52

Y

. (1756701)(142) NPT oot (133)

82
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Using , 1132)), (133)), Lemma and the definitions of A7 in , for sufficiently large IV,
Xa(t) > Xy " (1)

t 2 2,—2Co » t
> / 1 (1- 56_Cl>(1 —6%)?. 4N'u2 " p2su | p2s(ti—u)=Te” 1 g \/16K i ln(Z;]T) . eftol,7-(2“"+r)d”
S € S

to,r

T e g N g, g )

16 K2e—2C0.r . In(Nr) 254 (ti—to,)
€ 52 ’

It follows from the definitions of ¢; and ¢y, in and that for sufficiently large IV,

9 e 2C1 Ny

X3(t1) 2 6_76701 (1 - 56_01)(1 - 62> (IH(NT) + 2(CO,T — Cl))

2s
4Ke~ 21 +Cortrts Ny, /In(Nr)
Ve s
_ Nrin(Nr) —7¢~C1 - 2y2 —20, (1 | (Cor — C1)
- == ~(e (1= 560 (1 - %)% (5 + N )
4K e—2C1+Co,r+rt1 1
- Ve ' w/ln(Nr))

By (117)) and the fact that 1 < Nr, we have that for sufficiently large N

—Cq

)

Xg(tl) > (6—76 (1 - 56_01)(1 — (52)26—201 ) Nr ID(NT)

3 s

and we choose the positive constant

e (1= Be )1 — §2)2e 20
Ki = ; .

Lastly, consider the mutation dominating case. By the same argument we used to obtain (132)), we have
that for sufficiently large N and for tg ., < u < ¢4,

t1
Gs(v)dv > 2s(t; —u) — Te” .

u

From , Lemma Lemma and the definition of Ag in , for sufficiently large IV,

t& ot
Xs(t) = Xy (1)
21 + I Gs(v)de
t th ¢ .

_ /tJr M(Xl (u) X, (u))eful Gg(v)dvdu + Z?Erg,m 1] (tl)e Srﬂn

0,m

¢ 2 C+7n ‘1 sdv
> / ' 2(1 o 62) . N/‘L eSu . 625(t17u)77e_cl du — 48K e™o. . i . eft(J)r,m 2
i s € 52

2 cf.

= 2(1 — 62)6_76701 . 7NM 625t1 (eista—,m — €_St1) - A8kee o . i . ezs(tlita—”")

52 € 52
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Using the definitions of ¢; and tg ,, in and , and the fact that 1 < Ny, for sufficiently large NV,

2
Xy(h) 2 2(1 —8)e™ L Ne 2 (e Gl Mo WM ‘ 2020 N2
- S
_ N2/’(’2 2(1 _ 62) _7¢=C1_ 20, — CO . (1 Cl+Cg " L) 48K@ 0 m 20— 200 N
S Npu

"
NZp? <(1 — §2)e T 201 =G ,/M . ¢—201-2C¢ m)
S €

N2 pracneacis, (u e M)

v

€

Note that the way we define C’af m 1D is precisely to make

_ 48K e~ Com
(1= §2)e e [ BEe
€

Hence, we choose the positive constant

ot
_ 7= C1_ + [A48K e~ 0om oo oo+
Klm = (1 — (52)6 7e 201 - CO [ p— . e 2Cy 2C0,m.
€

This completes the proof. O

6 Phase 2 and the proof of Proposition

6.1 Comparing the Markov chain with a differential equation

Theorem [24] below is a special case of Theorem 4.1 of [6]. Let (X(¢),t > 0) be a continuous time Markov
chain with finite state space S C R3. Let q(&,¢’) be the jump rate from the state £ to the state £. For each
state £ € S, define the function o : S — R by

=Y ¢ =€l ©), (134)

§'#E

where | - | is the Euclidean norm, and define the function 3 : S — R3 by

BE) =D (¢ - (&) (135)
§'#E
It follows that .
X(t) = X(0) + M(t) + / B(X(s))ds, fort>0,
0

for some martingale (M (t),t > 0).
Let b : [0,1]> — R? be a Lipschitz function with Lipschitz constant K. Let z : [0,00) — R3 be the

function that satisfies .
+/ b(xz(s))ds, fort>0.
0
The goal is to compare X(t) with z(¢).
Fix T >0, ¢g > 0, L > 0, and let A = ege~ %7 /3. Define the events

— {IX(0) - 2(0)] < A},
T
0 — { / BX(1)) — (X (1))t < A},

0y = {/OTa(X(t))dt < LT}.
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Theorem 24. Under all the assumptions above,

4LT ) ,
P( sup |X(t) — z(t)] > e) < Az + P(Q5UQfUQ3).
0<t<T

Now, we will apply this theorem to our process ((Xo(t), X1(¢), X2(t), X5(t)),t > 0). First, for t > 0, we
define 3 3 5

X(t) = (X1(t), Xa(t), Xs(t)), (136)

and S = {(£1,&,&) € {0, %, ..., 552,113 1 &+ & + & < 1}, We are thinking of &, &> and & as the fractions

of type 1, 2 and 3 individuals in the population. For better understanding in the following formulas, we will

define &y = 1 — & — & — &3, which represents the fraction of type 0 individuals in the population. Now, for
each & = (£1,&2,&3) € S, we define

fo(§) = (1L =r)éo + (6o + &1) (& + &2),
f1(§) = (1 =7)& +7(& + &) (6o + &),
f2(§) = (1 = 1) +7(§o + &2) (2 + &3),
f3(§) = (1 —=7)& + 71+ &3) (2 + &3).
Note that for each i = 0, 1,2, 3, the quantity f;(£) represents the probability that a new individual born is of

type i. Next, for £ = (51,52,53) € S and & = (£1,£5,&%) € S, the transition rate ¢(£,£’) is given by

N&of1(€) + uN&o, if (£7,65,85) = (&4 7, &2,&3)
Né&ofa(§) + uN&o, f£(£1,65,83) = (&1, 62+ N7§3)
Né&of3(6), (&1, 65,85) = (&1,&2, &+ )

N(1 = s)&1fo(6), (€,6,8) = (& — 7.&2,&3)
N(1_8)£1f2(§)= (5176/2753) = (51 N’§2+ N7§3)
N1 = 5)&1f3(8) +uN&, if (£1,65,83) = (&1 — N7§27§3+ +)

a(&:€') = ¢ N(1 = s)&fo(£), if (£1,€5,85) = (£1,62 — 7, &3) (137)

N(]- - 5)£2f1(£)a (51’5/2753) = (51 + N,EQ N’£3)
N(1 = s)&2f3(8) + uNé&, (€1,65.€3) = (&1, € N@s-#%)
N(1 = 2s)&fo(8), (€1:65,63) = (& 52753 )
N(1—2s)&11(8), (€1,65,85) = (&1 + ¥, 62,83 — &)
N(1—2s)&312(8), if (61,65,85) = (&4, + .86 — %)
0, otherwise.

The reasons behind the formulas for these rates are similar to the ones we used to obtain the birth and
death rates in section Let us consider the first rate. It is the rate that the number of type 0 individuals
decreases by 1 and the number of type 1 individuals increases by 1. There are two ways for this to occur: 1)
a type 0 individual mutates to type 1, which occurs at total rate of uN&p, and 2) a type 0 individual dies and
is replaced by a type 1 individual. The total rate that a type 0 individual dies is N&y, and the probability
that the replacement is of type 1 is f1(£).

We define the functions a and S as in and . For £,& € S such that ¢(£,&') # 0, we have
|€ — ¢'|2 < 2/N?, since it is equal to 1/N? or 2/N?. Because for each i = 0,1,2,3 and £ € S, we have
0 < fi(§) <1, and because p < s < 1, it follows that for sufficiently large N, for all £,¢&’ € S, we have
q(&,€') < 2N. By the definition of « in (I34)), for sufficiently large N,

afe) < 3. (138)
For each € € S, we define
Y5(&) = (§0&s — &1&2) (1 — s&1 — s&o — 2sE3).

A tedious calculation gives

(1-& —& —286)64 1 o — &1
B =s|(1-&—-&—-28) |+ 1 | +uléb—&]. (139)
(2—-& — & —263)8 -1 L+ &
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Note that for i = 1,2,3, the i'" row of NS(¢) is exactly the rate at which the number of type 4 individuals
increases by 1 minus the rate at which the number of type i individuals decreases by 1.
Here, we define the functions b : [0,1]3 — R3 and b : [0, 1] — R? by

b(z1, w2, 23) = s((1 — 21 — 22 — 2x3)21, (1 — 11 — w2 — 203)32, (2 — 21 — T2 — 223)73), (140)

and ~
b(x1,x9,x3) = b(x1,22,23)/Ss. (141)

Since all first partial derivatives of b are bounded, the function bis Lipschitz. Hence, b is also Lipschitz with
Lipschitz constant ks, where k > 0 and k£ does not depend on N. ~ ~
Now, we define a random variable B such that on the event that X;(¢;) + Xa(t1) > 0, we have

B = (Xi(th) + Xa(t)) ' = 1. (142)

The value of B on the event that X, (1) + Xo(t1) = 0 is not of interest, as we will work only on the event
A1y when N is sufficiently large. By Proposition [2, we know that X (t1) + X2(t1) > 0 on the event A).

Next, for t > t1, we define
1

1+ Bestm’ (143)

ft) =

and for t > t1, we let

_ _ Xi(t) Xy(th)
2(®) = (@1(8), 22(8). 2a(8)) = <(X1(t1) +X2(t1)>f(t)’ (Xl(tl) +X2(t1)>f(t)’0>. (144)

Note that for i = 1,2, we have z;(t1) = X;(t1), and for all ¢ > t1, we have x1(t) + z2(t) = f(t). From (143),
for t > tq,

d sBes(t—t1)

5 f) = —s(t—t1))2

= sBe ) (£(1))?,

and it follows that

ix . e—s(t—tl) 2 X ( ) X2(t1)
dt ( ) b (f(t)) ( ( )+X2(t1)7X1(t1)+)~(2(t1)70)-
From ([140), (144)), (143), and the fact that z(¢) + z2(t) = f(t) for all t > t;, we have that for ¢ > ¢1,
b(x(t)) = s((1 — f(1)x1(t), (1 — f(t))2(t),0)
_ sBe—s(t—t) 2 Xi(t) Xo(t1)
=sb (f(t)) ( ( )+X2(t1),Xl(tl)Jer(tl),O).

Therefore, for t > t1, we have 42(t) = b(2(t)), and

dt
t
x(t) = z(t1) +/ b(x(s))ds
t1
We pick the constant
et 1
= — In{ ——~ -1 Inl{—=-1 14
Cy C1+ n<2(1+52) )+n<(52 )7 (145)
and we define . o
S 2
=—-In(— —. 14
()5 (146)

We will use Theorem [24]to show that with probability almost 1, both X (t) and X(t) are close to 1 (t)N
and xo(t)N for t € [t1,t2]. We define the event

A :{ sup | X;(t) — zi(H)N| < (‘;)N for i = 1,2}. (147)

tefty,ta]
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Lemma 25. For sufficiently large N, we have P(A$,y| Ft,) < € on the event A(y).

Proof. Let A = §*e=#(C2+C1) /12, We will first prove that for sufficiently large N, on the event Ay,

P(tes[g%)h] |X(t) — x(t)| > % .7-}1> <e.
By and , we have
) ) ) 1 1—2X,(t) — Xa(t) — Xa(t)
BX()) = b(X(t) = s (X1(8), Xo(t), X3(1))) | 1 | +p | 1= Xa(t) — 2Xa(t) — Xs(t)
-1 X1(t) + Xa(t)

Because X;(t) € [0,1] for all i = 1,2,3, and ¢ > 0, we have
1B(X(t)) = b(X(t))| < Dr + D'p,

for some positive constants D and D’. Thus,

/ " BX(E) - bXB)]dE < (Dr + D)tz — 1) = (Ca + ) (DG) +0'(£)). (148)

t1 s

In the recombination dominating case, since r < s, u < s, 1 € Ny, and rlng (Nr) < s, if N is
sufficiently large, then

(192((’2; Cl)) (va8> <e, (149)
recn(p(Z) e (2)) < i

and
Kf;rlsn(Nr) <A. (151)

In the mutation dominating case, since r < s, u < s, an Nu? < s , if N is sufficiently large, then ((150)
holds and N )
K N
Bam VA7 < A. (152)
s

In this proof, we assume that N is large enough so that in the recombination dominating case, ,
and hold, and in the mutation dominating case, , and hold.

Now, let us consider the process (X(t),t > 0). By Markov property of the process, if we condition on F3,,
the process after time t; behaves as if we start the whole process again with X(¢1) as the initial condition.
Now, let us fix the value of X(t1) = (&1, &2,&3), and consider the process starting at time ¢; with this initial
condition. Note that by starting the process from this fixed start point, the function f and x defined in
and are no longer random, which allows us to use Theorem

We define T = ¢, — t;, and note that A = §e=k(C2+C) /12 = (§1/4) - e=(*)T /3 which is in the form
required in order to use Theorem We let L = 48/N and define the events

Qo = {[X(t1) —2(t2)| < A}

0, = { / " 1BK(0) — X0t < A}

t1

0y = {/t a(X(t)dt < LT}.

ty

First, we consider Q. In the recombination dominating case, if X(¢1) = (&1, &2, &3) satisfies and @D,
then by (151)), we have

<A

(1)~ (0)] < 12 (1) — 28]+ K (t) — ma(8)] + 1 Kaltr) — )] < 0+ 0 4 ZET 2000
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Similarly, in the mutation dominating case, if X(t1) = (£1,&2,&3) satisfies and (10), then by (152), we
have

B - N Ki‘r N2‘u2
X (1) — ()] < [X1(t) — 21 (t)] + [Xa(t) = 22(t)| + [Xs(t) — 23(t1)] SO0+ ——— <A,

Next, because of (148]) and (150)), we have that Qf = 0. Lastly, by (138), it follows that

t2 48
/ a(X(0)dt < () (12— 1) = LT.
ty N
So, Q5 = 0.

Therefore, if X(t1) = (£1,&2,&3) satisfies and @ in the recombination dominating case, or satisfies
and in the mutation dominating case, by Theorem |24] and , we have that

X(t1) = (51,527§3)) AT (192(024—01)) <1> <e.

64
P( sup |[X(t) —z(t)| > — A2 A2 N

tE[t1,t2] 4

Note that the upper bound does not depend on the value of (£1,&2,£3). By Proposition |2} on the event Ay,
we know that X(t1) = (&1, &2, &3) satisfies and @ in the recombination dominating case, and satisfies
and in the mutation dominating case for sufficiently large N. Using the Markov property of the process,
we have that on the event A,

4
P( sup |X(t) —z(t)] > %

tefty,ta]

.7:,51) SG.

Thus, from the definition of the event A;3 in (147), on the event Ay,

64
P(AS| i) <P( sup |X(5) —a(t)] > &
te(ty,to] 4

Ftl) SE,

which completes the proof. O

6.2 Results on type 3 individuals

We will now show that for sufficiently large N, with probability close to 1, X3(t2) has the same order as
(NrIn(N7))/s in the recombination dominating case, and has the same order as (N?u?)/s in the mutation

dominating case. The proof mainly has two parts. In the first part, we will show that X?[,tl](tg), which was
defined to be the number of type 3 individuals at time ¢ that descend from the type 3 individuals at time ¢1,
has order (NrIn(Nr))/s in the recombination dominating case, and (N2u?)/s in the mutation dominating

case. In the second part, we show that Xéf,{b’tﬂ(tg) and X?Eil’tzl (t2) are much smaller than ngtl](tg).

Lemma 26. For sufficiently large N, for allt > t;
B[X@) | 7] < e Xy ().
Proof. From and Proposition @ we have that for ¢ > ¢4,
Xs(t) = 28 () = B2 | 7| = B[e Ia S0 @) | R
Because of Lemma for sufficiently large N,
Ble™ a0l x| 7] = ple a2 vx e | £, ] = e mE[x @) | B

Thus, for sufficiently large N,
B0 | 7] < et Xs(n)

which proves this lemma. O
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Lemma 27. The following statements hold:

1. In the recombination dominating case, there is a positive constant Ky,, such that for sufficiently large
N, on the event A(1y, we have

Ko Nrln(Nr)
S

P(‘Zyﬂ(tz) - Xg(tl)] > \/

Ft1> S €.

€ S

2. In the mutation dominating case, there is a positive constant Ko,,, such that for sufficiently large N,
on the event A1y, we have

K N
(-2 2 ) .

Proof. First, consider the recombination dominating case. From and , for all £ > 0, we have that
B:[fl](t) <1and D:[fl}(t) < 1. Also, from and the fact that s < 1, for sufficiently large NV, for all ¢ > 0,

Ga(t) > —r. (153)

By Proposition @ (153), and Lemma for sufficiently large IV,

ta
Var(Zgl](tg) ‘ -7:751) < E[/ e?riu—ti) -QX:,[,tl](u)du

ty

%]

to
< 262’”“241)/ E[ngtl](u) ‘ ftl}du

t1
t
< 2¢?r(ta—t1) / ’ 2= X5 () du
ty
25(t2—t1) _
— 2r(ta—t1) (es 1>X3(t1).

By Proposition and the definitions of t; and 5 in and ([146]), for sufficiently large IV, on the event A,

2(C2+C) K Ny In(N)
t ytCy)z [ € Nrin(Nr
Var(zgl](tz) ‘ ]-‘tl) < 2G4 C1)5 ( 8127 ) (154)
262(C2+01)K$N7“ In(Nr)
< 2 .
We define
Ko, = 262 OO0 (155)

Since the process (Zétl](t),t > 0) is a martingale, we have that E[thl](tgﬂ}'tl] = thl](tl) = X3(t1). Hence,
by Chebyshev’s inequality, we have that for sufficiently large N, on the event Ay,

Ko, Nrln(N
P(‘Zgl](tg)—Xg(tl)’ z\/ 0 % ’]—}1> <e
€

For the mutation dominating case, the proof is almost exactly the same. The only difference is the
inequality (154)), for which Proposition [2] gives that

52

/20t Cr) [+ N2,2 2(Ca+Ch) Jrt+ N2,,2
Var(Zgl](h) ‘ ftl) < 2(C2H+C1) % (e S[;“”N H ) < 2¢ RimNH )

In this case, we pick

Kom = 2eXC2HO R

m*

(156)

This completes the proof. O
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Lemma 28. There exist positive constants K| and K} such that for sufficiently large N, we have

K, N

1. P(ng;t?](tz) > 21 28 ’fn) <e
€ S
Ky N

2 p(xfr) 2 B2 R ) <

Proof. We will first prove part 1. Let U(t) and V(¢) be the numbers of times that the number of type
3m(ty, t2] individuals increases and decreases respectively during the time interval [¢1,¢]. Then, for ¢ > ¢,
we define

t
Wot) = U - [ (M + B X w) du,

t1

t
W_(t) = V(6) = | DE" () X5 (u)du,

ty
Win(t) = Wi (t) = W (2).
Then, both processes (W4(t),t > t1) and (W_(t),t > t;) are mean-zero martingales, and so is the process
(Wi (t),t > t1). We also have that

X?();}L,tﬂ(t) = U(t) — V(t) = Wm(t) + /t (Métl,m](u) + Gd(u)XéirlLytg](u))du

t1

Thus, from Lemma 11} for sufficiently large N, if ¢ € [t1, 5], then

t
E[Xéfi’”](t) ’ ftl} = O+E{ / (M?E“*’f?](u) +Gg(u)X§;;’t2](u))du }'tl}
t1
t
< 5| [ (0 + Xafu) + 25w ) | 7, |
t1
t
< E[/ (Nu + 25X§2’tz](u))du ft1:|
t
' t
< Np(te —t1) +/ 2sE [X?E:L’m (u) ‘ ftl}du.
t1
Here, we define
K} = X0y + C1). (157)
From Gronwall’s inequality, we have
KN
B[x{ " ta) | Fi] < Niulta — tr)e et = 22K,
and by Markov’s inequality, we have that
K{ N
P = 552 5, <.
€ s

Now, we will prove part 2. The proof is similar to the the proof for part 1. First, we have that there is a
mean-zero martingale (W,.(¢),¢ > t1) such that

t
Xy l(e) = W) + / (RS ) + G5 ) x5 ) ) d,

t1
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for all ¢ > t;. From , Lemma [L1f and r < s, for sufficiently large N, and for ¢ € [t1, t2],

E[X?E“ ] )\ftl] =0+E[/tj (Rgfl ) (y) + Gt x {totzl oy ))du

]

IN

B[ [ (Mot + s+ ) Y | 7,

t1
t
=Nr(t—t1)+ / (2s + T)E[X?():;’m](u) ’ ftl]du

ty

SNT(tQ—tl)—i—/ SSE{X(tl’t2 )‘]—'tl}du

ty

IN

Eut (Nr + (25 + )X (g ))du

We define
K} = 3@ (Cy + ). (158)
From Gronwall’s inequality, we have
E{X(tl’h t2) ‘]:tl] < Nr(ta — ty)e (271 = KéNT,
S
and the result follows from Markov’s inequality. O

Recall the constants Ko, Kom, K1 and K} defined in (155)), (156]), (157) and (158]). Now, we define the
following events in both cases:

K N
A = {oxfir e < K5 R (159)
€1 S
K, N
Ay = {thl Bl < 22 T} (160)
€1 S
In the recombination dominating case, we define
Ko Nrln(N
Al {‘Z[tll — X5 t1 \/ or | TnQ(T)}, (161)
s

while in the mutation dominating case, we define

Ay = {‘Z:L)tl](tg) — Xg(tl)‘ < ,/@ . A;”} (162)

Lastly, in both cases, we define
15
Ay =Am N ( N Ai)- (163)
i=12

Lemma 29. On the event Ay, for sufficiently large N, and for i = 1,2, we have

2
< 140

< ilts)
- + Xo(ty) — 2

2 Xi(t

L= ))( (164)

and
1—462

1+42

Proof. First note that if ¢ > 0, then the function g(x) = x/(z + ¢) is increasing on the interval (0, 00). Then,
from Proposition [2} on the event A(;), for sufficiently large IV,

< flta) <162

X (t) - (1—6%)e - (1—6%)e 142
Xi(t) +Xo(t) ~ (1—0%)e=Cr + Xo(ty) ~ (1—6%)e @+ (1+482)e= 2 7
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and ~
X1(t1) - (14 62)e= - (14 62)e= 14467

Xi(t) + Xo(t1) ~ (1462)e=Cr + Xo(ty) ~ (14+62)eCr 4 (1—62)e 2
By the same argument, we get the same bounds for X (t1)/(X1(t1) + X2 (t1)).
Now, recall the definitions of B and f in (142)) and (143)). By Proposition [2] (164) and the definitions of

t1,t2 and Cy in , (145 and (146]), for sufficiently large N, on the event Ay,
1
f(t2) =

1 _ —s(to—t
1+ <X1<t1>+)22<t1> 1>e (t2=t)
1
1+ (i — 1)e(Cn

=1-6°,

and
1

1 —s(ta—t1)
1+ (Xl(t1)+X2(t1) 1>e o
1
2 C
1 + (2(57152) - 1)67(024»01)
1
eC1 eC1 -1 52 .

1+(m—1)(m—1) (w)

From the way we define 6 and C; in and , we have e“1 > 8/§2 > 32 > 15/2, and
C1 Cl -1 2 C1 2 C1 -1
S N (N < SR | ° 1 < 2.
2(1— 62) 2(1+02) 3 5

1 1— 42

1+ 12j§2 B 1+62

This completes the proof of this lemma. O

f(t2) =

Thus, we have

f(t2) >

6.3 The proof of Proposition

Proof. Recall the definition of A,y in (163). From Proposition Lemma [27| and Lemma for sufficiently
large N, on the event Ay

L

=12

ftl) 21—46.

Thus, from Proposition [2 we have

P(Ag) = P(A(l) N ( ﬁ Ai)> > (1 - 4e) - P(AG)) > 1 - 2le.

i=12
From now on, we will work on the event A(z). By the definition of the event A5 in 1' the definition
of the function x in (144}, and Lemma for sufficiently large NV, on the event Ay,

X1 (ts) < a1(t2)N + (%)N

Xl(tl) 54
- (X1(t1) + Xz(t1)>f(t2)N " (Z)N
(55) 0w ()

4
(-4



and

_ 52 _ 52 4
> (57) (v - ()
2 4 4
4%*%*%*%%7

Both the upper and lower bounds for Xs(t2) follow from the same argument.
Now, we prove statement 2. Assume that we are in the recombination dominating case. By the definition

of Zgl](t) in , the definition of A;5 in 1' the inequality 1' and Proposition on the event A(y),

X3(ta) > X5 (t2)
=z (tg)elis Go)

> (Xg(tl) _ \/1(607" . W)e—r(tg—tl)

s

. (EpNrin(Nr) \/KO NPIn(NT) (cpreny s

- s € 52

o Nr ln(NT’) —(Ca4C1)-- — KOT' 1

= V' . S| Ky — ).

s e Nrln(Nr)
We define
K, =K, /2.

Because 1 < N7 and r < s, for sufficiently large IV,

K, Nrin(N
X3<t2)2%n(r).

By the definitions of A3, A14 and Ajs in (159)), (160]) and (161)), and by Proposition [2| we have that for
sufficiently large IV, on the event A,

X3(t2) = X5 (t) + X501 (1) + X {05 (25)
— 7zl (tg)elit Gy o x (il gy o x (it )

< <X3(t1) + \/K:’“ . ern(Nr))gs(tatl) + K Ne + K AL

52 € s € s

JF
<K1TN:1H<NT> N ¢K Nr 1n2<Nr>>62<cz+cl> LK Np K5 N

S € S € S
NV (e, (Ko L ooy K K1)
s tr e Nrln(Nr) e rln(Nr) e In(Nr)
We define the constant
K, = 2K e2(C2+0), (165)
Because 1 < Ny and p < r, for sufficiently large NV,
K3 Nrin(Nr
X3(ta) < %()
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Lastly, consider the mutation dominating case, where we will prove statement 3. The proof is similar to
the proof of part 3. First, by using (162) instead of (161)), for sufficiently large IV, on the event A(y),

X3(t2) > X\ (t2)
= 7 (ty)elif Got)e

> (X3(t1) — 4/ Kom Nu)e’"(t?“)
€ s
Kl_mNQ’MQ — Kom . & e~ (Ca+C1)-1
V e s
_ N? cem(Cron s (= _ [ Bom 1\
S tm e Nu

K = Ky /2

Y
A/~
®

We define

Since 1 < Ny, for sufficiently large N, on the event A ),

Ko N?p®

X5(t) > .

By the definitions of Ay3, A14 and A5 in (159)), (160) and (162, and by Proposition [2| we have that for
sufficiently large N, on the event A,

Kf:mNQtu’Q_;'_ ,KOm.@ eZS(tZ—tl)_i_ﬁ.ﬂ_Fﬁ.M
S € S € S € S

N2u2.<(K1+ L [Eon 1>6z<c2+c1>+f<£.1+f<é. r )

X3(t2)

IN

s e Nu e Np e Np?
We define the constant
K, = 2K, e*( @, (166)
Because 1 < Ny and r < Np?2, for sufficiently large N,
K+ N2,2
X3(t) < 27"7”
S

This completes the proof. O

7 Phase 3 and the proof of Proposition

In this phase, we will use martingales and submartingales to approximate the number of type 0 and type 3
individuals. The ideas of the proof are similar to those used in phase 1. At the end of this section, we will
give a proof for Proposition

We define the constant

K+
Cy—3—1In ( 2r> in the recombination dominating case
+

52
Oy = % (167)
Cy—3—1In < 622’”) in the mutation dominating case,
where the constants K;;. and K;;n are defined in the equations 1' and li We define the time
1 52 3. . . . .
—In|{ ————— ) + — in the recombination dominating case
_Js purIn(Nr) s

ts = 1 2 (168)
S| —— )+ 2 in the mutation dominating case.
s Nu? s
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Next, we define the following stopping times:

t
T5:inf{t2t2 :5/ Xs3(v)dv > 1}, (170)
to
To = inf {t > to : Xo(t) > dNe 51730 (=t2)1 (171)
T(g) =Ty NT5 N\ Tg. (172)
In both cases we define
Ag = {Tu > t3 N1 (3)}, (173)
Ay = {X([)tQ](t AT(z) < g - Ne 30300 =) - for all ¢ > tg}, (174)
tsnT(s) |

Apg = {s/ Xy(v)dv < 1}. (175)

ta

In the recombination dominating case, we define the following events:
e3+(C3—Cs) N
Ayg = { XSt AT : e sU=3DATs ~t2) - for all ¢ € [ty,t 176
19 { ( (3)) . hl(N’I’) e , Ior a c [ 2, 3] ( )
52 Nu
Agy = { X231 A T : 177
20 { ( ®) < eKy ) rin(Nr) (177)
52 N
Agy = ¢ XS04y AT, LS. 178
2t { ( (3 )) 6K2+7 In(Nr) (178)
2¢4K}  Nrin(Nr
Ay = { sup |22 (8 A Tis)) — Xg(tg)‘ < \/ 2r ,E )} (179)
tE[t2,ts] € §

In contrast, in the mutation dominating case, we define

Mo = { X200 T < T, o all € i 1] .

e3+(C3702) r
€ 2
52 1
Agg = 4 X128 (13 A T1a)) < ( )} 180
20 { 3 (t3 AT (3)) &) n (180)
Agy = x{t) (43 A Ta) < i (181)
(3) 6K2m ,LLZ ’
[2e4K} N
Agg = { sup Zg/z](t A T(3)) - Xg(tg)‘ < = m M}
tE(ta,ts] € S
Lastly, in both cases, we define
22
A(3) = A(g) N ( ﬂ Ai). (182)

=16

We will first give bounds on the growth rates of type 0 and type 3 populations.
Lemma 30. The following statements are true.

1. Ift € [ta,Ty), then Go(t) < —s(1 — 39).

2. If t € [to, Ty), then —s(1+ X3(t)) — r — 2 < G2 (#) < —s(1 — 38) + .

3. Ift € [ta, Ts), then s(1 — X3(t)) —r < G3(t) < s(1+ de=>(1=30)(=t2)),

4o It € [ta, Ts), then s(1 — Xa(t)) —r < GY2")(t) < s(1 4 fe—s0-30)(t=t2)) 4.
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Proof. By the definition of Ty in (169), if t € [ta, T4), then X, (t) + X5(t) > 1 — 36, and from (43), we have
that Go(t) < —s(X1(t) + Xa(t)) < —s(1 — 35). From , if ¢t € [ty, Ty), then G\ (t) < —s(1 — 38) +r,
and by using the fact that X1 (u) + Xo(u) + Xs(u) < 1 for all uw > 0, we also have that G(()ir"’%](t) >
—s(14+ X3(t)) —r —2p.

Now, from the definition of T in (171)), if ¢ € [ts,Tg), then the equation implies that G3(t) <
s(1+Xo(t)) < s(1+des(1=39=t)) "and G3(t) > s(1 — X3(t)) — r. Part 4 follows directly from part 3 and
(9). 0

7.1 Results on type 0 individuals
Lemma 31. For sufficiently large N, on the event Ay, we have P(A{;|F:,) < 64.

Proof. First, from part 2 of Proposition [3} on the event Ay, we have that Xo(t2) < N — Xy (t2) — Xa(t2) <

362N. From Proposition @ the process (Z([,t2](t A T(g)),t > t3) is a martingale. Hence, by Lemma |30 and
Doob’s maximal inequality, for sufficiently large IV, on the event A,

N
P(Af7|Fe,) = P<SUP X[ ](t/\T( et 30)(tATie ~t2) > L '.th)

t>to

t>ts -

6N
sup X0 (t A T))e — D Go(v)dv ‘5%)

P(tS;IF Z0 (tAT(s)) > — ‘ .7:,52)
E)
= SN/2
_ Xo(t2)
ON/2
< 64,

which proves the lemma. O
Lemma 32. For sufficiently large N, we have P(A{q|Fz,) < €.

Proof. We will first prove this result in the recombination dominating case. By Proposition the irocess

W(J(:Z”ta](t NT3)),t > tg) is a submartingale. Also, note that from the definitions of ¢5 and t3 in (146 and
(168), we have that

1 S 03 - CQ
tg —t l . 183
8T (rln(Nr)) s (183)
From Proposition Lemma [30] part 2, , and the definition of T5 in (170]), we have
t3AT(3) w (b, t3]
BWi (t A Tig)) ‘]—'Q} = / Ry () Jiz Gor ™ (”)d”du‘fb}
to
t3/\T(3) w ~
<E / Nrelia S(1+X3(”))+’“+2”dvdu’ftz]
LJto
tsAT(3) T o
<E / Npes(u—t2)+ [ ng(v)var(rJrZ,u)(tgtg)du‘ft2:|
LJt
2 t3
< €1+(T+2p,)(t37t2)N,r,/ es(uftg)du
to
< 61+(T+2p,)(t37t2) . eS(tS*tz) . &
S
< s —ta)  Os=Cy NV (184)
- In(Nr)
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Because 1 < Nr and r < s, for sufficiently large N,

gln (rlniNr)) Sln (r> <1,

and it follows that

r(ts —to) < 1. (185)
Also, since y < r, we have
/J(t3 — tQ) < 1. (186)
Hence, from (184]), for sufficiently large N, we have
N
Elwlttlg, AT ‘]—' } < 2H(Cs=C2) | .
[ or " (ts @)|Fe| <€ In(Nr)

Thus, from (185]), Lemma part 2 and Doob’s maximal inequality, for sufficiently large N,

3+(C3—C2) N
F) = X(tg,tg] £ A Tg))et 180 (AT ~t2) 5 € . F
P(Afg|F1,) (t;tigg (t A Tiz))e ¢ In(Nr) | 7"
3—r(ts—t Cs—C!
P( sup Xé? ts](t/\T( e e3(1=88) (tAT(a) —t2) —r(ts—t2) > 3 r(ta—t2)+(Cs=C2) N ‘ t2)
te[ta,ts] € In(Nr)
62+(C3—C2) N
< P sup X(?,ts] tAT 3(1—36)(t/\T(3)—tz)—r(tg—tz) > X F )
(te[tg,tg 0 ( ) € In(Nr) | 7"
tAT, to,t 2+(C3—C2)
< P( sup X(tz’t3](t/\T( e ~foy @ G2 "8 (w)dv > . N ]:t2>
te[tg tg € ln(NT)
2+ (Cs—C2) N
=P| sup W(tQ’td] tAT, . ‘ F, )
(te[tz,tg ( @)= € In(Nr) b2

Now, for the mutation dominating case, we observe that from the definitions of t; and t¢3 in (146]) and

(168), we have
1 S 03702
tg —tyg = —1 . 1
3~ ta= < H(NM2)+ . (187)

From the fact that 1 < Ny and p < s, we have
Cs —C
(s — 1) < P1m (8) LG =G
s 1 s
Also, from r < s and (14]), we get

3) LG =G

T(tg—tg)grh’l(
S yz S

which show that ((185)) and (186]) also hold in this case. By following the same argument as in the recombi-
nation dominating case, we obtain that for sufficiently large IV,

3

E[W““B](t ATiz) ’]—"4 < 2H(Cs=C3) | u2

and P(ASq|Fr,) <e. O

7.2 Results on type 3 individuals
Lemma 33. For sufficiently large N, we have that for t € [ta, 3],

3
fﬁ} < ‘ 7Nﬂ '€S(t7t2)7

FE Xé:é’ta] (t N T(g)) 5

and P(A20|ft2) Z 1—e.
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Proof. The proof is similar to that of Lemma First, recall that the process (Zéff;’ta](t ANT(z)),t > tg) is a
mean-zero martingale by Proposition E By (45)), for all ¢ > to, we have

JT® Gy (w)dv 3 (ta,ts] il (t2,ts] = it Gs(v)dv
{ to 3 X3m7 (t/\T(g))’]:tg} =F Md ’ (u)e to du ft2 s

12}

From , Lemma [30] part 3, and the definition of T; in (170]), we have that for every t € [to, t3],

tAT(3) v () tAT(3) w % d
E|:/ M§t2,t3](u)e* Ji Gs(v) Y du ]:tz] < E|:/ Nup-e S s(1=Xs(v))—r Udu‘ft2:|

tg t2

tAT(s) Ts ¢
< N,u . E|:/ e—s(u—t2)+s ftz Xg(v)dv+r(t3—t2)du ]:tg:|

t

’ t
< 61+r(t37t2) . N,U, / efs(uftg)du

)

< eltrta—t2) | & (188)
o s

From (|185)), for sufficiently large N and for all ¢ € [to, 3],

tAT(3) u 2N
E[/ M () e GS(v)d”du‘}}z] <F

to S

Also, by Lemma 30| part 3, we have that for all ¢t > ¢o,

75(1735)(v7t2))dv .

AT 3) -/, s e
|: ft 3 G3(v)de§7;2L7t3] (t AT(3))‘.Ft2:| >e fttz (1+6 E{X(tz,ts](t A T(3))"Ft2:|

> —S(t tz)

E [X“2 ol A Tig) ‘]—}2}

Therefore, using that § < 1, for sufficiently large N, we have that if ¢ € [t2, 3], then

E[Xéfi’tg](tAT(?)))‘fw} <ot M pntemt) < € N stita)

S S

It follows from this inequality, along with (183]), (187) and the definition of C5 in (167) that in the recombi-
nation dominating case, for sufficiently large IV,

SN N 5’ Nu
B|x{" (5 ATy ‘ < G gslta—ta) — 3+(Co=Ca) YK _ (07 ) IVH
[ am - (ts N i) ]:tz] =" ° ‘ rIn(Nr) Ky.) rin(Nr)’

while in the mutation dominating, for sufficiently large N,

3 2
(ta,ts] NP ety [ O 1
B[x{2 )t 7 Ts))| 7| < N ettt = <Kz+m> -

Thus, by Markov’s inequality, in both cases, we have that P(ASy|F:,) < e. O
Lemma 34. For sufficiently large N, we have that for t € [ta,13],

3
e’Nr s(t—t2)
. 6 5
s

E [ng?’t?’] (t A Tys)) ‘]—}2} <

and P(A21|]:t2> Z 1—e.
Proof. The proof is almost exactly the same as that of Lemma[33] Recall from Proposition [7]that the process
(Z;g?’ta‘*](t AT3)),t > t2) is a mean-zero martingale. By , for all ¢t > t9, we have

tAT(3) _(to.t3] tAT(3) qlat
{ —fiy P G52 (“)d”X?()tf’m(t/\T(g))‘]-'h} :E[ / RY19) (e I G5 @)dv gy,

to

)
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From , we have that Rgtz’te‘] (u) < Nr for all u > to. Using the same reason as in 1 , for every
te [tg,tgy»,‘],
t/\T(s) “ (tg,t3]
R e
to S
Also, by Lemma [30] part 4, we have that for all ¢ € [t5, 3],

tAT,
(3) q(t2.t:
G3r2 3

] _rt (s e—s(1=38)(v—t ) dv
E[e_ftg (U)dUXaE?’tg](t/\T(s))’ftz] ze i (om0 000712 ) -E[Xg(,iz’m(f/\T(s))‘ftJ

> e*S(t*tg)*

= () g [Xéiz’ts] (tAT(3) ‘]:b} :

Therefore, using that § < i, from (185]), we have that if ¢ € [t2, 3], then

3
E{X?Eiz,m](tAT(a))‘]:tz} < olH2rlta—ta)+ 5 AT st < ¢ N7 s(t—ta)
S S

It follows from this inequality, along with (183)), (187) and the definition of C5 in (167) that in the recombi-
nation dominating case, for sufficiently large NV,

. SNy N 52 N
E[X05 43 A Ta)|F,) € S eattamta) = gavesmen . N (0 ). N
ar (3 A T() | | < P c In(Nr) In

while in the mutation dominating case, for sufficiently large N,

3 2
(ta,ts] Nt taty [ O r
E[X3r2 ’ (753/\T(3))’]:t2} S — e (ta—ta) — (K;m> o

Thus, by Markov’s inequality, in both cases, we have that P(A$;|F:,) < e. O

Next, we will bound the probabilities of the events A4, A1g and Ass, but we will need an upper bound
for the term E[Xgﬂ(t AT (3))|F,] first.

Lemma 35. For sufficiently large N, for all t > t3, on the event Aoy, we have

+
eKJ Nrin(Nr) . psli—ta)
s

in the recombination dominating case
BXY A Tg)| ] <
Ky N2 12

s

ces(tt2) in the mutation dominating case.

Proof. From Proposition |§|, we know that (Zgz}(t AT),t > t2) is a martingale. So, from 1' Lemma
part 3, and the fact that § < %, for all t > to,

tAT,
E [Zgﬂ (t A Ti3) ‘ftz] =F [X:’[f2] (A Tggy)e Ja  Gal)av

)

t/\T(S)

>FE [ngt2] (tA T(g))@7 Jtg S(1+66_S(1—35)(”—t2>)dv

7|

ot o—s(1-38)(v—12)) g
>e ftz (1+5 2 )d E[X?EtQ](tAT(S))‘ftQ}

> e—s(t—tg)—

=0 [X?Et2] (t A Ti3) ‘]-"tz}
> e B X[ (A Tig)| R
Therefore, for all t > to,
B XA T(3))‘-7:t2} < 6S(t*t2)+1E{Zp£t2](t A T(3))’ft2} = ezl (1) = T Xy (1),

and from the upper bound of X3(t2) on the event A,y in Proposition (3} the result follows. O
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Lemma 36. For sufficiently large N, on the event Ay, we have P(Aig|Fy,) > 1 — 62,

Proof. In the recombination dominating case, from Lemmas [33] [34] and [35} we have

tsnT(s) |
E[s/ X;5(v)dv }
to

t3 ~
g/ S(E[X[ o A Tiay)|Fia | + B[ X520 A T | +E[X§ff*t3](uAT(g))(ftQde
ta

t3
< / (eK;;rln(NT) cet(vTt) g8y es(vTte) 4 g3 g es(”*tz))dv. (189)

ta

Because 4 < r and 1 < Nr, along with the definition of C3 in (167]), for sufficiently large N, on the event

A2y, we have
t3/\T(3) _
E {5/ Xs(v)dv
ta

t3
} S/ K rin(Nr) - esvt2) gy
ta

3+
e’ Ky rin(Nr) oslta—ta)
s
e3+(03702)K;;

=52

Thus, by Markov’s inequality, we have P(A$g) < §2.
For the mutation dominating case, we can follow the same argument. Note that in this case, instead of
getting (189), Lemma [35 gives that

tanT(s)
E[s/ Xs3(v)dv
to

Because 1 < N and r < Npu?, for sufficiently large N, on the event A(2), we have

t
- / 3 (eK;r N,UQ . es(v—tz) + 63 o es(’U—tz) =+ 63 o es(v_tQ))d’U.

ta

7l

t3/\T(3) N ts
E[s/ X3(v)dv ftz} S/ SKS Nu? - et gy,
to to
and by following the previous argument, we prove the result. O

Lemma 37. For sufficiently large N, on the event A(y), we have P(Aga|Ft,) > 1 — €.

Proof. We first consider the recombination dominating case. From Proposition [0} part 3 of Lemma
Lemma and (|185)), for sufficiently large IV, on the event A(y), we have that

EIIC) u
Vr (247t 0 T | 7) = B[ [ 00" (50 4 DY ) X | 7
LJ 2
T ptaAT, ~
<E / 3N\ (3) 6_2‘[;; (s(l—X;»,(v))—r)dv . 2X1£t2](u A T(3))du ]:t2:|
LJta
O —2s(u—ta)+2s [ X3 (v)dv+2r(tz—ts) [t2]
<FE e t2 2X37 (u N Tigy)du | Fy,
to
< / e~ 2s(umta) i 2tar(ts—ta) 2E{X“ﬂ(uATd> \ftz}du
t
< 9e2t2r(ts—t2) / 3 e~ 2s(u—t2) | el NrIn(NT) cesumt) gy (190)
to s
_ 2 KN In(NT) / .
S to
2K Nrin(Nr)
— 82 N
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It follows from this inequality and the L? maximal inequality that

2

24K Nr 1n(N7")>
. <e
€ s

P(A3,) = P( sup Z:L,tQ](t/\T(B)) —Xs(tz)‘ > \/

tE€(ta,ta]

For the mutation dominating case, the argument is exactly the same except at (190), the upper bound
from Lemma |35| gives

ts K N?
Var(Zgz](tg ATs)) ‘ ftQ) < 9e2t2r(ts—t) / o-2su—ta) | VI ) g,
to S
< 264K2+m]\72,u2
— 52 )
and the result follows by applying the L? maximal inequality. O

Lemma 38. For sufficiently large N, on the event Ay, we have P(Ag|Ft,) > 1 —0.
Proof. First, by the definition of Tg in (171]), we have that

X(tg/\Tg))<6N+1<%

It follows from this inequality, Markov’s inequality, Lemma and Lemma [34] that for sufficiently large N,
on the event Az, we have
P(Ty = t3 NT(3)| Ft,)
= P(X:(ts A T(3)) + Xa(ts A T(5)) < (1—=30)N | Fy,)
= P(Xo(ts AN T3)) + X3(ts AT5)) > 36N | Fy,)
< P(Xo(t3 NTsy) > %TN ]—'t2> P(Xg(tg NTsy) > %—N ‘ J—'tQ)
2

<04 B[Xalts A Tey) | 7] - 2o

T 2
- < EXY(ts A Ti) | Foo] + B[ X5t A Ti)) | o] + B[ X5 ts 1 Tig)) | ftQD e
) 1 eENp eSNr . 2
< <E[X3[,t ](t?: ANT(3) ’ -Ft2_ + s eslta=ta) 4 S es(ts t2)> "N (191)

At this point, the calculation splits between the two cases. In the recombination dominating case, by (191]),

(183), Lemma [35] and the definition of C in (167)), we have
P(Ty = t3 N T(3)|Ft,)

+
< W CeS(ta—t2) | egﬂ Ces(ta—t2) | 63& CeSlta—t2) ) _2
- S s s 30N

3+(C3—-C 3+(C3-C:
(e 4 1 N E Ay

rIn(Nr) i In(Nr) 30N

2e25  2e31(Cs-C2) 1 1
-3 + 36 . <7"1n(N7‘) + ln(Nr))'

Because 1 < Nr and pu < Np? < rIn(Nr) , when N is sufficiently large, on the event A(2), we have that
P(A%‘]:b) = P(T4 =13 A T(3)‘]:t2) <.
The proof for the mutation dominating case is almost the same, except at (191)), where Lemma |35 gives

ek Nzu e N,u e3Nr 2
P(Ty =t AT < 2m s(t3 t2) s(t3 t2) . S(tg—tQ) i
(T =15 A Ti»)lF2a) < ( s L s L s 30N
2e725  2e3+(Cs—C2) 1 r
-3 7 36 ' (Nu + N;ﬂ)
The result follows from the facts that 1 < Ny and r < Np?. O
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We have just finished showing that each of the events A6 to As1 conditioned on F;, occurs with probability
close to 1 on the event A(s). In the next step, before we eventually prove Proposition 4] we are going to show
that on the event A3y, we have that T(z) > t3.

Lemma 39. For sufficiently large N, on the event A(s), we have that T(g) > t3.

Proof. In this proof, we are working on the event Asy. By the definition of event A6 in , we know that
Ty > t3 AN T3, and from the ways we define T5 and A;g as in and (175), we have that T5 > t3 A T(3).
So, by the definition of T3 in , it is left to show that Tg > t3 A T(3).

In the recombination dominating case, by the definitions of the events A7 and A9 in and (176, if
te [tg,tg}, then

Xo(t A i) = Xo™) (t A Tis)) + X577 (A T))
§  e3t(Cs—C2) 1
— + .

(2 € In(Nr)

<

) . N€78(1736)(t/\T(3)7t2) .

Since 1 < N, for sufficiently large N, we have that Xo(t A T(3)) < SNes(1=30)(ATw) =) for all t € (ty, t3].
Therefore, by the way we define T as in (171]), we have that Ts > t3 A T(3).
For the mutation dominating case, by following the same argument, we have that for all ¢ € [t, t3],

X T §  e3t(Cs—C2) r
tA <= .
0(tA i) < (2 +— N2

> - Nes(1=38)(tATi) —t2).

and the result follows because r < Nu?. O

7.3 The proof of Proposition
Proof. Recall the definition of A3 in . From Lemmas and for sufficiently

large N, on the event A, we have

o

=16

J-"tz) >1—4e— 176 — 62
Thus, by Proposition [3| for sufficiently large NV,

22
P(A) = P(A(g) (N Ai)) > 1 de— 76— 8% — P(Af) > 1 —25¢ — 76 — 6°.
=16

large. So, by the definition of Ty as in (171)), we have Xo(t3) < 6Ne 5130 {ts—12) "and by using the definition
of t3 in ([168]), we prove the first part of the proposition.
For the proof of the second part of the proposition, we define

Next, assume that we are on the event As). It follows from Lemma@ that T3y > t3 when N is sufficiently
‘

KQ—Te(C;;—CQ)—Q

2
Ky = (192)
K;me(CB_CQ)_Q

2
We will first prove the recombination dominating case. From (55, the definition of the event Ass in (179),

in the recombination dominating case

in the mutation dominating case.
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and Proposition [3] we have

X3(ts) > X5 (t3)

3
+
> <X:£t2](t2) - \/864K2T A IHZ(NT)>eftt§’ Gs(v)dv
€ s
— +
S (KQTNT In(N7r) \/8€4K2T _Nr ln(Nr)>eff’23 Gia(v)do (193)
- s € 52
+ t
— (ks - 8et K, . 1 ' Nrln(Nr) i3 Gawydv
€ Nrln(Nr) s

Since, 1 < Nr, for sufficiently large N,

_ 8etK, 1 K,
K2T_\/ € .ern(Nr) > 2 > 0.

Hence, from Lemma the definition of T5 in (170)), inequality (185)), and the definition of K3 in (192)), for
sufficiently large N, we have that

K27r . Nr hl(N?") . eftt; (S(l*Xg(U)dU)*T)d’U

X5(t3) >
3(t3) > 5 S
_ K, Nrin(NT) . gS(ta—ta)—r(ta—tz)—s [}3 Xs(v)dv
2 S
> @ ) N’rh’l(N’l") . es(tg—tg)—Q
- 2 s
. K;,‘e(CS_CZ)_2N
2
= K3N.

For the upper bound for Xs5(t3), from (55)), the definition of the event Ags in ((179), Proposition (3 the fact
that § < i, and the definitions of C5 in 1) we have

X} (tg) = 247 (t5)e iz G0

< (ng](b) n \/8@41{;; ' NTIHQ(NT))efttQBS(1+§e—s(1—3é)(“—t2))dv

€ s
< K;ern(NT) n 8€4K5; . Nrin(Nr) p5(ta—t2)+ 125 (194)
- s € 52

< | K3+ Stk ! (et y

- r € NrlIn(Nr)

8K 1
_ —2¢2 (Cg*Cz)Jrl 2r
= 1) . . N.
(6 e \/ € Nr ln(Nr))

Since 1 < Nr, for sufficiently large NV, we have ng}(tg) < ‘?TN. It follows from the definitions of the events
Agp and A as defined in (177) and (178)), along with the facts that 4 < Nu? < rIn(Nr) and 1 < N7, that

éffl’% (t3) < EN and X?():‘Q’%](t;g) < ‘SZTN. Therefore, for sufficiently large

for sufficiently large N, we have X 3

N, we have X3(t3) < §°N.
We will now consider the mutation dominating case. Following the same argument as in the previous

case, due to the differences in the definition of Ay and the lower bound of Xi)[fﬂ(tg) from Proposition
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instead of having inequality (193)), we will have

— 2,2 + .
Xa(ts) > ((KamN07  [8 K N g5 Gawyan
- s € s
2//[/2
S

_ (k- BedKS 1 N
- 2m € NH/

2 Gs(w)dv

Because 1 < Ny, for sufficiently large N, we have

8etKy 1 - Ko
€ Np 2

KQ_m - >0,
and by using the same argument as in the previous case, we have that X3(t3) > K3N. For the upper bound

for X3(t2), due to the differences in the definition of Az and the lower bound of X?[fQ] (t3), instead of having
inequality (194)), we will have

[(;_WLJVZHJ2 + 864K;_m . ]V:u)es(tg—tz)-l-l_%{;
S € S

x3(ty) < (

+
< <K;‘m + % . ]\:fllu>e(C3C2)+1N

+
= <6_252 4 (Cs=C2)+1 7864}(2”1 . 1>
€ Nu

and because 1 < Ny, for sufficiently large N we have X I 2]( t3) < ‘SZTN. Lastly, it follows from the definitions
of the events A9y and Ay as defined in and , along with the facts that 1 < Ny and r < Npu?,
that for sufficiently large N, we have Xéffl’t?’ (t3) < 5 , and X(tz’tg]( t3) < ‘PTN. Thus, for sufficiently large
N, we have X3(t3) < 62N. O

8 Phase 4 and the proof of Proposition

The main result in this phase can be proved using eorem 24] as we did in phase 2. First, we define
X(t),q,a, 8,b and b as in ., h 140) and ((141)), respectively. Next, we define a random
variable B* such that on the event that X3( tg) > O we have
1

B* = X 1. (195)

The definition of B* when X3(t3) = 0 is not of interest, as we will work only on the event Ay, on which
from Proposition l we know that Xj (t3) > 0. Next, for ¢t > t3, we define

1

@)= TE Bros—to) (196)
and define
J)*(t) _ (.’IJT(t%.’I};(t),LIZ‘g(t)) _ f*<t) ((1 - X2§:2t;)X3(t3))e—s(t—t3)7 (;{zgzz;)e—s(t—ta)7 1) . (197)

One can check that
2t (t3) = 1 — Xo(ts) — Xs(ts) = Xo(ts) + X1(t3),
w3(t3) = Xo(ts), (198)
w3(t3) = Xs(ts),

and, for all ¢ > 3, we have
() +a5(t) + z5(t) = 1. (199)
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By computation, we obtain that

d SB*e—s(t—tg)
¥ — — *  —s(t—t3) [ £ 2
dtf (t) (1+B*e,s(t,t3))2 SB € 3 (f (t)) ?
and (i)
d —s(t— * se” " —s(t— *
& T 0) = ey = e @),

which along with (197 imply that

d * _ —s(t—ts * 2 X
G0 =sem (- 1 .

From (T40), (T96), ([97) and (T99), for ¢ > 3,

b(a(t) = s( — @5()2](t), —w3(t)a3(t), (1 — 25 (t))a5(t))

= st (- LTl Kl g

X3(ts) X3(ts)
Therefore, for t > t3, we have £a*(t) = b(z*(t)), and
t
(1) = 2 (ts) + / b(a* (s))ds.
t3
Lastly, we define
Cy=Cs+In (i—1)(i—1) (200)
4 — 3 62 K3 )
2
lln LA + g in the recombination dominating case
s purIn(Nr) s
ty = (201)
2
lln i + g in the mutation dominating case,
s Nu? s
K2N
Agz = { sup |X;(t) —z;(6)N| < 372 for i = 1,273}, (202)
t€[ts,ta] 46
Ay = Ay N Aas, (203)

where K35 is a positive constant that was defined in (192)).
Lemma 40. For sufficiently large N, on the event Ay, we have P(Ag3|Fy,) > 1 — €.

Proof. The proof is almost exactly the same as the proof of Recall from section [6] that k is a constant
not depending on N such that ks is a Lipschitz constant of the function b. We define

A* K3267k‘(04703)
N 1262 '

and L = 48/N. We also define
O = {IX(t3) — 2" (tz)| < A"}

o5 = { [ p0xien - ooxcian < &}

ts

o = {[ (X (t))dt < Lts tg)}.
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First, we consider the event €f. From Proposition for suﬂimently large IV, on the event A(3), we have
X3(t3) > 0, which means z*(t) is well-defined. So, by (198]), for sufficiently large N, on the event Asy, we
have

[X(t3) —a*(t3)] < [Xi(ts) — a7 (ts)] + | Xa(ts) — w3 (ts)| + | Xa(ts) — 235 (t3))]
= Xo(t3).
From the upper bound of X (t3) in Proposition along with the facts that r In(Nr) < s in the recombination
dominating case and Nu? < s in the mutation dominating case, for sufficiently large N, on the event A3
we have |X(t3) — 27(t3)| < A*. So, for sufficiently large N, we have Q5° € Af;)
Next, by similar arguments to those used to prove that Q§ = ) and Q5 = (} in Proposition for sufficiently

large N, we have that Qi¢ = () and Q3¢ = (). Therefore, by Theorem [24] the definitions of ¢3 and ¢4 in (168))
and (201), along with the fact that 1 < N, for sufficiently large N, on the event A ), we have

. AA(Ls —t3)  [192(Cy — C3)\ [ 1
P(A23i]:754) < A*2 = A2 m <,

which proves the result. ]

Here, we will give a proof for Proposition

Proof of Proposition[5 First, from the definition of A4y in (203)), and Propositions {4] and for sufficiently
large N, we have
P(A(4)):P(A(3)QA23)Zl*é*P( (3))>17266775 52,
From this point, we will work on the event A(4). From the definition of B* in and Proposition , we
have 1 1
——1<B*<——1 204

By the definitions of f*(t),ts,ts,C3 and Cy in , , and (| -, respectively, along with
the inequality (204)), we obtain that

1 1 1
fr(ts) = < — = 1- K3, (205)

xo—(Ca—Cs) -1 -1
1+ Bremtta®s 1+ (% -1) (& -1) 1+ (& - 1)

1 1

1 1y =1 2 1 -1
1+ (1) (&-1) 14 (% - 1)
Note that from Proposition [4] it is clear that K3 < §2. Using this fact, the definitions of As3 in (202)), the
definition of z3(¢) in (197)), along with (205) and (206]) , we have

KZN KiN _ K2 3K,
) *fg(t4)N+ 4(52 ~ <1K3+462>N <14)N,

and

[ (ta) = =1-6% (206)

Xs(ts) < x5(tg) N + —=—

46
and K2N K2N K2 52
5
* 3 _opk 3 2
Lastly, using that K3 < §2, the definitions z3(¢) and A25 in and -, along with . and (205)), we
obtain that
K2N
X1(ta) + Xa(ts) = (27(ta) + 25(t2))N — 2‘:’52
B K2ZN
= (- 3N - 25
. K2ZN

K2
- (k- )

K3N
=
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This completes the proof of this lemma. [

9 Phase 5 and the proof of Theorem

The technique used in the proof involves coupling with a branching process, similar to the proof of Lemma
We begin by defining

1
t5+ = t4 + m . ; IH(NS), (207)
1
ts— =ta+(1-9)- 3 In(N's), (208)
Tr = inf{t > t; : X3(t) = N}, (209)

Ty = inf{t > t,: X3(t) < N —|26°N |},
A(5) = A(4) N {t5_ <T7 < t5+}.

First, we will show that with probability close to 1, T7 < Tg and T < t54.
Lemma 41. The following statements hold:
1. For sufficiently large N, on the event Ay, we have P(T7 < Tg|Fy,) > 1 — €.
2. For sufficiently large N, on the event Ay, we have P(T7 <5, |Fy,) > 1 —€—6.

Proof. We are going to consider the process (N — X3(t),t > t4). For t > 0, let B(t) and D(¢) be the rates
the this process increases and decreases by 1 at time ¢. This process increases by 1 when a type 3 individual
dies and is replaced by an individual that is not type 3. Type 3 individuals die at total rate of (1 —2s) X35(¢),
and the probability that the replacement is a type 3 individual is

(1= 7)Xs(t) + r(Xi(t) + Xa(t) (Xa(t) + Xs(1)).
Hence, this process increases by 1 at rate
B(t) = (1 —28)X5(t) (1 — (1 — r)X3(t) — r(X1(t) + X3(t))(Xa(t) + X3(1))).

The process decreases by 1 when an individual that is not of type 3 dies and is replaced by a type 3, or a
mutation occurs on a type 1 or 2 individual. This occurs at rate

D(t) = (Xo(t) + (1 = 8)X1(t) + (L = $)X2(t)) - (1 =) Xa(t) + (X1 () + X(1)(Xa(t) + Xa(1)))
+ (X () + Xa())-

Then, for all ¢ > 3, we have

B(t) =

( )(1 = Xa(t) + r(Xo(t) Xa(t) — X1(t)Xa(1)))
< (1—28)X3(t) (1 — X3(t) + rXo(t))

< (1 - 25)(1+ ) X3(t)(1 — X3(0))

< (1=2s+r)X3(t)(1 — X3(¢)),

1—2SX3

and

(1= 8)(Xo(t) + X1 (t) + Xa(t) - (1 — r)X3(t)
=(1—s)(1—7)X5(t)(1 — X3(t))
> (1—s—7)X3(t)(1 — X3(t)).

D(t)

v

Hence, we can think of the process (N — X3(t),t € [t4,T%]) as a birth-death process in which each individual
gives birth at rate bounded above by (1 — 2s 4 r)X35(t) and dies at rate bounded below by (1 — s — ) X3(t).

Let (Y(t),t > t4) be a birth-death process in which each individual gives birth at rate b(t) = (1 — 2s +
) X3(t), and dies at rate d(t) = (1 —s—r)X3(t), and Y (0) = N — X3(t,). It is possible to couple the process
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(Y(t),t > t4) with the process (N — X3(t),t > t4) such that for any time ¢t > ¢4, we have Y (t) > N — X;5(¢).
This implies that if the process Y reaches 0 before [252N |, then the process N — X3 will also reach 0 before
|262N |, which means that T; < Tg.

Here, since we are only interested in the probability that the process Y reaches 0 before 262N |, we will
consider the induced discrete-time jump process of (Y (¢),t € [t4, T7 ATz)). It is an asymmetric random walk
process that jumps up by 1 with probability

b(t) _1—-2s+r
b(t)+d(t)  2—3s ’

and jumps down by 1 with probability

ait)  1—s—r
b(t) +d(t)  2-3s

On the event A4, we have from Propositionthat N — X3(ty) <56°N/4. Let g= (1—s—71)/(1 —2s+7),
and note that because r < s, for sufficiently large N, we have

1-1.1s

> 5o,
1= 1 "19s

For sufficiently large N, on the event A4), conditioning on the event N — X3(t4) = k, the probability that
this asymmetric random walk reaches 0 before [2§2N | is

s\ 302Ns/4
1 " -1 SN S q(sf S20N g 3N/ S (1-1.99)" /
ql2®N] 1~ = - (1—1.1s)Y/s 7

and note that this upper bound is no longer depends on k. Since s < 1, when N — oo, we have

(1—1.9s)1/s . e s
=€ .
(1—1.1s)l/s = e 11

Also, because Ns > 1, it follows that when N — oo, we have

(1 -1 98)1/8 (n—28)N's
S 0.
((1 - 1.15)1/s> ~

Thus, on the event Ay, for sufficiently large N, the probability that the asymmetric random walk reaches
0 before [262N | is bounded below by 1 — e. Therefore, through the coupling, for sufficiently large N, on the
event Ay, we have P(Ty < Tg|F3,) > 1 —¢€.

We will now prove part 2 of this lemma. It follows from part 1 that, for sufficiently large IV, on the event
A

P(T7 <ts54|F,) > P({Tr < t54. 3 N {T7 < T3} F,)
= P(T7 < T8|]:t4) — P(t5+ < T7 < Tg|]:t4)
21-6-P(t5+ <T7/\T8|.Ft4).

So, we only need to show that for sufficiently large IV, on the event Ay,
P(t5+ <Ty A T8|.Ft4) <. (210)

Now, for t € [0, (T7 A Tg) — t4], we define

)\(t):/o X3(ty + v)dv,

and for t € [0, \((T7 A Tg) — t4)), we define Y*(t) = Y (A71(t)). The process (Y*(t),t € [0, \((T7 A Tg) — t4))
is a birth-death process satisfying Y*(0) = N — X3(t4), where each individual gives birth at rate

b*(t) = AT\ TH#) =1 — 25 + 1,
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and each individual dies at rate
d*(t) = d()\_l(t))()\_l(t))’ =1—-s5—r.

For sufficiently large IV, on the event that t5, < T7 A Tg, we have

Ats —ta) = /o T X3(ts +v)dv > (1 - LQ(S;[NJ ) (tsg —ta) > (1= 28%)(tsy —ta) = éln(NS)

It follows that,

P(t5+ <T7 N T8|]:t4) = P({Y(t5+ — t4) > O} N {t5+ <T7 A Tg}|.7:t4)
= P{Y"(Ats+ — ta)) > 0} N {ts <T7 NTs}|F2,)

< P(Y* (i ln(Ns)> >0 ]-"t4>.

By the same reason we obtain (120]) which gives the probability that the birth and death process survives
until time ¢, if the process starts with one individual, we can generalize to the process that starts with any
finite number of individuals. If & < 562N /4, then

W1 w1 (1—-2s+7r)—(1—s—71) i
P(Y (S 1n(Ns)> > O‘Y (0) = k) =1- (1 T AT BT S (1= s = e B ) TN

k
:1_(1_ s—2r )
(1—s—r)e NN — (1 —25+7)

s 562N /4
<1—-(1- - , 211
N ( (1—s—r)esln(NS)Ns—(1—28+r)> (211)

and note that this upper bound does not depend on k. Now, by using the facts that r < s < 1 and 1 < Ns
along with , when N is sufficiently large, on the event A4, on which we know from Proposition |5 that
Y*(0) = N — X3(t4) < 552N/4, we have

1 s 552N/4 9 562N/4
Bl <1—-(1- =1—-(1-— .
P(Y (S ln(Ns)) >0 ]-"t4> <1 (1 0.5Ns> 1 <1 N) (212)

Note that when N — oo, by using that ¢ € (0, i), we have

562N /4 2
1—<1—2> —>1—e*552N/2§%<5.

N

This fact along with prove the inequality . O
Next, we are going to show that t5_ < T7 A Ty with probability close to 1.

Lemma 42. The following statements hold:
1. For sufficiently large N, on the event Ay, we have P(ts_ < Ty NTg|Fy,) > 1 — 2€ .
2. For sufficiently large N, we have P(A(z)) > 1 —29¢ — 86 — 6.

Proof. The proof is similar to the proof of Lemma In this proof, we are going to consider the process
(X1(t) + Xa(t),t > t4). For t > t4, let B(t) and D(t) be the rates at which the process increases or decreases
by 1. We will now give a lower bound for B(¢) and an upper bound for D(t). For the increasing rate, one
way to increase X1(t) + X2(t) is by having a type 0 or type 3 individual die, which occurs at the total rate
Xo(t) + (1 —25)X3(t), and the new individual is type 1 or 2 that is created without recombination, which
occurs with probability (1 — r)(X1(¢) + Xa(t)). Then,
B(t) = (Xo(t) + (1 = 28)X5(t)) - (1 = r)(X1 (1) + Xa (1))
> (1 —2s)(1 = 7)(Xo(t) + X5(t)) (X1 (t) + Xa(1))
> (1 - 25 — 1) (Ko(t) + Xs(6) (X2 () + Xa(1)).
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To decrease Xi(t) + Xa(t), one way is by having a type 1 or type 2 die, and this occurs at total rate
(1—8)(X1(t) + X2(t)), and the new individual cannot be type 1 or 2, which occurs with probability bounded
above by 1 — (1 —7)(X1(t) + X2(t)). Another way to decrease X; () + X5(t) by having a type 1 or 2 mutate
to type 3, which occurs at rate u(X;(t) + X2(t)). So,
D(t) < (1= 8)(Xa(t) + Xa(t)) - (1 = (1 = ) (Xa(t) + Xa(t))) + p(X1(t) + Xa(1))
= (1= 8)(Xo(t) + Xa(t) + r(X1(t) + Xa(1)) + 1) - (X1(t) + Xa(1)).

When ¢ € [ty, T7 A Tg], we have

. . . [20°N] _ - |262N |

Xa(t) + Kalt) < 1- Xalr) < o0 < < X,(t) < Ko(t) + Xalt),

and

pea(1- 20N )i < 20%0(0) + Kalo)

Hence, when t € [tq, T7 A Tg),

D(t) < (1= s)(1 47+ 2u)(Xo(t) + Xs())(X1(t) + Xa(1))
< (1= s+ 7+ 2p)(Xo(t) + X3() (X1 (1) + Xa(1)).

Let (Y (¢t),t > t4) be a birth-death process such that Y (¢4) = X;(t4) + X2(t4), in which each individual
gives birth at rate b(t) = (1 — 25 — r)(Xo(t) + X3(t)) and each individual dies at rate d(t) = (1 — s+ +
20)(Xo(t) + X3(t)). We can couple this process with (X1 (t) + X2 (t),t > t4) such that for any t € [tq, Ty ATx),
we have Y (t) < X;(¢) + X2(t), which means that if Y'(¢t) > 0, the X;(¢) + X2(¢) > 0. Now, we consider the
induced discrete time jump process of (Y'(t),t € [t4,T7 A Tg]). It is an asymmetric walk that jumps up with
probability

bt)  1-2s—r
b(t) +d(t) 2—3s+2u’

and jumps down with probability
ity  1-s+r+2u
b(t) +d(t)  2—3s+2u

Next, for ¢ € [0, (T7 A Tg) — t4], we define

A(t) :/0 (Xo(ta +v) + X3(ts + v))dv.

Since Xo(t4 +v) + Xg(t4 + v) 1 for all v > 0, it follows that for t € [0, (T7 A Tg) — t4], we have A(¢) < t.
Now, we define Y*(¢t) = ( L(t)). Tt follows that the process (Y*(¢),t € [0, \((T7 ATg) —t4]) is a birth-death
t

process such that Y*(0) = X;(t4) + X2(t4), in which each individual gives birth at rate
b*(t) = bATH )N #) =125 — 1, (213)
and each individual dies at rate
d*(t) =dA )N =1 — s+ 7+ 2. (214)

With these birth and death rates, we can extend the process Y* to be the birth-death process that is defined
for all times ¢ € [0, 00), where the rates at which each individual gives birth and dies are given in (213]) and

(214)), respectively.

We will first show that for sufficiently large N, on the event A,

P(Y* ((1 4. iln(Ns)) > O‘]—"u) >1—e (215)
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Similar to the way we get |D if k> KgN , then

1
P<Y* ((1 —4)- 31n(Ns)> > 0[Y*(0) = k:)

1 (1- (1-2s—r)—(1—s+r+2pu) k

= (I—25—1)—(1—s+r+ QM)e_(Q_QS_r)—(1—s+r+2u))~3%5 In(Ns)

1(1 5+ 2r+2u )k
(1= 5+ 1+ 2p)e 52 n(No)+ 20528 In(Ns) (N g)1-6 — (1 — 25 — 1)

K3N
S 2

>1— (1 . — .
(1 —s4r4+ 2N)ewln(N(e)—Q—%ln(Ns)(Ns)lfﬁ _ (1 — 925 — 7")

and note that this lower bound does not depend on k. Note that from Proposition [5], we know that on the
event Ay, we have Y*(0) = Y'(t4) = X1(t4) + Xa(t4) > K3N/2. Using the facts that p < s, 7 < s, s < 1
and using , when N is sufficiently large, on the event Ay,

K3N

P<Y* ((1 —6)- iln(Ns)) > O‘}'M) >1- (1 - z(zvz)1—6> K%N =1- (1 - W) T (216)

Note that because 1 < Ns, when N — oo,

(Ns)'\ E
0.5(Vs 2
1-11-— 1.
(-55) -

This fact along with (216 proves (215)).
Lastly, by using the couplings and from part 1, the fact that A(t) < ¢, part 1 of Lemma and the

definition of 7% in (209), for sufficiently large N, on the event A4,

( <(1 —39) - iln(Ns)) > O‘fm)
=P(Y*(ts— — t4) > O|F,)
=PH{Y"(ts— —ts) >0} N {ts— <Tr ANTg}|Fr,) + P{Y " (t5— —t4) > 0} N{T7 AT < t5_}|F,)
< P(ts— <17 NT3|F,) + PRY ™ (T — ta) > 0} N {T7 < Ts}|Fy,) + P(T7 > 13| F2,)
< P(ts— < Ty NTg|Fe,) + PEY"(MT7 —t4)) > 0} 0 {T7 < T} Fp,) + €
= P(ts— <T7 NTs|Fe,) + PUY (T7 — t4) > 0} N {T7 < Ts}|Fe,) + €
< P(ts— < Ty NTg|Fy,) + ({Xl(T7) + Xo(T7) > 0} N {Ty < T} Fe,) + €
= P(t5_ <T7 A T8|]:t4)

Therefore, for sufficiently large IV, on the event A4, we have P(t5_ < Ty A Tg|Fz,) > 1 — 2e.

Lastly, to prove part 2, by using part 2 of Lemma [41| and part 1 of this lemma, for sufficiently large NV,
on the event A4y, we have that P(t5— < T7 < ts4|F:,) > 1 — 3¢ —d. With this fact and Proposition l for
sufficiently large N, we have P(A(5)) = P(Aw) N{ts— < Tr <ts1}) > 1 — 29 — 85 — 6%

Proof of Theorem[]] First, for every subsequence (Nj)%2 ,, there is a further subsequence that satisfies @, or
there is a further subsequence that satisfies . By a subsequence argument, it is enough to prove Theorem
in the recombination dominating case and the mutation dominating case. Now, recall that the stopping
time 7" defined in Theorem [I}is the first time that type 3 individuals have fixated in the population. We will
show that if 6 € (0,1), then for sufficiently large N, we have

P((A=0)ty(rn) ST < (1+0)ty(ry)) =1 — 38e.

We choose § to be small enough so that 1) § < ¢, 2) (1 —4%)"1 <1+ 6 and 3) 1 —26 > 1 — 0. From part 2
of Lemma for sufficiently large N, we have P(A()) > 1 —29¢ — 80 — 52 > 1 — 38¢. Note that from the
definition of T% in , we have Ty = T'Vit4. Also, by the definition of ¢5_ and the fact that 1 < Ny < N,
for sufficiently large N, we have t5_ > t4. Thus, for sufficiently large IV, we have

P(t5, <T< t5+) = P(tf,, <T7 < t5+) > P(A(5)) >1— 38e.
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It is enough to show that (1 — 0)th (ry) < ts— and t54 < (1 +0)th(rn).
Recall the definition of t}; in . Because of (@, in the recombination dominating case, for sufficiently
large N,

1 Ns3
£ = —In(—N ), 21
n(rw) SN n(,uN-ern(NrN)> (217)

Next, in the mutation dominating case,
1 Ns3 )
thliry) < —In | —2 ), 218
i) < o (25 219)
and because of , we have
1 N3 1 Ns3 In(l1vC
t?\,(rN)zln( N 2):111( SNQ)— n(lve) (219)
sy \un - (LVCO)Nuy, sy \un - Npg SN
From the definitions of ¢4 and t54 in (201) and (207)), we have that
1 1

tsy =1t ——  — In(N
=l g gy W)
1 2 C 1 1
- In (,UNTNTHN(JVTN)) + ﬁ + 12952 sn In(Nsy)  in the recombination dominating case
1 2 C 1 1
. In (]\;5}0)\[) + ﬁ + T 28 sn In(Nsy) in the mutation dominating case
1 1 Ns3 C
o5 o~ In (,UN . lsrjl\ENrN)) + j in the recombination dominating case
<
1 1 Ns3 C
-—1In % + 2 in the mutation dominating case.
1—-262 sy un - Ny SN
From (217) and (219)), we have
1 1/In(1VvC)
tyy < ——=th | ——==+Cy ). 220
A DY > N(TN)+S<1—2(52 + 4> (220)
Because 1 < Nuy < Nsy and puy < N,u?v < sy, along with 7y Iny (Nry) < sy, we have
1 SN SN 1
th =—In({Nsy -—- > —. 221
n(rN) SN n( N LN maX{Nu%V,ern_,_(NrN)}) SN (221)

From (220) and the way we choose 6, for sufficiently large N,
1 * *
54 < th(TN) < (L4 0)ty(ry).
By a similar argument, from the definitions of ¢4 and ¢5_ in (201)) and (208), we have that

1
ts- =ts+(1-9)- gln(NsN)

1 Ns3; Cy . o N
1-¢) - —hn|————F— | +— in the recombination dominating case
SN un -y In(Nry) SN
>
1 Ns3 C
(1-4)-—1n (31\,2) + 2 in the mutation dominating case.
SN pN - Npgy SN

From (217)), (218)), and (221)), for sufficiently large N, we have
C
ts— = (1= 08)tx(rn) + j 2 (1=20)t(rn) = (1 = O)tn(rn),

which completes the proof. O
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