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Robust Model Predictive Shielding for Safe Reinforcement Learning
with Stochastic Dynamics

Shuo Li! and Osbert Bastani?

Abstract—This paper proposes a framework for safe re-
inforcement learning that can handle stochastic nonlinear
dynamical systems. We focus on the setting where the nominal
dynamics are known, and are subject to additive stochastic
disturbances with known distribution. Our goal is to ensure the
safety of a control policy trained using reinforcement learning,
e.g., in a simulated environment. We build on the idea of
model predictive shielding (MPS), where a backup controller
is used to override the learned policy as needed to ensure
safety. The key challenge is how to compute a backup policy
in the context of stochastic dynamics. We propose to use a
tube-based robust NMPC controller as the backup controller.
We estimate the tubes using sampled trajectories, leveraging
ideas from statistical learning theory to obtain high-probability
guarantees. We empirically demonstrate that our approach can
ensure safety in stochastic systems, including cart-pole and a
non-holonomic particle with random obstacles.

I. INTRODUCTION

There has been much recent progress in reinforcement
learning (RL) [1], [2], [3], [4], [5]. As a consequence, there
has been interest in using RL to design control policies
for solving complex robotics tasks [6], [7], [8], including
grasping [9] and multi-agent planning [10], [11], [12]. In
particular, learning-enabled controllers (LECs) have the po-
tential to outperform optimization-based controllers [13]. In
addition, optimization-based controllers can often only be
used under strong assumptions about the system dynamics,
system constraints, and objective functions [14], [15], which
limits their applicability to complex robotics tasks.

However, safety concerns prevent LECs from being widely
used in real-world tasks, which are often safety-critical in
nature. In particular, unlike optimization-based controllers,
it is typically infeasible to impose hard safety constraints
on LECs. For example, even a simple safety property such
as having a robot avoid static obstacles is nontrivial to
impose. More complex safety properties, such as ensuring
that a cart-pole or walking robot does not fall over, pose
additional difficulty. Additionally, the real world typically
has stochastic disturbances such as friction or wind, or the
model used to simulate the dynamics may have errors; if
an LEC is not robust to these perturbations, then it may
fail catastrophically [16]. The issue is that the LEC is
typically a black box machine learning model such as a deep
neural network (DNN), and reasoning about the closed-loop
behavior of the DNN poses computational challenges.
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As a consequence, safe reinforcement learning has become
an increasingly important area of research [17], [18], [19],
[20], [21], [22], [23]. Many methods in this area leverage
optimization tools to prove that a learned neural network
policy satisfies a given safety constraint [24], [25], [26],
[27], [19], [20], [23]. A related approach is shielding, which
verifies a simpler backup controller, and then overrides the
LEC using the backup controller when it can no longer
ensure that using the LEC is safe [17], [18], [21], [28]. While
these methods provide strong mathematical guarantees, they
suffer from a number of shortcomings. For example, many
of these methods scale exponentially in the state dimension,
so they do not scale well to high-dimensional systems. Those
that do typically rely on overapproximating reachable set of
states, which can become very imprecise.

We build on a recently proposed idea called model predic-
tive shielding (MPS), which has been used to ensure safety
of learned control policies [29], [28], including extensions
to the multi-agent setting [30]. The basic idea is that rather
than checking which states are safe ahead-of-time, we can
dynamically check whether we can maintain safety if we
use the LEC, and only use the LEC if we can do so.
However, existing approach are limited—there has been
work considering nonlinear dynamics, but assuming they are
deterministic [28], [30], and there has been work considering
stochastic or nondeterministic dynamics, but assuming they
are linear [29]. Nonlinearity is important because many tasks
where LECs have the most promise are highly nonlinear.
Stochasticity is important for a number of reasons. For
instance, there are often small perturbations in real-world
dynamical systems. Similarly, it can be used to model
estimation error in the robot’s state (e.g., uncertainty in its
position). Finally, LECs are often learned in simulation using
a model of the dynamics; there are often errors in the model
that need to be robustly accounted for.

We propose an approach, called robust MPS (RMPS), that
extends MPS to the setting of stochastic nonlinear dynamics.
Our approach uses robust nonlinear model-predictive control
(NMPC) as the backup controller. The reason for using
NMPC is that the goals of the backup controller are qual-
itatively different from the goals of the LEC. For example,
consider the problem of building a robot that can run. The
LEC tries to make the robot run as fast as possible. It may be
able to outperform the robust NMPC, since the robust NMPC
treats the stochastic perturbations conservatively. However,
because RL lacks theoretical guarantees, the LEC cannot
guarantee safety. Thus, we want to use the LEC as often
as possible, but override it using a backup controller if we



are not sure whether it is safe to use the LEC. The NMPC is
an effective choice for the backup controller, where the goal
is to stop the system and bring it to an equilibrium point,
after which a feedback controller can be used to stabilize it.
Continuing our example, the NMPC might bring the robot
to a halt (e.g., where it is standing).

To achieve our goals, we build on algorithms for robust
NMPC [31], [32], which aims to control a dynamical system
in the presence of stochastic or nondeterministic perturba-
tions, and on sampling-based estimation of forward reachable
sets [33], [34]; in particular, we build closely on tube-based
robust NMPC where sampling is used to estimate a tube
within which the NMPC is guaranteed to stay (i.e., the
tube is the forward reachable set of the NMPC) [35], [36].
However, these approaches do not provide any finite sample
probabilistic guarantees on their estimates of the tubes.

We propose to use results from statistical learning theory
to obtain provable probabilistic guarantees on our estimates
of the sizes of the tubes [37]. We develop a practical
algorithm based on these theoretical results. There has been
recent work that provides theoretical guarantees on the
estimated forward reachable set [38]; however, they study the
problem of obtaining underapproximations of the forward
reachable set, as opposed to overapproximations that are
needed for checking safety. Thus, their guarantees require
qualitatively different techniques than the ones we use. To
the best of our knowledge, we are the first to use these to
construct estimates for forward reachable sets of nonlinear
dynamical systems that come with probabilistic guarantees.

Contributions. Our key contributions are: (i) an extension
of the MPS algorithm to stochastic nonlinear dynamical sys-
tems (Section [IV), (ii) a novel algorithm for estimating tubes
for RMPC with high-probability guarantees (Section [IV),
and, as well as heuristic modifications that enable us to scale
this algorithm to real-world systems, and (iii) experiments
demonstrating how our approach ensures safety for LECs
for cart-pole and for a single particle with non-holonomic
dynamics and random obstacles (Section [V).

II. PRELIMINARIES

Dynamics. We consider stochastic nonlinear dynamics
z(k + 1) = f(l‘(k’), u(k)> + w(k)7

where k is the time step, z(k) € X C R™X is the state,
u(k) € U C R™ is the control input, and w(k) € W C R
is a zero-mean stochastic perturbation with distribution Pyy,.

Policy. A policy is amap 7w : X — U. A trajectory gener-
ated using 7 from initial state x € X is x = (2(0), z(1), ...),
where z(0) = x and z(k+1) = f(™) (x(k))+w(k) and where
f™)(z) = f(x,n(x)). Since w(k) is random, x is a random
sequence; we use p(x | m,x) to denote the probability of x.

Objective. We consider a cost function £ : X x U — R
and a discount factor v € (0, 1). Given a distribution p(x)
over initial states, the cost of a policy 7 is

[(T() = Ep(ac),p(xhr,x) lz 'ykf(x(k),u(k))‘| .

k=0

Fig. 1: An illustration of MPS. If using 7 (dashed orange
line), the robot (blue) may unsafely crash into the obstacle
(black). Using Tpackup (solid red line) ensures safety.

Safety constraint. We consider a set of safe states X C
X, with the goal of ensuring that the system stays in Xgfe.
A trajectory x is safe if z(k) € X for all k£ > 0.

Shielding problem. Our goal is to construct a policy 7
that achieves low cost while ensuring safety. In general, since
the dynamics are stochastic, it is impossible to guarantee
safety. Instead, our goal is to ensure that safety holds with
high probability. We establish a theoretical safety guarantee
in Theorem [T} we interpret this theorem in Section

Our approach is based on shielding [17], [18], [21], [28].
This approach takes as input a policy # that optimizes £(7),
but does not ensure safety (though a penalty for violating
safety may be encoded in ¢). We call 7 the learned policy,
since our key motivation is when 7 is a neural network policy
trained using RL—e.g., we use DDPG [39]. Nevertheless,
our approach can be used with any controller 7.

Then, the shielding problem is to construct a policy
Tshield that overrides 7 as needed to ensure safety. The key
challenges are (i) determining how to override 7, and (ii)
minimizing how often 7 is overridden.

Notation. For k € N, we let [k] = {1, ..., k}. We let S™ be
the positive semidefinite matrices of dimension n. For x €
R™ and M € S", we let ||z|[ns = 2" Mx. For A, B C R,

AeB={a+b|lac A be B}
AoB={c|{cl®BC A}

denote their Minkowski sum and difference, respectively.

III. BACKGROUND ON MODEL PREDICTIVE SHIELDING

Model predictive shielding (MPS) is a shielding algorithm
that dynamically checks when to override 7. The key idea
is to maintain an invariant that it can always use a recovery
policy T to safely transition to an equilibrium point [29],
[28], [30]; a state x € X that satisfies this invariant is
recoverable (denoted x € X...). Near the equilibrium point,
we assume a linear feedback controller 7y, can be used
to ensure safety for an infinite horizon. Thus, as long as the
system remains in X, then MPS can guarantee safety. The
combination of 7. and Tyl 18 the backup controller mTpackup
used to override 7. This approach is shown in Fig.

For example, consider a driving robot. In this setting, x is
recoverable if the robot can safely apply the brakes to come



Algorithm 1 Compute the RMPS controller for state x.

procedure RMPS(z)

if IsRecoverable(f(*)(x)) then
Thackup — &
return 7(x)

else if pacrup # @ A IsRecoverable( f (Toackup) (x)) then
return Thyckup ()

else
Thackup <— InitializeBackup(z)
return  Thckup ()

end if

Algorithm 2 Compute the backup controller for state z. It
keeps internal state (z., Ge,x*, u*,t).

procedure Backup(z)
if ¢ <T then
Compute %X°, @ from x(t) = z using
Update t <t + 1
return °(0)
else
return Tgype ()
end if
procedure InitializeBackup(x)
Compute target equilibrium point z. + p(z)
Compute invariant set G, for z.
Compute X*,@* from x(0) = x using
Initialize £ < 0
return '/Tbackup(') = 7Tbackup( T3 %es g67 )_(*; ﬁ*a t)

to a stop. If z is recoverable, but f()(z) is not, then MPS
USES Thackup- SINCE T is recoverable, using . is guaranteed
to keep the system safe. Thus, MPS ensures safety for an
infinite horizon from any recoverable state.

IV. ROBUST MODEL PREDICTIVE SHIELDING

The key challenge of implementing MPS is how to check
whether a state = is recoverable. When the dynamics are
deterministic, this check can be performed by simulating
the dynamics [28]. However, for stochastic dynamics, each
simulation will result in different realizations of w(k), so this
approach no longer applies. When the dynamics are linear
and the perturbations w(k) are Gaussian, we can analytically
check a high-probability variant of recoverability [29], but
this approach does not generalize to nonlinear dynamics.

Our approach is to based on robust control. First, we use
tracking NMPC as the recovery policy [35]. This choice
ensures that the system reach its goal with high probability
even with stochastic perturbations. Second, we check recov-
erability by estimating the reachable set of mpckup. In par-
ticular, we use the reachable set to ensure that the trajectory
generated using Tpackup (1) 1s safe, and (ii) reaches an invariant
set around an equilibrium point. A key innovation in our
approach is that we use tools from statistical learning theory
to obtain provable guarantees on our check for recoverability.

A. The Backup Controller

We use a standard robust NMPC as the backup con-
troller [35]. At a high level, this controller first computes
a reference trajectory that transitions the system to an equi-
librium point. Then, it uses NMPC to track this reference
trajectory. Finally, once the trajectory has reached the invari-
ant set G, around equilibrium point z, € X X U, it uses a
feedback controller 7yl to stabilize the system within G..

Stabilization near equilibrium points. We assume given
a mapping p : X — X x U, where z. = (z.,u.) = p(x) is
an equilibrium point—i.e., x. = f(x.,u.). Intuitively, p(x)
returns the equilibrium point z. “closest” to x. Then, 7.
tries to transition the system from x to z.. Near z., we can
use an LQR 7gqpe to stabilize the system and ensure safety.

We assume we can compute a safe invariant set G, C Xpe
around z.—i.e., for z € G, the trajectory x generated using
Tsable from 2:(0) = x (i) is safe, and (ii) remains in G..
Since the dynamics are stochastic, we cannot guarantee this
property with probability 1 (unless w(k) is bounded). Nev-
ertheless, in our experiments, we find that 7y, is effective
at ensuring safety and stability inside G.. We discuss how
we compute G, in Section [[V-E]

Reference trajectory. We denote the nominal dynamics
by z(k + 1) = f(z(k),u(k)), where z(k) is the nominal
state and @(k) is the nominal control input. Given an initial
state x € X and a time horizon 7', we compute a nominal
trajectory to transition the system to an equilibrium point
ze = p(x) by solving the following:

T-1
arg min Z UZ(k) — ze,u(k) — ue) ()
xa i
subj. to z(0) =z, Z(T) = z., w(T) = u.,
f(k) S )Esafea ﬂ(k) S u7
z(k+1) = f(z(k),u(k)) (Vk €{0,...,T —1})
where ((z,u) = |z + |lul|% for some Q € S"X and

R € S™U. Furthermore, Xge C Aape can be specified by
the user to improve robustness; we describe heuristics for
computing these sets in Section We denote the solution
to (1) by (%°,@°) € ATt x YT+, Since (wc,u.) is a

nominal equilibrium, the infinite horizon trajectory

x* <0

O(x(i?x(i?"')? ﬁ* ZGOO(UG7UG7"')7 (2)

where o is concatenation, is safe for the nominal dynamics.

Tracking NMPC. Once we have a reference trajectory
x*, u*, we use NMPC to track this reference trajectory and
try to reach the equilibrium z.. In particular, if we are at
state x(t) after ¢ steps, this controller solves the following:

arg min z_: Lz(k) —z"(t+ k), u(k) —a*"(t+ k) 3)
*x,u k=0
+ Vi (2(T))
subj. to Z(0) = x(t), (k) € Xare, ulk) €U,

#(k+1) = f(@(k), a(k)) (Vk € {0,....,T —1})



Algorithm 3 Check if x is robustly recoverable.

procedure IsRecoverable(x)

Thackup <— InitializeBackup(x)
Let X* be the reference trajectory of mpackup
B < EstimateReachableSets(z, Tpackup)
for t € {0,...,T} do

if 7~ (t) ¢ Kate © B(t) then

return false

end if
end for
if z*(T) ¢ G © B(T) then

return false
end if
return true

where Vy(z) is the cost-to-go function of the LQR for the
linearization of the nominal dynamics f around z. [35]. We
let X0,1% € XT+! % YT+ be the solution of (3).

Backup controller. Given an state x, an equilibrium point
ze € X X U, and a time horizon T, our backup controller
Tackup 1St computes the reference trajectory %9, 0" using
(1)), with corresponding infinite horizon reference trajectory
X*,u*. Then, for each step t € {0, ..., — 1}, Tpackup solves
for the current state x(t) to obtain X°,@", and chooses
control input u(t) = @°(0). Finally, for ¢ > T, it chooses
control input u(t) = myable(2(t)).

This procedure for computing the backup controller is
summarized in Algorithm E} Note that yackup actually needs
to keep internal state consisting of the target equilibrium
point z, = p(x), its corresponding invariant set G., the
reference trajectory X*,@* to the equilibrium point, and the
number of steps ¢ taken so far using the backup controller.
This internal state is initialized in the context of a given state
x € X by the function call InitializeBackup(z).

B. Checking Robust Recoverability via Sampling

Building on ideas from tube NMPC [15], we use sampling
to determine whether m.. can safely reach the invariant
set G. from the current state x. In particular, we sample
N trajectories according to the stochastic dynamics, and fit
boxes B(t) that cover all the states sampled on each given
step t € {0, ..., T'}. Intuitively, if we take N to be sufficiently
large, then the realized trajectory will lie in B(t) at each step
t with high probability. In contrast to prior work, we make
this intuition precise using tools from statistical learning
theory. Finally, to check if z is recoverable, we check that it
is robustly safe according to the uncertainty in these boxes,
and furthermore that it robustly enters the invariant set G.

Robust recoverability. Our goal is to ensure that 7. can
always transition the system safely from the current state
x to the invariant set G, around z. = p(x). Due to the
random perturbation w(k) in the dynamics, we cannot make
an absolute guarantee that this property holds. Following
prior work [17], [18], [19], we instead aim to guarantee that
this property holds with high probability.

Algorithm 4 Estimates the reachable sets B(¢) after ¢ steps
using Monte Carlo sampling.

procedure EstimateReachableSets(x, mpackup)
Compute N that satisfies (3]
for i € [N] do
Sample w ~ Pyy, and let ' =z +w
Sample (z;(0), ..., z;(T")) from x;(0) = 2’ using Thackup
end for
for t € {0,1,....,7} do
Fit B(t) € B to {z;(t) | i € [N]}
end for

return B = (B(0), ..., B(T))

Definition 1: Let e € Ry and z € X be given. Let z, =
p(x), let G. be an invariant set for mple around z., and let
x? = (2(0), ...,z(T)) be a trajectory generated using Thackup
from x(0) = = + w, where w ~ Pyy. We say x is € robustly
recoverable if with probability at least 1 — ¢, (i) z(t) is safe
for every t € {0,...,T}, and (ii) z(T') € G..

In other words, x° safely transitions the system from x to
G. with probability at least 1—e. Algorithm 3]checks whether
a state x is robustly recoverable using sampling. Prior work
on safe reinforcement learning [17], [18], [19] has relied
on thresholding the perturbation distribution and then using
verification to obtain similar bounds. This approach can
guarantee that x is robustly recoverable with probability 1. In
contrast, using our approach, there is an additional chance
0 (for any given § € R.g) that our algorithm incorrectly
concludes that x is robustly recoverable when it is not. The
difference is that the e error in robust recoverability is due
to the noise in the dynamics, whereas our § error is due to
noise in the sampled trajectories taken by our algorithm.

We believe this added potential for error is reasonable for
two reasons. First, there is already an e chance of error, so
the added error § does not affect the nature of our guarantee.
Second, the dependence of the running time of our algorithm
1/6 is logarithmic, so we can choose § to be very small.

Estimating reachable sets. Our approach is to compute
sets B(t) for t € {0,..,T} such that the trajectory x°
satisfies z(t) — z*(t) € B(t) with probability at least 1 — €,
where X* is the reference trajectory used by mpackup—i.€.,

Pr(z(t) —z*(t) € B(t)) > 1 —¢, “4)

where the probability is taken over the randomness in the
dynamics. To this end, a box constraint is a set

B = [al,bl] X ..o X [an,bn} - Rn,

where [a,b] C R denotes the closed interval from a to b. We
use B to denote the set of all possible boxes. Now, we have
the following theoretical guarantee.

Lemma 1: Let d be a distribution over R™ and ¢, € R+
be given. Consider N i.i.d. samples z1, ...,y ~ d, where

n

= 62

- nlog 2% +log %

&)
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Fig. 2: An example of a tube (red region) estimated using
Algorithm E| for mpackup. We guarantee the realized trajectory
lies in this tube with high probability.

and let B € B be any box satisfying x; € B for all i €
{1, ..., N}. Then, with probability at least 1 — ¢, we have

Pryg(x € B) > 1—e. (6)
Intuitively, (€) says that at least a 1 — e fraction of states
(weighted by d) fall inside B, and this guarantee holds with
probability at least 1 — §. The proof, based on tools from
statistical learning theory, is given in Appendix A.
Algorithm {4 takes N samples of the trajectory x° by
simulating the dynamics, and fits a box B(t) based on the
sampled states on each step t € {0,...,T}. The following
guarantee follows from Lemma [I] via a union bound:
Lemma 2: Let B be the sequence of boxes returned by
Algorithm 4| With probability at least 1 — (7' +1)d, we have

Pr(vt € {0,..., T}, z(t) — 7*(t) € B(t)) > 1 — (T + 1)e.

As before, the 1 — (T'+ 1)0 probability is according to the
samples used by our algorithm, whereas the 1 — (T + 1)e
probability is according to the randomness in the dynamics.

The sets B(t) computed using Algorithm [4]can be thought
of as an estimate of a tube in which the trajectories are
guaranteed to stay [35]. In contrast to prior work, we have
used results from statistical learning theory to obtain proba-
bilistic guarantees on the correctness of these tubes [37]. An
example of an estimated tube is shown in Fig. 2}

Checking recoverability. Given the boxes B(t) for ¢ €
{0,..., T}, Algorithm [3| checks both properties required for
robust recovery: (i) to check if z(t) € X with high
probability, it checks if

{j*(t) +2x | T e B(t)} g Xsafe;

which is equivalent to Z*(t) € X © B(t), and (ii) to check
if (T) € G, with high probability, it checks if

{z*(t)+ 2|2 e B(T)} CG.,

which is equivalent to z(7") € G. © B(T'). These checks
ensure robust recoverability because Corollary 2] ensures that
x(t) € B(t) with high probability for every ¢ € {0,...,T}.
Thus, we have the following guarantee:

Lemma 3: Given a state x € X, if Algorithm |§| returns
true, then « is (T'+ 1)e robustly recoverable with probability
1—(T+1)6 (according to the randomness in the algorithm).

C. Robust Model Predictive Shielding

Our robust model predictive shielding (RMPS) algorithm
is shown in Algorithm [I] At state € X, this algorithm
computes a control input (denoted mghiela(z)) by checking
whether next state f(7)(z) is robustly recoverable (with
high probability) in simulation. Otherwise, it takes a step
according to Tpackup- One subtlety is that if myackyp has already
been initialized, it actually needs to check if f(mekw)(z) is
robustly recoverable. The issue is that robust recoverability
is defined with respect to a freshly initialized backup policy,
not the backup policy after it has taken some number of
steps. We have the following guarantee:

Theorem 1: If x € X is 1— (T4 1)e robustly recoverable,
then f(mied) () 4w (where w ~ Pyy) is 1—(T'+1)e robustly
recoverable with probability at least 1 — 2(7" + 1)0.

See Appendix for a proof. A key shortcoming
of this guarantee is that it does not ensure safety of the
infinite horizon trajectory. Given our assumptions, a stronger
guarantee is impossible, since on every step there is a chance
that the additive perturbation is large, causing the system
to leave Xg,r. However, this guarantee is still useful since
it helps guide the design of our algorithm. In practice,
we find that the bounds can be tighter than the theory
suggests, since the robust NMPC is actually conservatively
overapproximating the reachable set. In other words, the
robust NMPC ensures safety much more robustly than the
probabilities in Theorem [I] would suggest.

D. Running Time

We briefly discuss the running time of Algorithm [I] First,
it is straightforward to see that the number of samples N
is O(1/€2) (where O indicates that we have suppressed log
factors including log(1/0)). For each sample, we need to
simulate the closed-loop dynamics f(™=) over a horizon of
length 7. Thus, assuming the cost of simulating f(™) for
one step is 7, the running time of Algorithm is O(TT/€?).

E. Practical Modifications

We describe several practical modifications to our algo-
rithm designed to improve either performance or compu-
tational tractability. These modifications may weaken our
safety guarantees, but as we show in our experiments, they
do not affect safety very much empirically.

Computing G.. We use a heuristic to compute G,
from [35]. In particular, we sample trajectories over a long
horizon and estimate the reachable set B the same way as in
Algorithm [d] This approach does not provide any guarantees
that the estimated set G. is actually invariant, but it works
well in our experiments.

Precomputing B. Computing the sets B(t) (for ¢ €
{0,...,T'}) on-the-fly can be prohibitively expensive, since
we might need a large number of samples N for Lemma [I]
to apply. Instead, we precompute these sets from a fixed
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Fig. 3: Left: Safety probabilities for no shielding (light brown), non-robust MPS (dark brown), LRMPS (light green), and
RMPS (dark green). Middle: Probability of reaching goal for the same policies. Right: Percentage of time using the learned
policy 7 (blue) compared to the backup policy Tyackup (0range) by RMPS (left) and LRMPS (right).

initial state xg. Then, we reuse the same states rather than
recomputing them at each step. Intuitively, this approach
works well in practice since the dynamics of the tracking
NMPC are usually fairly similar for different initial states.
Using tighter constraints for NMPC. In the optimization
problem (I)) used to compute the reference trajectory, we
noted that we can use tighter state and input constraints
z(k) € Xeate than needed. In particular, by doing so, we can
improve the robustness of the tracking NMPC—we use the
“tightened set” Xgge = Xiare © B(t). Unlike the previous two
heuristics, this one does not affect our theoretical guarantees,
since our guarantees hold for an arbitrary backup policy.
While our approach would ensure safety even without the
tighter state and input constraints, using tighter constraints
improves the chances that the backup policy recovers the
system from a given state x—i.e., it improves the size of
Xec. In other words, it increases the probability that the robot
reaches its goal without diminishing the probability of safety.

V. EXPERIMENTS

We perform experiments to demonstrate how our system
can ensure safety of stochastic systems with nonlinear dy-
namics and/or nonconvex constraints.

A. Setting

We perform experiments using three environments: (i)
cart-pole, which has nonlinear dynamics and polytopic con-
straints (i.e., the pole should not fall below a certain height), a
particle with holonomic dynamics and obstacles (which has
linear dynamics but nonconvex constraints), and a particle
with non-holonomic dynamics and obstacles (which has both
nonlinear dynamics and nonconvex constraints).

For the cart-pole, the states are z = (z,v,6,w) € R,
where x is the cart position, v is the cart velocity, 6 is the
pole angle from upright position, and w is the pole angular
velocity, and the control inputs are u € R, with the goal of
reaching a target position Zieer [40]. The safety constraint
is that the pole should not fall down while moving the cart.
We define the cost function to be

Uz,u) = (z — xlarge[)Q + -6,

where v € Ry is a hyperparameter. Finally, disturbances
are uniform noise w;(k) ~ Uniform([—0.01,0.01]) for the
velocity and angular velocity, and zero otherwise.

For the single particle with holonomic dynamics, the states
are z = (z,y,vs,v,) € RY, where (z,y) is position and
(vs,vy) is velocity, and the control inputs are (u, u,) € R?,
where (uz,u,) is the acceleration. The system dynamics are
z(k+1) = Az(k) + Bu(k), where

00 10 0 0
00 01 0 0
A= 00 00 B = 10
00 00 0 1

The cost function is

N
g(za U) = _d((fv y)a 9)2 + Z d((l’, y)a 0)2,
i=1
where g € R? is the goal, o; (i € [N]) are the obstacles, and
d(z,y) = ||z —y||2, and +y is a hyperparameter. Disturbances
are uniform noise w; (k) ~ Uniform([—0.01,0.01]) for the
velocity and angular velocity, and zero otherwise.

For the single particle with non-holonomic dynamics, the
states are z = (x,y,v,h) € R*, where (z,y) is the position,
v is the velocity, and h is the heading, and the control inputs
are (a,w) € R2, where a is acceleration and w is angular
acceleration. The system dynamics are

f(z,u) =z 4 (v-cos(h),v - sin(h), a,v - tan(w)/¢)

where ¢ is the particle radius. Costs and disturbances are the
same as for the holonomic particle.

We compare RMPS with: (i) using the learned policy 7
without any shielding, (ii) using shielding without robust
control [28], which we call non-robust MPS, and (iii) using
RMPS with a linear robust controller [40], which we call
LRMPS. In particular, for LRMPS, we linearize the dynam-
ics around the origin, and then use the corresponding linear
robust MPC proposed in [40] to try and recover the system.
For each experiment, we run 50 scenarios with 3 different
random seeds and compute both the probability of safety and
the probability of reaching the goal. Also, we use N = 1500
to estimate the tightened constraints in NMPC.

B. Results

The safety and performance of the four algorithms are
shown in Fig. [3] First, as can be seen, RMPS and LRMPS
achieve a safety probability of 1.0. In contrast, the learned
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Fig. 4: Pairs (A, w) for which nonlinear MPC (red dot) and
linear MPC (blue cross) can steer the pole to upright position.

policy is frequently unsafe, demonstrating the importance
of shielding. Furthermore, RMPS only slightly diminishes
performance compared to the learned policy. Similarly, the
non-robust MPS performs slightly better than the learned
policy alone in terms of safety, but still cannot guarantee
that safety holds. In contrast, RMPS guarantees safety in
each environment. Its performance is slightly diminished—
for the particle with non-holonomic dynamics (the hardest
environment), the probability of reaching the goal drops by
about 20%. Thus, RMPS is much more suitable for safety-
critical systems where safety must be guaranteed.

Next, except for the holonomic particle (which has linear
dynamics), RMPS achieves much better performance than
the LRMPS. This improvement in performance comes from
the fact that our NMPC can stabilize the system in many
more states compared to the linear robust MPC. For example,
as shown in Fig. [ for a fixed cart speed, NMPC can
recover the pole to the upright position for more (6, w) pairs
compared to linear MPC. Thus, RMPS is less conservative
than LRMPS and has better performance. Fig. 3| (right) also
supports these results—LRMPS uses backup controller more
frequently than RMPS, showing that it is more conservative.
These results demonstrate the benefit of accounting for the
nonlinearity in the dynamics.

VI. CONCLUSION

We have proposed an algorithm for ensuring the safety
of a learned policy for a stochastic nonlinear dynamical
system. We use a sampling-based approach to estimate the
reachable set of the backup policy, and use results from
statistical learning theory to provide theoretical guarantees
on our estimates. In our experiments, we show that our
approach can ensure safety without sacrificing very much
performance despite these modifications. Thus, our approach
is a promising way to ensure safety in safety-critical systems.

A key direction for future work is reducing the run-
ning time of our algorithm. While our approach is already
computationally tractable, it is still too slow for production
systems. As we described, our current implementation uses
two heuristics to improve performance, but these heuris-
tics break our theoretical guarantees. Thus, improving the

performance of our algorithm would enable our algorithm
to be used with its theoretical guarantees intact. Additional
directions for future work include enabling safe exploration
and extending our results to partially observable systems, as
well as demonstrating our approach on real robotics systems.

APPENDIX
A. Proof of Lemma

Given B € B, define fp : X — ), where ) = {0, 1}, by
fe(z) =I(x € B)—i.e., fp indicates whether « is contained
in B. Note that fp is a binary classifier, and we can consider
the family of classifiers F = {fp | B € B}. also, define the
distribution d on X x Y by d(x,y) = d(z) - I(y = 1)—
i.e., all labels are 1. Thus, sampling z ~ d is equivalent to
sampling (z,y) ~ d, where y = 1. Recall that we choose B
so all samples z1, ...,xny ~ d satisfy x; € B. Equivalently,
(21,91), -, (N, yn) ~ d, where y; = 1 for all i € [N], so
fB(zi) = y; for all i € [N]. Thus, we can think of choosing
B as choosing fp € F such that the training error

N
L(fs)=N"" ZH(fB(xi) #yi) =0

on a set of ii.d. samples (z;,y;) ~ d. Thus, we can apply
results from statistical learning theory to bound the test error

L*(fB) =E, ,)~i(fB(x) =y) =1 = Prana(x € B),

where the last probability is the one we are seeking to
bound. In particular, it is straightforward to check that the
VC dimension of fp for boxes B C R™ is VC(F) = n. By
the VC dimension bound [37], for all B € B, we have

. 1 2N 4
L*(fB) < \/N (nlogn + log 5) (7

with probability at least 1 — §. The claim follows by setting
€ equal to the right-hand side of (7). W

B. Proof of Theorem [I]

If Tghieta uses 7, by Lemma 3| () (z) is 1 — (T + 1)e
robustly recoverable with probability > 1 — (T' + 1)0. If
Tshield Uses the already initialized version of mpackup, by
Lemma 3} f(™=w) (1) is 1 — (T 4 1)e robustly recoverable
with probability > 1 — (T4 1)6. If Tgieiq initializes Thackup
and uses it, since = is 1 — (T 4 1)e robustly recoverable,

oo = (Vt € {0,1,...,T}, z(t) € Xage N 2(T) € Go)

holds with probability at least 1 — (T" + 1)e. The robust
recoverability condition for z(1) = f (™) (z) is

1=t e{1,....,T}, x(t) € Xare ANx(T) € Ge).
In particular, note that ¢9 = ¢1, SO
Pr(¢1) Z Pl"(¢0) Z 1-— (T + 1)6,

so f(miew) (1) is 1—(T+1)e robustly recoverable. By a union
bound, f(™)(z) is robustly recoverable with probability
>1—2(T +1)6, as claimed. H
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