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An Extended Integral Unit Commitment
Formulation and an Iterative Algorithm for Convex

Hull Pricing
Yanan Yu, Yongpei Guan, Yonghong Chen

Abstract—To increase market transparency, independent sys-
tem operators (ISOs) have been working on minimizing uplift
payments based on convex hull pricing theorems. However,
the large-scale complex systems for ISOs bring computational
challenges to the existing convex hull pricing algorithms. In this
paper, based on the analysis of specific generator features in
the Midcontinent ISO (MISO) system, besides reviewing integral
formulations for several special cases, we develop two integral
formulations of a single generator that can capture these features.
We then build a compact convex hull pricing formulation based
on these integral formulations. Meanwhile, to improve the com-
putational efficiency, we propose innovative iterative algorithms
with convergence properties, plus a complementary algorithm,
to obtain a convex hull price. The computational results indicate
that our approach leads to an exact convex hull price on MISO
instances with and without transmission constraints and the
solutions can be obtained within 20 minutes.

Index Terms—Convex Hull Pricing, Iterative Algorithm, Inte-
gral Formulation.

NOMENCLATURE

A. Set and Dimension

G Set of all generators.

T Set of operation time span.

S Set of start-up states, i.e., S = {h(hot), w(warm),

c(cold)}.
B Set of buses.

B. Parameters

Dt Load at time t (MW).

Fis Start-up cost of generator i in state s ∈ S ($).

Git No load cost of generator i at time t ($).

Qk
it Piecewise linear production cost interception co-

efficient of generator i in segment k at time t ($).

Hk
it Piecewise linear production cost slope coefficient

of generator i in segment k at time t ($/MWh).

P it/P it Min/max generation amount of generator i at time

t (MW).

Li/ℓi Minimum-up/-down time limit of generator i (h).

Li Maximum-up time of generator i (h).

V u
it /V

e
it Ramp-up/-down rate of generator i at time t

(MW/h).

V
u

it/V
e

it Start-up/shut-down ramp rate of generator i at

time t (MW/h).

Tw
i /T c

i Down-time limit for warm/cold start. The start-up

cost is hot-start cost if the shut-down time is less
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than Tw
i , warm-start cost if it is longer than Tw

i

and less than T c
i , and cold-start cost if it is longer

than T c
i (h).

T s
i Minimum number of OFF periods for generator i

in start-up state s ∈ S (h).

T
s

i Maximum number of OFF periods for generator i
in start-up state s ∈ S (h).

S′
i(t)/Si(t)Time-dependent start-up/shut-down cost for gen-

erator i ($).

S′
i/Si Constant start-up/shut-down cost for generator i

($).

κt/̟t Indicator parameter showing whether min-up/-

down time constraint is enforced for a generator

at time t (“1” if it is yes and “0” otherwise).

aj/bj Slope/intercept of segment j in a piecewise linear

function ($/MWh / $).

N Number of pieces in a piecewise linear cost func-

tion.

C. Decision Variables

uit On/Off status of generator i at time t.
vit Start-up status of generator i at time t.
eit Shut-down status of generator i at time t.
δsit Indicator variable, which is 1 if generator i starts

at time t in state s ∈ S.

xit Generation amount of generator i at time t (MW).

fit Production cost of generator i at time t ($).

φs Production cost of a generator at time s ($).

wt Indicator variable, which is 1 if an initial-on

generator shuts down for the first time at time t+1.

ytk Indicator variable, which is 1 if a generator starts

up at time t and shuts down at time k + 1.

ztk Indicator variable, which is 1 if a generator shuts

down at time t+ 1 and starts up at time k.

θt Indicator variable, which is 1 if a generator shuts

down at time t+ 1 and never starts up again.

qstk Generation amount of a generator at time s when

it starts up at time t and shuts down at time k+1
(MW).

φs
tk Production cost of a generator at time s when it

starts up at time t and shuts down at time k + 1
($).

γ̄t(b) Convex hull price at time t (in bus b) ($/MWh).

βt(b) LMP at time t (in bus b) ($/MWh).
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I. INTRODUCTION

In the current U.S. day-ahead electricity market operated

by ISOs, unit commitment and economic dispatch (UCED)

problems are solved to determine the generation amount of

each generator and the market-clearing price. The locational

marginal prices (LMP) for market clearance is calculated

based on the optimal dual vector corresponding to the system-

wide constraints in the ED problem, in which commitment

decision variables are fixed at their optimal values. Since the

commitment statuses are fixed, the LMPs cannot cover the

start-up and no-load costs of the generators [2]. Accordingly,

uplift payments are introduced to make up the possible loss

and motivate the generation side market participants to comply

with the commitment schedule provided by ISOs. Since the

uplift payment cost is not transparent, ISOs aim to minimize

the uplift payment cost for their daily operations [3], [4].

To minimize the uplift payments, a convex hull pricing

approach has been recently introduced and received significant

attention [5]–[8]. This pricing approach aims to minimize the

uplift payments over all possible uniform prices. This approach

has the advantage to provide an optimal uniform price for the

system. However, on the other hand, it requires to obtain an

optimal Lagrangian dual multiplier for a mixed-integer UCED

problem and has been computationally intractable for market

implementation [2].

To overcome this challenge, researchers and practitioners

have explored two different approaches to derive prices that

could provide good approximations for the exact convex hull

price. One approach is to develop efficient algorithms to

solve the Lagrangian dual problem of the UCED problem.

For instance, in [9], [10], the authors developed an extreme-

point sub-differential method to strengthen the traditional

Lagrangian relaxation approach to obtain the price. In [11],

a subgradient simplex cutting plane method is developed to

solve the dual problem by iteratively cutting off non-optimal

solutions. Those algorithms show some benefits, while they

can not guarantee convergence in polynomial time. Mean-

while, researchers turn to the other approach, called the primal

approach. This approach utilizes the property that, with the

convex hull description of each generator and the convex

envelope of the cost function, we can solve a relaxed UCED

problem, which is a linear program, and derive the convex

hull price based on the optimal dual vector associated with

the system-wide constraints [6], [7]. The work in [7] gets an

approximation of the exact convex hull price by deriving a

tight linear program relaxation of the convex hull description

for each generator. Readers are also referred to [12]–[14] for

other tight formulations.

In practice, MISO has implemented an approximation of

convex hull pricing based on Lagrangian relaxation, named

extended locational marginal prices (ELMPs) [2], and recently

the primal formulation in [7] has been shown promising in

reducing uplift payment [15]. However, a lot of practical

features like ramping rate constraints [16], time-dependent

start-up costs, and so on, are not captured in [7], which makes

the formulation not tight for quite a few generators.

In this paper, we follow the spirit of [6], [7] and study

the generalization of convex hull pricing problem with the

focus on the real-world MISO system, which has more features

than those described in the literature, including time-variant

capacity, time-variant ramp-up/-down limit, flexible min-up/-

down time limit, max-up time limit constraints, and time-

dependent start-up costs. Those features are important to

improve the model accuracy, while they make it more difficult

to describe the convex hull formulation. Therefore, it brings

challenges to the primal convex hull formulation framework.

Besides, MISO operates one of the world’s largest energy

markets with more than $29 billion in annual gross market

energy transactions [17]. It is required for the market-clearing

process to solve large-scale problems with millions of decision

variables [18]. Efficient algorithms are desired to achieve high

computational efficiency. The main contributions of this paper

are as follows:

1) Based on the specific features of the MISO system,

including four types of thermal generators, we review

convex hull formulations for two types of generators and

develop two new convex hull formulations for the other

two types of relative more complicated generators. For

the class of generators with most complicated physical

and operational restrictions, we develop the correspond-

ing integral formulation, which can capture time-variant

capacity, time-variant ramp-up/-down limit, flexible min-

up/-down time limit, and max-up time limit constraints, as

well as time-dependent start-up costs altogether, besides

traditional physical restrictions. These features have not

been captured altogether by any formulations in the

literature. Our integral formulation could lead to an exact

convex hull price for the MISO system by solving a linear

program.

2) To solve large-size MISO instances, we develop an inno-

vative iterative algorithm, as well as its variant, to speed

up the process to solve the problem. We prove that the

iterative algorithm converges as the number of iterations

increases. Furthermore, we develop a complementary al-

gorithm to utilize several processors to solve the problem

together, which can provide MISO the flexibility to get a

better solution within a given time limit.

3) We test the algorithms on MISO instances. The numerical

experiment results show that our proposed algorithms

lead to an exact convex hull price and a minimum uplift

payment for all of the test instances within an acceptable

time limit, which is one hour, the time limit given for

executing pricing run for MISO’s day-ahead market, for

the cases with and without transmission constraints.

The remainder of this paper is organized as follows. First, in

Section II, we review the convex hull pricing framework and

primal formulation method. Next, in Section III, we adopt the

integral formulations in the literature that can be used in MISO

convex hull pricing problem. Then, in Section IV, we develop

two new integral formulations that can capture the special

characteristics of MISO instances. After that, in Section V, we

describe our innovative iterative algorithm and its variants, as

well as the convergence proof of this algorithm. In Section VI,

we report computational results on MISO instances. Finally,
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we conclude our research in Section VII.

II. CONVEX HULL PRICING AND UPLIFT PAYMENT

MINIMIZATION

In this section, we briefly review the convex hull pricing

problem as described in [5]–[7] and give the corresponding

primal formulation.

The system optimization problem for a |T |-period UCED

problem run by an ISO can be abstracted as follows:

Z∗
QIP

= min
∑

i∈G

Ci(xi, ui, vi, ei) (1a)

st. Ex ≥ p, (1b)

(xi, ui, vi, ei) ∈ Xi, ∀i ∈ G, (1c)

where Ci(xi, ui, vi, ei) represents the total cost for generator i,
including start-up, shut-down, no-load, and generation costs,

constraints (1b) represent system-wide constraints including

load balance and angle-eliminated transmission constraints in

terms of the shift factors [19], constraints (1c) represent the

feasible region of each generator i.
After solving the UCED problem, an ISO obtains the

generation amount (x̄) and commitment status (ū, v̄, ē) of

each generator. The ISO also determines the price based on

the dual vector γ (referred to as price γ for brevity) for all

participants. For a given price γ offered by the ISO, the self-

scheduling profit maximization problem for each generator i
can be described as follows:

Zi(γ) = max γ⊺Eixi − Ci(xi, ui, vi, ei) (2a)

st. (xi, ui, vi, ei) ∈ Xi. (2b)

The uplift payment is defined as follows [6]:

U =
∑

i∈G Zi(γ)− (γ⊺Ex̄−
∑

i∈G

Ci(x̄i, ūi, v̄i, ēi))

+(γ⊺Ex̄− γ⊺p), (3)

where the first two items represent the difference between the

maximum profit obtained through self-scheduling given price

γ and the profit obtained following ISO’s schedule, and the

last item is defined as “Financial Transmission Rights (FTR)

uplift” in [5].

As stated in [7], the convex hull pricing problem corre-

sponding to problem (1) is presented as the following formu-

lation (4). The exact convex hull price can be derived as γ̄⊺E
based on the optimal dual vector γ̄ of (1b) in formulation (4)

as introduced in [19] and [20, Chapter 8.11] (referred to

as convex hull price γ̄ for brevity). The minimum uplift

payment is guaranteed under the convex hull price γ̄. Note

here, conv(Xi) represents the convex hull formulation for set

Xi, and C̄i(xi, ui, vi, ei) is the convex envelope for the general

cost function of each generator i.

Z∗
QLP

= min
∑

i∈G

C̄i(xi, ui, vi, ei) (4a)

(γ̄) st. (1b),

(xi, ui, vi, ei) ∈ conv(Xi), ∀i ∈ G. (4b)

III. FORMULATIONS FOR SEVERAL SPECIAL CASES

There are different types of generators in practice within

MISO. We first present a traditional 3-bin UC formulation as

a base for building our model as follows:

Z∗
QIP
= min
f,x,u,v,e,δ

∑

i∈G

∑

t∈T

(
∑

s∈S

Fisδ
s
it + Sieit +Gituit + fit

)
(5a)

s.t. (1b)

(fi, xi, δi, ui, vi, ei) ∈ Xi, ∀i ∈ G, (5b)

where the objective function is to minimize the total cost, in

which the four items represent start-up, shut-down, no-load,

and generation costs. The feasible region Xi of generator i
can be expressed as follows:

Xi = {fi, xi, δi, ui, vi, ei ∈R
|T|×R|T|×R|T|×B|T|×B|T|−1×B|T |−1|

fit ≥ Hk
itxit −Qk

ituit, ∀k ∈ [1, N ]Z, ∀t ∈ T , (6a)

δsit ≤
Ti

s∑

j=T s
i

ei(t−j), ∀s ∈ S/{c}, t ∈ T , (6b)

∑

s∈S

δsit = vit, t ∈ T , (6c)

uit − ui(t−1) = vit − eit, ∀t ∈ [2, |T |]Z, (6d)
t∑

j=t−Li+1

vij ≤ uit, ∀t ∈ [Li + 1, |T |]Z, (6e)

t∑

j=t−ℓi+1

vij ≤ 1− ui(t−ℓi), ∀t ∈ [ℓi + 1, |T |]Z, (6f)

xit ≥ P iuit, ∀t ∈ T , (6g)

xit ≤ P iuit, ∀t ∈ T , (6h)

xit − xi(t−1) ≤ V u
i ui(t−1) + V

u

i vit, ∀t ∈ T , (6i)

xi(t−1) − xit ≤ V e
i uit + V

e

ieit, ∀t ∈ T }, (6j)

where P i,P i,V
u
i ,V

u

i ,V e
i ,V

e

i represent time-invariant parame-

ters. Constraints (6a) represent the piecewise linear approxi-

mation of the convex cost functions. Constraints (6b) and (6c)

use indicator variables to represent each start-up type, which

depend on the number of time periods the generator has been

off before it was started-up. Constraints (6d) represent the

logic relationships. Constraints (6e) to (6j) represent the min-

up/-down time restrictions (i.e., (6e)-(6f)), generation lower

and upper bounds (i.e., (6g)-(6h)), and ramp-up/-down rates

(i.e., (6i)-(6j)).

Now we introduce convex hull results for two types of

generators in MISO below.

1) The set of generators with constant start-up costs and

without ramping constraints (labeled as set G1): Among

various types of generators, low capacity fast-start gas gen-

erators are relatively easy to model in terms of physical

constraints. They can start-up quickly, and the ramping ca-

pability is larger than the gap between upper and lower

generation limits. Also, the start-up costs are constant and not

dependent on the down-time periods before the start-up. Thus,
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constraints (6b), (6c), (6i), and (6j) are redundant and (6) can

be simplified as follows:

Z∗
QIP

= min
x,u,v,e

∑

i∈G

∑

t∈T

(S′
ivit + Sieit +Gituit + fit) (7)

s.t. (1b), (fi, xi, ui, vi, ei) ∈ X
1
i , ∀i ∈ G1.

X 1
i = {fi, xi, ui, vi, ei ∈ R

|T |×R|T |×B|T |×B|T |−1×B|T |−1|

(6a), (6d)− (6h)}. (8)

The convex hull (as described in [7] and [21]) for X 1
i is

D1
i = {fi, xi, ui, vi, ei ∈ R

|T |×R|T |×R|T |×R|T |−1×R|T |−1|

(6a), (6d)− (6h),

vi ≥ 0, ei ≥ 0}. (9)

2) The set of generators with constant start-up costs and

start-up ramping constraints (labeled as set G2): For another

group of gas-fired generators with less restrictive physical

constraints, the ramping rates during the stable region are

larger than the gap between the upper and lower generation

bounds. But the start-up ramping rates (V
u

i ) are binding. For

this case, the convex hull description is (as described in [21])

D2
i = {fi, xi, ui, vi, ei ∈ R

|T |×R|T |×R|T |×R|T |−1×R|T |−1|

(6a), (6d)− (6h), (9),

xit ≤ P iuit + (V
u

i − P i)vit, ∀t ∈ [2, |T |]Z}. (10)

IV. FORMULATIONS FOR THE GENERAL MISO INSTANCES

For the generators in MISO, besides special generators G1
and G2 as described in III, there are several generator features

which reflect the market needs and capture more details in

practice. In this section, we first introduce three new features

in general MISO instances. Then based on generator types, we

derive two convex hull descriptions capturing these features.

A. Features in the general MISO instances

1) Max-up time limit: For some generators in the MISO

market, there are restrictions on maximum time periods that

the generator can stay online because of machine deterioration.

To accommodate this, the max-up time constraints can be

described as follows:

t+Li∑

j=t+1

vij ≥ ui(t+Li)
, ∀t ∈ T (11)

2) Flexible min-up/-down time limit: In MISO, the min-

up/-down time limit is set to be time-variant to resolve offer

data conflicts. For example, participants may submit a must-

run offer for a generator for hours 1 − 5 and 10 − 24 with

the min-down time limit as 6 hours. This will force UCED

to commit this generator between 6 and 9 even if it is costly.

So MISO developed a set of rules to ignore min-up/-down

time limit if there are such conflicts. In this example, the min-

down time limit is relaxed to be 1 between hours 6 and 9
so that the generator will not be committed if it is costly.

It will force market participants to submit proper offers and

prevent market manipulation. If they do want to run through,

they should submit a must-run offer for all hours. If they do

want MISO to determine on/off in between, they should have

at least 6 hours in between. To accommodate this, the refined

min-up/-down time constraints in the 3-bin formulation (such

as G1 and G2) can be described as follows (generator index i
is omitted for brevity):

t∑

j=t−L+1

κtvj ≤ ut, ∀t ∈ [L+ 1, |T |]Z, (12)

|T |∑

j=t−ℓ+1

̟tvj ≤ 1− ut−ℓ, ∀t ∈ [ℓ+ 1, |T |]Z. (13)

3) Time-variant parameters: In MISO, market participants

are allowed to offer capacity and ramp rates varying by the

hour. The time-variant parameters make the convex hull more

complicated and have rarely been studied in the literature.

B. Convex hull results for general MISO instances

1) The set of generators in G2 with max-up time limit

constraints described in IV-A1 (labeled as set G3): For this

type of generators, we derive and prove the convex hull

description in Theorem 1.

Theorem 1. The convex hull description for the 3-bin model

with max-up time restriction can be described as follows:

D3
i = {fi, xi, ui, vi, ei ∈ R

|T |×R|T |×R|T |×R|T |−1×R|T |−1|

(6a), (6d)− (6h), (9)− (11)}. (14)

Proof. Based on Proposition 2 in [22], for the min-up/-

down time only polytope (without ramping constraints) with

max-up time restrictions, the convex hull description of the

feasible binary variables (u, v, e) is {u, v, e ∈ R
|T | × R

|T | ×
R

|T || (6d)− (6f), (9), (11)}. Then, based on Lemma 4 in [21],

the addition of capacity constraints (6g)-(6h), start-up ramping

constraints (10), and linear function (6a) does not affect

integrality. Thus, the conclusion holds.

2) The set of generators with all the additional restrictions

described in IV-A1-IV-A3(labeled as set G4): For this type of

general generators, the model is built in a high-dimensional

space by introducing binary variables ytk (ztk) to indicate

a generator is “ON” (“OFF”) from time periods t to k,

in order to keep track of its “ON” and “OFF” intervals.

Accordingly, a new decision variable qstk, corresponding to

each “ON” interval [t, k]Z, is introduced to represent the

generation amount at time s, t ≤ s ≤ k. Now, we describe

the integral formulation (referred to as EUC formulation) and

give the detailed illustrations in the proof of Theorem 2. We

assume the generator has been initially on for s0 time periods

before time 1. Thus, the generator cannot shut down until time

t0 + 1, with t0 = [L − s0]
+, due to min-up constraints. The

detailed formulation is shown as follows:

min
∑

k∈K,k<|T |

S(k + s0)wk +
∑

tk∈T K2,k<|T |

S(k − t+ 1)ytk

+
∑

kt∈KT

S′(t− k − 1)zkt +
∑

tk∈T K

k∑

s=t

φs
tk (15a)
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s.t.
∑

k∈K

wk = 1, (15b)

−wt′1{t′∈K}+
∑

tk∈KT ,t=t′

zt′k −
∑

kt∈T K2,t=t′

ykt′+θt′=0,∀t
′∈[t0,|T |−1]Z,(15c)

∑

tk∈T K2,t=t′

yt′k −
∑

kt∈KT ,t=t′

zkt′ = 0, ∀t′ ∈ [t0 + ℓt + 1, |T |]Z, (15d)

P swk ≤ qstk ≤ P swk, ∀s ∈ [t, k]Z, ∀tk ∈ T K1, (15e)

P sytk ≤ qstk ≤ P sytk, ∀s ∈ [t, k]Z, ∀tk ∈ T K2, (15f)

qttk ≤ V
u

t ytk, ∀tk ∈ T K
2, (15g)

qktk ≤ V
e

kwk, ∀tk ∈ T K1, k ≤ |T | − 1 (15h)

qktk ≤ V
e

kytk, ∀tk ∈ T K
2, k ≤ |T | − 1 (15i)

qs−1
tk − qstk ≤ V e

s wk, qstk − qs−1
tk ≤ V u

s wk,

∀s ∈ [t+ 1, k]Z, ∀tk ∈ T K1, (15j)

qs−1
tk − qstk ≤ V e

s ytk, qstk − qs−1
tk ≤ V u

s ytk,

∀s ∈ [t+ 1, k]Z, ∀tk ∈ T K2, (15k)

φs
tk−ajq

s
tk≥bjwk,∀s∈[t, k]Z, j∈[1, N ]Z, ∀tk ∈ T K1, (15l)

φs
tk−ajq

s
tk≥bjytk,∀s∈[t, k]Z, j∈[1, N ]Z, ∀tk ∈ T K2, (15m)

w, z, y ≥ 0, θt ≥ 0, ∀t ∈ [t0, |T | − ℓt − 1]Z, (15n)

where the objective function is to minimize the total cost,

including shut-down, start-up and generation costs, con-

straints (15b)-(15d) keep track of the generator’s “ON” and

“OFF” statuses (1{t′∈K} indicates that wt′ is included in (15c)

only when t′ is in set K), and constraints (15e)-(15m) describe

the economic dispatch restrictions in the “ON” interval, includ-

ing the generation upper and lower bounds (15e)-(15f), start-up

and shut-down ramping restrictions (15g)-(15i), general ramp-

up and ramp-down restrictions (15j)-(15k), and finally the

piecewise linear convex function f s
tk(q

s
tk) representation (15l)-

(15m). Meanwhile, considering the new features in terms

of max-up and flexible min-up/-down time limit, we define

K = [t0,min{L − s0, |T |}]Z as the subscript set of vari-

able w, T K (KT ) as all possible on-intervals (off-intervals)

satisfying min-up and max-up (min-down) time restrictions.

More specifically, we let T K = T K1 ∪ T K2, where T K1

collects all possible first “ON” intervals [t, k]Z with t = 1 and

k ∈ [t0+1,min{L−s0, |T |}]Z and T K2 collects all following

“ON” intervals [t, k]Z, after a shut-down has happened, with

t ∈ [t0+ ℓt+1, |T |]Z and k ∈ [min{t+Lt− 1, |T |},min{t+
L− 1, |T |}]Z. In this expression, we have i) Lt = L if κt = 1
and Lt = 1 otherwise, and ii) ℓt = ℓ if ̟k = 1 and ℓt = 1
otherwise to reflect the flexible min-up/-down time limit as

described earlier in Section IV-A2. Similarly, we have KT
collecting all “OFF” intervals [k, t]Z with k ∈ [t0, |T |−ℓt−1]Z
and t ∈ [k + ℓt + 1, |T |]Z. The new feature in terms of

time-variant parameters is considered by allowing parameters

P s, P s, V
u

t , V
e

k, V
e
s to be dynamic in time.

Theorem 2. The convex hull description for the general single

generator MISO UC is as follows:

D4
i = {wi, yi, zi, θi, qi, φi| (15b)− (15n)}, (16)

and there exists an optimal solution to (15) binary with respect

to decision variables w, y, and z.

Proof. The detailed proof is provided in Appendix A.

Finally, it can be observed that the convex hull description

for the initial-off generators can be obtained similarly.

V. ITERATIVE ALGORITHMS FOR CONVEX-HULL PRICING

FOR MISO INSTANCES

Based on the above convex hull descriptions (9), (10), (14),

and (16), we derive the general convex hull pricing formu-

lation (P ) as follows. For notation brevity, we let G4 =
G/(G1 ∪ G2 ∪ G3) represent all unclassified generators using

formulation (15). Since we have the convex hull descriptions

for each type of generators and convex envelope for all cost

functions, we can provide the exact convex hull price and

minimize the uplift payment by solving the following linear

program:

(P ) : Z∗
LPO

= min
f,x,u,v,e,w,y,z,θ,q,φ

∑

i∈G1∪G2∪G3

∑

t∈T

git +
∑

i∈G4

g′it (17a)

s.t. (1b), (fi, xi, ui, vi, ei) ∈ D
1
i , ∀i ∈ G1,

(fi, xi, ui, vi, ei) ∈ D
2
i , ∀i ∈ G2,

(fi, xi, ui, vi, ei) ∈ D
3
i , ∀i ∈ G3,

(wi, yi, zi, θi, qi, φi) ∈ D
4
i , ∀i ∈ G4,

where the cost function git of each generator i in G1∪G2∪G3
can be expressed as

git = S′
ivit + Sieit +Gituit + fit (18)

and the cost function g′it of each generator i in G4 can be

expressed as

g′it =
∑

k∈K,k<|T |

Si(k + s0)wik +
∑

tk∈T K2
i
,k<|T |

Si(k − t+ 1)yitk

+
∑

kt∈KT

S′
i(t− k − 1)zikt +

∑

tk∈T K

k∑

s=t

φs
itk. (19)

The formulation (P ) is sufficient to solve the convex hull

pricing problem. However, a large number of variables and

constraints in the EUC formulation (i.e., (15)) increase the

computational complexity and lead to a long solving time

when the number of generators in G4 is large. To solve the

large-scale problem (P ), we develop an iterative algorithm,

in which a relaxation problem where D4
i is replaced by D3

i

and g′it is replaced by git for each generator i ∈ G4 in (P )

is solved in the first step. Then the constraints D4
i in EUC

formulation are added gradually when needed to tighten the

relaxation. Meanwhile, the objective function git is replaced

by g′it when D4
i is added back. Our approach can provide a

very tight approximation of the convex hull price, with most

of the cases converging at the optimal solution. Meanwhile the

algorithm terminates in a short time.

A. Methodology background

Before describing the detailed algorithms, we first introduce

Lemma 1 and Theorem 3 to provide a theoretical foundation

showing that the uplift payment amount will decrease and
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converge under our algorithm. For notation brevity, we use

x ∈ R
n to represent all variables in (5), which contains binary

variable set x1 and continuous variable set x2. The traditional

3-bin MILP UC formulation (5) can be abstracted as follows:

Z∗
QIP

= min{c⊺x|Ex ≥ p, x ∈ X}, (20)

X = {x1 ∈ B
n1 , x2 ∈ R

n2 |Ax ≤ b}.

Lemma 1. For A ∈ R
m×n, A′ ∈ R

m×n, E ∈ R
p×n, b ∈

R
m, b′ ∈ R

m, p ∈ R
p and c ∈ R

n, we consider the integer

optimization problem (20), its tightened linear programming

relaxation problem (PC) in which A′x ≤ b′ dominates Ax ≤ b,
and the Lagrangian relaxation DC corresponding to a dual

vector γ as follows:

(PC) : ZC = min{c⊺x|A′x ≤ b′, Ex ≥ p, x ∈ R
n}, (21)

(DC) : ZC(γ)= min{c⊺x+γ⊺(p−Ex)|A′x ≤ b′, x ∈ R
n}.(22)

Given an optimal dual vector γ̄ for constraints Ex ≥ p in (21),

if

(i) x∗ = {x∗
1, x

∗
2} is an optimal solution to problem ZC(γ̄),

(ii) x∗
1 are all binaries,

then the uplift payment given price γ̄ can be calculated as

U = Z∗
QIP
− ZC(γ̄) (⊠).

Proof. Based on the definition of uplift payment in (3), the

profit following the ISO’s schedule can be calculated as

PISO = γ̄⊺Ex̄ − Z∗
QIP

(♦), which is the second item in (3),

and the maximum profit
∑

i∈G Zi(γ̄) obtained through self-

scheduling problem (2) given price γ̄ can be derived by solving

the following problem, where c⊺x is an abstract form of

Ci(xi, ui, vi, ei) in (2):
∑

i∈G

Zi(γ̄) = −min{c⊺x−γ̄⊺Ex|A′x ≤ b′, x1 ∈ B
n1}. (23)

Based on formulations (22) and (23), it is clear that

−
∑

i∈G Zi(γ̄) ≥ ZC(γ̄) − γ̄⊺p (⋆), since x1 is relaxed to

be continuous between 0 and 1 in (22). Meanwhile, when

conditions (i) and (ii) hold, x∗ is a feasible solution to (23).

Thus, −
∑

i∈G Zi(γ̄) ≤ ZC(γ̄)− γ̄⊺p (♣). Combining (⋆) and

(♣), we have
∑

i∈G Zi(γ̄) = −(ZC(γ̄)− γ̄⊺p) (>).

Therefore, U =
∑

i∈G Zi(γ̄) − PISO+γ̄⊺Ex̄− γ̄⊺p =
−(ZC(γ̄)−γ̄⊺p)−(γ̄⊺Ex̄−Z∗

QIP
)+γ̄⊺Ex̄− γ̄⊺p = Z∗

QIP
−ZC(γ̄),

where the first equation holds due to (3), the second equation

holds based on (>) and (♦), and the last one is directly derived

by eliminating the same items.

Remark 1. Note here that the prices γ̄ are calculated by

solving a linear program, and thus, they are not linked to the

optimal integer solutions in the original problem.

Remark 2. When Z∗
QIP

is not obtained in practice, the uplift

payment is calculated using equation U = Z∗
QIP
− ZC(γ̄), i.e.,

(⊠), by replacing Z∗
QIP

with its best upper bound Z ′
QIP

obtained

by the MIP solver. The derived uplift payment using Z ′
QIP

provides an upper bound of the optimal uplift payment, since

ZC(γ̄) does not change for a given γ̄ and Z ′
QIP
≥ Z∗

QIP
. The

extra amount of uplift payment is equal to Z ′
QIP
− Z∗

QIP
.

Theorem 3. For A1 ∈ R
m×n, A2 ∈ R

m×n, E ∈ R
p×n, b1 ∈

R
m, b2 ∈ R

m, d ∈ R
p, and c ∈ R

n, considering the integer

optimization problem (20), its linear programming relaxation

z = min{c⊺x|Ax ≤ b, Ex ≥ p, x ∈ R
n} (for notation brevity,

we define XL = {x ∈ R
n|Ax ≤ b}), and two tightened linear

programming relaxation problems (PC1
), (PC2

) shown below,

(PC1
) : ZC1

= min{c⊺x|Ex ≥ p, x ∈ X1}, (24)

(PC2
) : ZC2

= min{c⊺x|Ex ≥ p, x ∈ X2}, (25)

in which conv(X ) ⊆X2 ⊆ X1 ⊆ XL with X1 = {x ∈
R

n|A1x ≤ b1} and X2 = {x ∈ R
n|A2x ≤ b2}. Under

these two formulations, we use the dual vector for constraints

Ex ≥ p to derive the market clearing price, written as γ̄1 and

γ̄2. Then the uplift payment under γ̄2 will be no larger than

that under γ̄1 if conditions (i) and (ii) in Lemma 1 hold.

Proof. According to Lemma 1, the uplift payments under

formulations (24) and (25) can be calculated as U1 = Z∗
QIP
−

ZC1
(γ̄1) and U2 = Z∗

QIP
−ZC2

(γ̄2) when conditions (i) and (ii)

hold. Based on strong duality in Lagrangian relaxation, we

have ZC1
= ZC1

(γ̄1) and ZC2
= ZC2

(γ̄2). Since X2 ⊆ X1, we

have ZC1
≤ ZC2

. Thus, we can conclude U1 ≥ U2.

Remark 3. If X2 = conv(X ), then γ̄2 is a convex hull price

and Z∗
QIP
− ZC2

(γ̄2) is the minimum uplift payment.

B. The detailed algorithm

We consider the following (P1) as the starting point:

(P1) : ZC = min
f,x,u,v,e

∑

i∈G

∑

t∈T

git

s.t. (1b), (fi, xi, ui, vi, ei) ∈ D
1
i , ∀i ∈ G1,

(fi, xi, ui, vi, ei) ∈ D
2
i , ∀i ∈ G2,

(fi, xi, ui, vi, ei) ∈ D
3
i , ∀i ∈ G3 ∪ G4.

In this formulation, we keep the convex hull descriptions for

generators in G1 ∪ G2 ∪ G3 in problem (P ), and relax the

convex hull set D4
i for each generator in G4 to be D3

i . As

stated above, adding EUC formulations (15) to all of the

generators in G4 will lead to the perfect formulation, but it

will increase the computational complexity significantly. The

iterative algorithm is designed to select “necessary” generators

in G4 and only add (15) of “necessary” generators into (P1),

which can effectively tighten the formulation and improve ZC

with a less computational burden. The detailed algorithm is

shown in Algorithm 1. Here we provide the explanation.
Following the conditions in Lemma 1, we first solve (P1)

and get the dual vector γ̄ of equation (1b). Then we solve the

following (P2), which is a Lagrangian relaxation problem of

(P1) based on the given price γ̄:

(P2) : ZC(γ̄)= γ̄⊺p+ min
f,x,u,v,e

∑
i∈G

∑
t∈T

(git − γ̄⊺Eixit)

s.t. (fi, xi, ui, vi, ei) ∈ D1
i , ∀i ∈ G1,

(fi, xi, ui, vi, ei) ∈ D2
i , ∀i ∈ G2,

(fi, xi, ui, vi, ei) ∈ D3
i , ∀i ∈ G3 ∪ G4.

To satisfy conditions (i) and (ii) in Lemma 1, we need to

get an integral solution to (P2). In (P2), since there are no
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coupling constraints among generators, this problem is equiva-

lent to maximizing profit for each generator independently and

summing them together. Assume the optimal solution to (P2)

is (f∗, x∗, u∗, v∗, e∗). For each generator j ∈ G1 ∪ G2 ∪ G3,

the values of u∗
j , v

∗
j , e

∗
j will be binaries for any given price

γ̄, since D1
j ,D

2
j , and D3

j provide the convex hull descriptions.

For each generator j ∈ G4, we may get fractional values in

u∗
j , v

∗
j , e

∗
j since D3

j is a relaxation of D4
j . In this algorithm,

we consider the constraints in D4
j as a cutting plane group.

When a fractional solution to a particular generator j ∈ G4
is obtained in (P2), we add this cutting plane group D4

j to

(P2) and (P1) and replace the objective function gjt with g′jt.
In this way, we can ensure that this generator has integral

solutions when we solve (P2) with any given price γ̄. The set

Γ (representing the set of generators in G4 using the constraints

in D4
j ) is updated accordingly by adding this generator. Since

the dual vector γ̄ could change after updating the formulation

for certain generators in G4, we need to solve (P1) again and

get an updated γ̄. We thus create an inner loop to repeat this

process until we could not find an updated price γ̄.
Next, we further decrease the uplift payment by tightening

(P1) utilizing Theorem 3. The optimal solution to the updated

(P1) could be infeasible for constraints in (15) for some

generator i in G4/Γ since D4
i is relaxed to D3

i . Given the

optimal solution (f̂i, x̂i, ûi, v̂i, êi) of each generator i in (P1),

we can identify infeasible generators by solving the following

(P3) for each generator i ∈ G4/Γ with fractional ûi, v̂i, or êi:

(P3) : min
wi,zi,yi,θi,qi,φi

1 (28a)

s.t. (wi, zi, yi, θi, qi, φi) ∈ D
4
i ,

x̂is =
∑

tk∈T K,t≤s≤k

qstk, f̂is =
∑

tk∈T K,t≤s≤k

φs
tk, ∀s ∈ T , (28b)

v̂is =
∑

kt∈KT ,t=s

zkt, êis =
∑

kt∈KT ,k=s

zkt + θs, ∀s ∈ T , (28c)

ûis =
∑

tk∈T K
1
,k≥s

wk +
∑

tk∈T K
2
,t≤s≤k

ytk, ∀s ∈ T , (28d)

where constraints (28b)-(28d) build the linear mapping be-

tween the optimal solution to EUC formulation (15) and that

of the traditional 3-bin MILP UC formulation (6). If the above

(P3) is infeasible for generator i, then this generator i will

be included in set Γ. We update problems (P1) and (P2)

by adding the constraints in D4
i and replacing git with g′it,

which tightens (P1) by cutting off the infeasible solution

and meanwhile ensure integral solutions in (P2) for those

generators. Note here that the generators with an integral

solution to ûi, v̂i, and êi are always feasible in (P3) since the

convex hull D4 contains all of the feasible integral solutions.

Similarly, a new dual vector γ̄ could be obtained after

solving the updated (P1), and it may lead to extra generators

with fractional solutions in updated (P2). Thus we create an

outer loop to repeat this process iteratively to ensure that we

have an optimal solution feasible to the perfect formulation

(P ). The iterative algorithm terminates when we obtain an

solution feasible to (P ), and an integral solution under the

corresponding γ̄ is obtained in (P2). The resulting uplift

payment under price γ̄ is U = Z∗
QIP
− ZC(γ̄).

We can observe that this algorithm satisfies the conditions

in Theorem 3 and thus, the uplift payment is non-increasing in

each iteration. Meanwhile, the uplift payment is bounded be-

low by the minimum uplift payment. Therefore, the algorithm

converges based on the monotone convergence theory.

Remark 4. Note here that although the outer loop could guar-

antee the constraints of our integral formulation (15) satisfied,

the objective of the final (P1) in the outer loop could be still

different from that of (P ), because our integral formulation has

a different objective function (19), as compared to that of the

original formulation (18). Thus, the uplift payment calculation

in the algorithm may not reflect the actual uplift payment

amount, i.e., U 6= Z∗
QIP
− ZC(γ̄) in general under this case.

Accordingly, this does not guarantee the monotone decrement

of the uplift payment. Therefore, solving (P2) is necessary to

have Theorem 3 held to ensure convergence.

C. Complementary algorithm

It can be first observed that the outer loop, which tightens

(P1) and the inner loop, which ensures conditions in Lemma 1

held in (P2), can be exchanged. The exchange may result

in a different converging path and lead to a different result.

We denote these two as IA1 and IA2. To further tighten the

results from IA1/IA2, by taking advantage of the independence

of (P3) to the other parts of the algorithm, we develop

a complementary algorithm, which can be implemented in

parallel to check and select the potential candidates from G4/Γ
in the resulting (P1) after IA1/IA2 to add the corresponding

D4
i , which could further tighten the formulation.

Assuming there are M + 1 parallel computing nodes with

one master and M slave nodes, the steps of the complementary

algorithm, denoted as IAC1 and IAC2, are as follows:

Step 1: Run Algorithm IA1/IA2 on the master node. After it

finishes, record the resulting (P1), price γ̄, set Γ, and ZC(γ̄);
Step 2: Divide the generators in G4/Γ into M groups:

G′
1, . . . , G

′
M . The resulting (P1) and G′

m are distributed to

each slave node m, ∀m ∈ {1, . . . ,M};
Step 3: For each slave node m ∈ {1, . . . ,M}, each

generator j ∈ G′
m is updated in the resulting (P1) in sequence

following Steps 12-13 in IA1/IA2. If the optimal objective

value is improved by adding a generator j, the resulting (P1)

in the master node will be updated accordingly and solved to

get improved uplift payment U and price γ̄;

Step 4: The stopping rules are flexible. The algorithm will

stop if one of the following rules is satisfied: i) the master

node receives n updated generators from the slave nodes, ii)

the time limit Tlimit is reached, or iii) all of the slave nodes

terminate.

The final updated convex hull price γ̄′ and ZC(γ̄
′) can be

used to calculate the uplift payment as U ′ = Z∗
QIP
− ZC(γ̄

′).

VI. COMPUTATIONAL EXPERIMENTS ON MISO

INSTANCES

In this section, we report the performance of our proposed

formulations and algorithms for the MISO system. More
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Algorithm 1: An iterative algorithm (IA1)

Data: The parameters of the system

Result: Convex hull price γ̄ and uplift payments U
1 Initialization: initialize (P1) and construct set Γ = ∅ ;

2 Solve MILP (5) with the optimal objective value Z∗
QIP

;

3 Relax variables u, v, e to be continues;

4 do

5 Solve (P1) and get the optimal solution (f̂ , x̂, û, v̂, ê)

and dual vector γ̄;

6 do

7 Set count number m = 0;

8 for j ∈ G4/Γ do

9 Given dual vector γ̄, solve (P2) and get the

optimal solution (f∗
j , x

∗
j , u

∗
j , v

∗
j , e

∗
j ) and the

optimal objective value ZC(γ̄) ;

10 if there exists fractional values in terms of

u∗
j , v

∗
j , e

∗
j in the optimal solution to (P2)

then

11 Γ← Γ ∪ {j}, m← m+ 1;

12 Replace the objective function gjt in (P1)

and (P2) with g′jt;
13 Replace the corresponding constraint set

in (P1) and (P2) with D4
j ;

14 Solve the updated (P1) and get the optimal

solution (f̂ , x̂, û, v̂, ê) and dual vector γ̄;

15 while m != 0;

16 Set count number n = 0;

17 for i ∈ G4/Γ do

18 if there exists fractional values in terms of

ûi, v̂i, êi in the optimal solution to (P1) then

19 Solve (P3) for generator i and check the

feasibility;

20 if Infeasible then

21 Γ← Γ ∪ {i}; n← n+ 1;

22 Replace the objective function git in (P1)

and (P2) with g′it;
23 Replace the corresponding constraint set

in (P1) and (P2) with D4
i ;

24 while n != 0;

25 The estimated convex hull price is γ̄ and the uplift

payment is U = Z∗
QIP
− ZC(γ̄).

specifically, we test the performance of the proposed tight

linear programming formulation, the iterative algorithms, and

their complementary parts. Each MISO instance includes over

1, 100 generators with their corresponding bidding information

provided. Among all of the generators, the percentages of

G1, G2, G3, and G4 are around 50%, 1%, 8%, and 41%. We

randomly select 11 instances each with a 36-hour operation

planning horizon and compute the corresponding convex hull

price and uplift payment. All test instances were run on a dual

8-processor Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz

512GB with Gurobi 8.0.1 as the optimization solver. The

default MIP optimality gap is set to be 1e-3.

We report the results for the following models and algo-

rithms:

• MIP: the traditional 3-bin MILP UC model (5);

• LMP: energy price is calculated based on the dual vec-

tor corresponding to the system-wide constraints in the

UCED problem when commitment statuses are fixed at

their optimal values;

• TLP: use the approximated convex hull pricing formula-

tion (P1) to obtain the price;

• IA1, IA2: approximated convex hull pricing formulation

using the algorithms described in Section V to obtain the

price;

• IAC1, IAC2: approximated convex hull pricing formula-

tion using the iterative algorithm plus its complementary

algorithm, implemented in a single processor. The set-

ting for the complementary algorithm is as follows: 1)

M = |G4/Γ|, 2) n = 2, and 3) Tlimit = 200s;

• OPT: use the exact convex hull pricing formulation (P )

to obtain the convex hull price.

We tested the cases with and without transmission con-

straints, respectively. The results for the cases without trans-

mission constraints are reported in Table I. In the table, column

“Solution ($)” represents the optimal cost for the system

optimization model, with “MIP” representing the optimal ob-

jective for the MILP UC model (5) and others representing the

optimal objective for the corresponding linear programming

relaxation, column “Uplift payment ($)” represents the total

uplift payment generated from each approach, column “Time

(s)” represents the computational time in terms of seconds for

each approach. Since IAC1 and IAC2 are complementary to

IA1 and IA2, we only report additional time required to reach

the optimal solution. That is, we use “⋄” to indicate that IAC1

or IAC2 stops after the stopping rule is satisfied, and “(+δ)”

after “⋄” to indicate that the complementary algorithm takes δ
extra seconds after the iterative algorithm terminates to reach

the optimal solution. “(+0)” shows that the result of IA1 or IA2

is already optimal. Column “Save ($)” represents the uplift

payment savings as compared to the “LMP” approach. The

savings of the TLP approach are calculated as the difference

of uplift payments between the TLP approach and the LMP

approach. Since IA1, IA2, IAC1, and IAC2 tighten the TLP

model, the savings of these four methods are represented as the

extra savings beyond the TLP approach. For example, in case

“C1”, the TLP approach can save $3, 093 as compared to the

LMP approach. The IA1 approach can save extra $299, which

means the IA1 approach can save $3, 093+$299 = $3, 392 in

total as compared to the LMP approach. The “OPT” provides

a benchmark to indicate the efficiency of each approach. For

instance, our proposed algorithms achieve an exact convex hull

price and a minimum uplift payment if the uplift payment

derived from our approach is the same as that from the “OPT”

algorithm. Column “Optimal” indicates if an exact convex

hull price and a minimum uplift payment are achieved by

each approach. Finally, column “Diff ($/MWh)” represents the

average absolute deviation between the exact convex hull and

LMP prices. For the cases without transmission constraints,

the “Diff ($/MWh)” is calculated as
∑

t∈T |γ̄t − βt|/|T | with
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the convex hull prices γ̄t and LMP prices βt, ∀t ∈ T .
From Table I, we can first observe that the TLP approach

can effectively reduce the uplift payments with a shorter com-

putational time as compared to the LMP approach. The price

can be obtained without solving the UC problem. Second, we

can observe that our proposed alternative algorithms IA1 and

IA2 are very effective. They provide extra savings based on

the TLP approach. Both IA1 and IA2 can solve nine out of the

eleven total cases into optimality. For the remaining two cases,

at least one of IA1 and IA2 can achieve the minimum uplift

payment and the exact convex hull price. In practice, ISOs can

run both IA1 and IA2 to improve the chance to obtain the exact

convex hull price. More importantly, the algorithm ran very

fast and can terminate within 13 minutes for all cases. Third,

for the cases whose optimal values are not reached by IA1 (or

IA2), the complementary algorithm can effectively find out the

“key” generators and add them into IA1 (or IA2) to ensure the

optimality. Among the eleven cases at most two generators are

added after terminating IA1 (or IA2), which also verified the

compactness of IA1 and IA2. What is more, the stopping rules

for IAC1 and IAC2 can be flexible in terms of adding extra

generators into the formulation, which can provide ISOs the

flexibility to get a proper price within a time limit. Finally, we

can observe that the average absolute deviations between the

convex hull prices and LMP prices range from .25 to 1.01.
The results for the cases with transmission constraints (C10

and C11) are reported in Table II. For the cases with transmis-

sion constraints, the price is a vector with dimension |T |×|B|,
where |B| is the number of buses in the MISO system, which

is over 550. In column “Diff ($/MWh),” we report the av-

erage absolute deviation
∑

t∈T

∑
b∈B |γ̄tb − βtb|/(|T | × |B|),

where γ̄tb and βtb are convex hull prices and LMP prices at

time t ∈ T in bus b ∈ B. The results are also very promising,

and similar observations are obtained. From Table II, we can

observe that both IA1 and IA2 achieve the minimum uplift

payment and exact convex hull price for the first case. For

the second case, IA2 achieves the minimum uplift payment,

and IA1 achieves it with the help of the complementary

algorithm. Compared with the results for Cases C10 and C11

without transmission constraints, the savings for the cases

with transmission constraints are relatively larger, and the

differences between the exact convex hull prices and LMP

prices are also relatively larger. Meanwhile, it does not take

much longer to solve the cases with transmission constraints

with all finished in 20 minutes.
Finally, from Tables I and II, by comparing the solving

time of our proposed algorithms with the OPT approach,

we can observe that our proposed algorithms are much more

computationally efficient.

VII. CONCLUSION

This paper has provided a customized compact formulation,

efficient iterative algorithms, and implementation techniques to

solve the convex hull pricing problem for MISO instances. To

capture the real-world generator characteristics, we categorize

four groups of generators and develop two new convex hull

descriptions, in which the EUC formulation provides the con-

vex hull description for the generators with most complicated

TABLE I
TEST RESULTS FOR MISO WITHOUT TRANSMISSION CONSTRAINTS

Case Model
Solution

($)
Uplift Payment

($)
Time

(s)
Save
($)

Optimal
Diff

($/MWh)

C1

MIP 39,986,855 - - - -

0.25

LMP - 3,521 36 - N
TLP 39,980,331 428 15 3,093 N
IA1 39,986,726 129 241 +299 Y
IA2 39,986,726 129 247 +299 Y

IAC1 39,986,726 129 ⋄(+0) +299 Y
IAC2 39,986,726 129 ⋄(+0) +299 Y
OPT 39,986,726 129 11,214 +299 ⋆

C2

MIP 55,311,277 - - - -

0.83

LMP - 13,242 35 - N
TLP 55,291,978 3,187 15 10,055 N
IA1 55,309,361 1,916 177 +1,271 Y
IA2 55,309,361 1,916 194 +1,271 Y

IAC1 55,309,361 1,916 ⋄(+0) +1,271 Y
IAC2 55,309,361 1,916 ⋄(+0) +1,271 Y
OPT 55,309,361 1,916 10,445 +1,271 ⋆

C3

MIP 69,299,295 - - - -

0.99

LMP - 18,114 35 - N
TLP 69,290,109 2,890 15 15,224 N
IA1 69,297,643 1,652 240 +1,238 Y
IA2 69,297,517 1,778 132 +1,112 N

IAC1 69,297,643 1,652 ⋄(+0) +1,238 Y
IAC2 69,297,643 1,652 ⋄(+160) +1,238 Y
OPT 69,297,643 1,652 18,975 +1,238 ⋆

C4

MIP 50,763,422 - - - -

0.52

LMP - 8,948 34 - N
TLP 50,754,612 2,033 18 6,915 N
IA1 50,762,469 953 431 +1,080 Y
IA2 50,762,469 953 390 +1,080 Y

IAC1 50,762,469 953 ⋄(+0) +1,080 Y
IAC2 50,762,469 953 ⋄(+0) +1,080 Y
OPT 50,762,469 953 15,185 +1,080 ⋆

C5

MIP 49,946,355 - - - -

0.34

LMP - 7,637 35 - N
TLP 49,861,587 6,046 16 1,591 N
IA1 49,945,716 639 493 +5,407 Y
IA2 49,945,716 639 769 +5,407 Y

IAC1 49,945,716 639 ⋄(+0) +5,407 Y
IAC2 49,945,716 639 ⋄(+0) +5,407 Y
OPT 49,945,716 639 16,260 +5,407 ⋆

C6

MIP 58,880,776 - - - -

0.76

LMP - 36,630 38 - N
TLP 58,861,963 3,889 15 32,741 N
IA1 58,880,049 727 475 +3,162 Y
IA2 58,880,049 727 597 +3,162 Y

IAC1 58,880,049 727 ⋄(+0) +3,162 Y
IAC2 58,880,049 727 ⋄(+0) +3,162 Y
OPT 58,880,049 727 16,098 +3,162 ⋆

C7

MIP 57,307,363 - - - -

1.01

LMP - 51,424 37 - N
TLP 57,288,519 1,832 14 49,592 N
IA1 57,306,102 1,261 584 +571 N
IA2 57,306,120 1,243 560 +589 Y

IAC1 57,306,120 1,243 ⋄(+38) +589 Y
IAC2 57,306,120 1,243 ⋄(+0) +589 Y
OPT 57,306,120 1,243 11,935 +589 ⋆

C8

MIP 69,977,540 - - - -

0.37

LMP - 11,472 35 - N
TLP 69,950,201 5,230 17 6,242 N
IA1 69,977,111 429 758 +4,801 Y
IA2 69,977,111 429 780 +4,801 Y

IAC1 69,977,111 429 ⋄(+0) +4,801 Y
IAC2 69,977,111 429 ⋄(+0) +4,801 Y
OPT 69,977,111 429 10,993 +4,801 ⋆

C9

MIP 47,889,206 - - - -

0.60

LMP - 8,875 38 - N
TLP 47,860,497 4,042 14 4,833 N
IA1 47,887,537 1,669 188 +2,373 Y
IA2 47,887,537 1,669 234 +2,373 Y

IAC1 47,887,537 1,669 ⋄(+0) +2,373 Y
IAC2 47,887,537 1,669 ⋄(+0) +2,373 Y
OPT 47,887,537 1,669 10,363 +2,373 ⋆

C10

MIP 59,195,531 - - - -

0.68

LMP - 11,613 36 - N
TLP 59,193,235 1,899 13 9,714 N
IA1 59,194,229 1,302 108 +597 Y
IA2 59,194,229 1,302 115 +597 Y

IAC1 59,194,229 1,302 ⋄(+0) +597 Y
IAC2 59,194,229 1,302 ⋄(+0) +597 Y
OPT 59,194,229 1,302 9,584 +597 ⋆

C11

MIP 49,628,808 - - - -

0.38

LMP - 9,918 38 - N
TLP 49,620,385 1,448 17 8,470 N
IA1 49,627,991 817 372 +631 Y
IA2 49,627,991 817 115 +631 Y

IAC1 49,627,991 817 ⋄(+0) +631 Y
IAC2 49,627,991 817 ⋄(+0) +631 Y
OPT 49,627,991 817 16,269 +631 ⋆
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TABLE II
TEST RESULTS FOR MISO WITH TRANSMISSION CONSTRAINTS

Case Model
Solution

($)
Uplift Payment

($)
Time

(s)
Save
($)

Optimal
Diff

($/MWh)

C10(T)

MIP 61,717,153 - 584 - -

3.49

LMP - 1,667,967 68 - N
TLP 61,596,521 92,541 69 1,575,426 N
IA1 61,602,290 87,824 1,182 +4,717 Y
IA2 61,602,290 87,824 1,240 +4,717 Y

IAC1 61,602,290 87,824 ⋄(+0) +4,717 Y
IAC2 61,602,290 87,824 ⋄(+0) +4,717 Y
OPT 61,602,290 87,824 81,630 +4,717 ⋆

C11(T)

MIP 50,071,094 - 271 - -

2.19

LMP - 476,190 58 - N
TLP 50,020,529 24,538 41 451,652 N
IA1 50,030,415 23,498 512 +1,041 N
IA2 50,030,417 23,495 626 +1,044 Y

IAC1 50,030,417 23,495 ⋄(+39) +1,044 Y
IAC2 50,030,417 23,495 ⋄(+0) +1,044 Y
OPT 50,030,417 23,495 31,857 +1,044 ⋆

physical and operational restrictions. More importantly, to

tackle the computational complexity issues brought by the

large-scale MISO system, iterative algorithms with conver-

gence properties have been proposed. The iterative algorithms

innovatively take advantage of the uplift payment calculation

process and the cutting plane technology, which can achieve a

high-quality solution in a short time. The test results verified

the efficiency of our method in both cost savings and solving

time reduction. In the next step, we will explore other ways

to solve this large-scale convex hull pricing problem, such as

decomposition approaches described in [23].
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APPENDIX A

PROOF OF THEOREM 2

Proof. In this proof, we show that EUC formulation is the dual

formulation of a primal dynamic programming formulation

(similar to [24]). Here, we let T = |T |. First, for the dynamic

programming algorithm, we define two value functions V↓(t)
and V↑(t) for each time period, in which V↓(t) represents the

total net cost (i.e., the total cost minus the revenue) from time

t to the end when the generator shuts down at time t+1, and

V↑(t) represents the total net cost from time t to the end when

the generator starts up at time t. Basically, we use V↓(t) and

V↑(t) to keep track of the starting points of the “OFF” and

“ON” intervals. Accordingly, we let C(t, k) represent the net

cost for the “ON” period [t, k]Z, where k ≥ t. The dynamic

programming equations are as follows:

V↓(t) = min
k∈[t+ℓt+1,T ]Z

{S′(k − t− 1) + V↑(k), 0},

∀t ∈ [t0, T − ℓt − 1]Z, (29a)

V↓(t) = 0, ∀t ∈ [T − ℓt, T − 1]Z, (29b)

V↑(t) = min
k∈[t+Lt−1,

min{t+L−1,T−1}]Z

{S(k−t+1)+C(t, k)+V↓(k), Ĉ(t, T )},

∀t ∈ [t0 + ℓt + 1, T − Lt]Z, (29c)

V↑(t) =C(t, T ), ∀t∈[max{T−Lt+1,T−L+1},T ]Z,(29d)

where equations (29a) represent that when the generator shuts

down at time t + 1, it can either start up again at time k

with k − t − 1 ≥ ℓt (satisfying min-down time limit) and

k ≤ T or keep offline until the end. Equations (29c) indicate

that when the generator starts up at time t, it can either keep

online until time k and shut-down at time k + 1 with Lt ≤
k − t + 1 ≤ L (satisfying min-up and max-up time limit)

and k ≤ T − 1 or keep online until the end while satisfying

the max-up time limit (Ĉ(t, T ) represents the net cost if t ≥
T − L+ 1, and + inf, otherwise). Equations (29b) and (29d)

describe the backward initial conditions. The objective is

Φ=V↑(0):=min
t∈[t0,min{L−s0,T−1}]Z

{
S(t+s0)+C(1, t)+V↓(t),C̃(1, T )

}
, (30)

where C̃(1, T ) represents the net cost if L − s0 ≥ T , and

+ inf, otherwise.

This dynamic program can be written as the following

equivalent formulation:

max Φ (31a)

(wt) s.t. Φ ≤ S(t+s0) + C(1, t) + V↓(t),

∀t∈[t0,min{L−s0, T−1}]Z, (31b)

(wt) Φ ≤ C(1, T ), if L− s0 ≥ T, (31c)

(zkt) V↓(k) ≤ S′(t− k − 1) + V↑(t),

∀t ∈ [k+ℓt+1, T ]Z, ∀k ∈ [t0, T−ℓt−1]Z, (31d)

(θt) V↓(t) ≤ 0, ∀t ∈ [t0, T − ℓt − 1]Z, (31e)

(θt) V↓(t) = 0, ∀t ∈ [T − ℓt, T − 1]Z, (31f)

(ytk) V↑(t) ≤ S(k − t+ 1) + C(t, k) + V↓(k),

∀k ∈ [t+Lt−1,min{t+L−1, T−1}]Z,

∀t ∈ [t0+ℓt+1, T−Lt]Z, (31g)

(ytT ) V↑(t) ≤ C(t, T ),

∀t ∈ [max{t0+ℓt+1,T−L+1}, T−Lt]Z,(31h)

(ytT ) V↑(t)=C(t,T ),∀t∈[max{T−Lt+1,T−L+1},T ]Z,(31i)

where in general

C(t, k) = min

k∑

s=t

φs (32a)

s.t. P s ≤ xs ≤ P s, ∀s ∈ [t, k]Z, xt ≤ V
u

t , xk ≤ V
e

k, (32b)

xs − xs−1 ≤ V u
s , xs−1− xs ≤ V e

s , ∀s ∈ [t+ 1, k]Z,(32c)

φs ≥ ajxs + bj , ∀s ∈ [t, k]Z, j ∈ [1, N ]Z, (32d)

where constraints (32b) represent the capacity and start-

up/shut-down restrictions, constraints (32c) represent the

ramping constraints, and constraints (32d) indicate that the

objective function is represented by a piecewise linear function

with N pieces.

By taking the dual of model (32), we can remove the “max”

sign and insert the dual formulation into model (31) and then

obtain an overall dual linear program corresponding to the

original dynamic program as follows with C(t, k) as a linking

decision variable between (31) and the dual of (32):

max Φ (33a)

s.t. (31b)− (31i), (33b)

(ptk) C(1, k) ≤M1,∀k∈[t0+1,min{L−s0,T−1}]Z, (33c)

(ptk) C(t, k)≤M2,∀k∈[t+Lt−1,min{t+L−1, T−1}]Z,



xi

∀t ∈ [t0+ℓt+1, T−Lt]Z, (33d)

(ptk) C(t, T )≤M3,∀t∈[max{t0+ℓt+1,T−L+1},T ]Z,(33e)

(ptk) C(1, T ) ≤M4, if L− s0 ≥ T, (33f)

Constraints in the dual formulation of (32), (33g)

where M1,M2,M3,M4 represent the dual objective function

of the economic dispatch problem under four different cases

based on the value of t and k, with the detailed representation

omitted for brevity.
By taking the dual of the derived linear program (33)

and cleaning the model, we can obtain model (15) (EUC

formulation) as described in Section IV-B2.
To prove that D4

i (i.e., the feasible region for formula-

tion (15)) is a convex hull description for single UC, we need

to show for any arbitrary linear objective function with it as

a feasible region (denoted as formulation LD), there exists a

corresponding optimal solution binary with respect to decision

variables w, y, and z. To show this, based on the optimal solu-

tion obtained from the dynamic programming framework, we

can construct a corresponding solution (w∗, y∗, z∗, θ∗, q∗, φ∗)
for LD, where w∗ represents the first shut-down, y∗ repre-

sents the “ON” interval, z∗ represents the “OFF” interval,

θ∗ represents the final shut-down, and q∗ and φ∗ represent

the generation amount and cost in the “ON” interval, in

the optimal schedule provided by the dynamic programming

approach. It is easy to check (w∗, y∗, z∗, θ∗, q∗, φ∗) is feasible

for LD since all physical constraints related to generation

amount are derived from the economic dispatch problem (32)

and the constraints related to binary variables are derived

from the dynamic programming framework. Meanwhile, the

objective value of the constructed solution to LD is equal to

the optimal value of the dynamic programming V↑(0). Then,

by the strong duality theorem, (w∗, y∗, z∗, θ∗, q∗, φ∗), binary

with respect to decision variables w, z, and y, is an optimal

solution to LD. Thus, the conclusion holds. Also, there exists

an optimal solution to (15) binary with respect to decision

variables w, y, and z, since the objective function is linear and

there exists an optimal solution at the extreme point.
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