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We propose a set-up to create and detect the atomic counterpart of snake state trajectories
which occur at the interface where the magnetic field reverses direction. Such a magnetic field is
generated by coupling two counter-propagating modes of a ring cavity to a two-level atom. The
spatial distribution and the strength of the induced magnetic field are controlled by the transverse
mode profile of the cavity modes and the number of photons in the two modes, respectively. By
analysing the atomic motion in such a magnetic field while including the cavity back-action, we
find that the atom follows snake state trajectories which can be non-destructively detected and
reconstructed from the phase and the intensity of the light field leaking from the cavity. We finally
show that the system parameters can be tuned to modify the transport properties of the snake
states and even amplify the effect of cavity feedback which can completely alter their topology.

I. INTRODUCTION

Laser-induced synthetic gauge fields, realized by cou-
pling different internal atomic states [1–18], have pro-
vided a unique tool to the extremely well-controlled and
tunable ultracold atomic systems [19–22]. Such gauge
fields have paved the way for the realization and inves-
tigation of phenomena like quantum Hall effect [23–25],
spin-orbit coupling [15–18] and topological superfluidity
[2, 26, 27] as well as quantum simulation of fundamental
topological models like Hofstadter model [5, 13, 14, 28]
and Haldane model [29]. As opposed to static gauge
fields, which are described as externally imposed poten-
tials in the atomic Hamiltonian, the dynamical gauge
fields additionally include the feedback from atomic dy-
namics and are a crucial ingredient of many fundamental
gauge theories [30–35]. One way to generate such feed-
back is to couple an ultracold atomic system to a single-
or multi-mode optical cavity where the atomic wavefunc-
tion and its dynamics affect the phase and the intensity
of the intracavity field, and in turn, the cavity field pro-
vides dynamical feedback on the atomic state. Such sys-
tems have been used to study phenomena such as Dicke
superradiance in single pump [36] and two-pump [37] sys-
tem, continuous supersolidity [38], dynamical spin-orbit
coupling [39], and self-oscillating topological pump [40],
and are predicted to generate artificial Meissner effect
[41], quantum magnetism [42, 43], topological superra-
diant states [44–48] and self-organized chiral edge states
[49–54] (see [55, 56] for a complete list).

An important motivation to realize synthetic gauge
fields is to create topologically nontrivial quantum phases
which support edge modes [47, 49] that are resilient to
scattering from defects and disorders and can be use-
ful for topological quantum computation [57, 58]. One-
dimensional snake trajectories that occur at the bound-
aries separating different magnetic or charge domains
provide a convenient way of realising such protected
modes in solid state electronic systems [59–70]. It has
been noted in [66–70] that such current-carrying mag-

netic edge states can couple differently with the current-
carrying electrostatic edge states in the quantum Hall
regime and change the conductivity. Such states have
been experimentally observed in two-dimensional elec-
tron gas [60] and graphene [61, 62] by measuring trans-
port properties such as current and conductance. How-
ever, the real-time detection of such states is difficult
in condensed matter experiments and is crucial for their
complete characterization to understand their role in con-
ductivity enhancement in electronic systems [71–77].

In this paper, we theoretically demonstrate that atomic
analogue of such snake states can be realized using an
atom-cavity coupled system in a more efficient and ver-
satile way than their electronic counterpart. We consider
a two-level atom coupled to two counter-propagating and
orthogonally-polarized running wave modes of a high-
finesse ring cavity. Using a dressed-state approach, we
show that a non-uniform synthetic magnetic field, with
strength proportional to the difference in the photon
number in the two cavity modes, can be generated. The
spatial structure of this magnetic field is governed by
the transverse mode profile of the cavity modes, and it
changes its sign about a point of symmetry for a Gaus-
sian mode profile. By solving semi-classical equations
of motion of the system in the presence of such a mag-
netic field, we show that the atom follows a snake state
trajectory. The presence of the cavity not only adds a
dynamic character to the generated artificial magnetic
field, but an analysis of the cavity transmission spectrum
also allows real time monitoring of the atomic state in a
non-destructive way. Here, we show that the phase and
intensity of the light in the two cavity modes can be used
to reconstruct the snake state trajectory in real time, and
with minimal effect of the cavity back-action [78]. This
is one of the key results in this manuscript. We further
illustrate that we can manipulate the conductance prop-
erties of the snake states (amplitude and direction) by
tuning the initial atomic speed orthogonal to the direc-
tion of transport, external pumping strength of the two
cavity modes and the strength of atom-cavity coupling.
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FIG. 1: (color online) (a) Schematic of a single two-
level atom trapped inside a ring cavity with two counter-
propagating running wave modes which are orthogonally
polarized and are described by the photon annihilation
operators â1 and â2. The two modes are respectively
pumped with strengths η1 and η2. κ is the cavity decay
rate. For (b-d) η1 ≈ 2π×52 MHz and η2 = 0 which gives
time-averaged photon numbers in the two cavity modes
to be ⟨n1⟩ ≈ 342 and ⟨n2⟩ ≈ 8. (b) Vector potential A
(blue curve), and magnetic field B (orange curve), as a
function of y. B0 and lB are respective natural magnetic
field and magnetic length scales of the system, and w0

is the waist size of the cavity modes, see text. (c) The
snake state trajectory of the atom in the x-y plane with
λp being the pump wavelength. The black arrows indi-
cate the direction of increasing time. (d) The x-position,
xa (blue curve) and y-position, ya (red curve) of the atom
as a function of time t. The dotted curves in (c) and (d)
show the atomic trajectory, x-position and the y-position
for fixed photon number ⟨n1⟩ and ⟨n2⟩ in the two cavity

modes and thus excluding cavity back-action.

Finally, we show that the effect of cavity back-action can
be enhanced by making the (average) photon number in
the two cavity modes comparable, which leads to the de-
struction of the topology of the snake states and results
in the formation of states with more complex spatial tra-
jectories. Our work will pave the way for long-distance
transport in atomtronics via snake states which can have
technological applications in the fields of quantum com-
putation and quantum information processing [79–82].

II. SYSTEM HAMILTONIAN

We consider a single two-level atom with internal states
|g⟩ and |e⟩ coupled to two counter-propagating running
wave modes of a ring cavity as shown in Fig. 1(a). The
two cavity modes are orthogonally polarized and are
pumped on-axis with pump strengths η1 and η2. The to-
tal Hamiltonian describing the coupled atom-cavity sys-
tem in the rotating frame of the pump field space [83]
can be written as (see Appendix A for details)-

ĤRF = Ĥ0 + ĤI (1)

where

Ĥ0 =
P̂ 2

2ma
Î

ĤI = −ℏ∆aσ̂z
2

− ℏ∆c

(
â†1â1 + â†2â2

)
+ ℏη1

(
â1 + â†1

)
+ ℏη2

(
â2 + â†2

)
+ ℏ

(
g1(y)σ̂

+â1e
ikx + g2(y)σ̂

+â2e
−ikx

+ g1(y)σ̂
−â†1e

−ikx + g2(y)σ̂
−â†2e

ikx
)
.

Ĥ0 represents the kinetic energy of the atom, where
Î = |g⟩⟨g| + |e⟩⟨e| is the identity operator in the inter-
nal two-dimensional Hilbert space of the atom, ma is the

atom mass, and r⃗ and P⃗ are the atomic center-of-mass co-
ordinate and momentum respectively. ĤI represents the
interaction Hamiltonian of the system, where ωa is the
atomic resonance frequency, ωp is the pump frequency,
ωc is the cavity resonance frequency, ∆a = ωp − ωa is
the atom-pump detuning and ∆c = ωp−ωc is the cavity-
pump detuning. σ̂z = |e⟩⟨e| − |g⟩⟨g| is the Pauli matrix
and σ̂+ and σ̂− are the atomic raising and lowering oper-

ators. g1(2)(y) = g10(20)e
−y2/w2

0 is the atom-photon cou-
pling, with w0 being the waist of the the two cavity modes

and g10(20) =
−d⃗·êy(z)

ℏ

√
ℏωc

2ϵ0V
with |g10| = |g20| = g0. â1

and â2 are the annihilation operators for the two cavity
modes with respective spatial mode profiles of the form

eikxe−y2/w2
0 and e−ikxe−y2/w2

0 , with k = 2π/λp. Follow-
ing a mean-field approach, we assume that the cavity
fields can be described by a coherent state of the form
|α1, α2⟩ = |α1⟩|α2⟩ with â1(2)|α1(2)⟩ = α1(2)|α1(2)⟩ and

n1(2) = |α1(2)|2 being the average photon number in the
cavity mode 1(2). The phase associated with the cavity
field in mode 1(2) is α1(2) =

√
n1(2)e

iϕ1(2) . We assume
that all the dynamics take place in the x-y plane, so we
have neglected the z-coordinate in different expressions.
We diagonalise the interaction Hamiltonian ĤI in the

space spanned by the atom-photon bare-states, namely
|e, α1, α2⟩, and |g, α1, α2⟩, and obtain the eigenstates that
are called dressed states |D1(2)⟩, for the coupled atom-
photon system, with eigen energies E1(2), see Appendix
A for details. Under adiabatic approximation [1, 84–93],
we limit the system dynamics in the eigenspace of the
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lowest energy dressed state |D1⟩, and obtain the follow- ing equation for the evolution of the corresponding wave
function ψ1 (see Appendix A) -

iℏ
∂

∂t
ψ1(r⃗, t) = HSψ1(r⃗, t) =

[ 1

2ma

{(
p⃗− A⃗1,1

)2

+ |A⃗2,1|2
}
+ E1

]
ψ1(r⃗, t) (2)

Here, A⃗1,1 acts as a synthetic vector potential while A⃗2,1

contributes to the synthetic scalar potential term, given

byW = 1
2ma

|A⃗2,1|2. The last term of Eq. (2), E1, acts as
a deep trapping potential for the atomic centre-of-mass
motion. In the next section, we will explain why the im-
portant dynamics of the system are governed only by the

vector potential, A⃗1,1. The scalar potential, the vector
potential and the corresponding magnetic field obtained
here depend on the difference in the photon number in
the two cavity modes which dynamically depends on the
position of the atom.

The full expression for the cavity-induced synthetic
vector potential in Eq. (2) is given as -

A⃗1,1 = iℏ⟨D1|∇⃗|D1⟩ = Ax(y)x̂

=
2ℏkg2(y)(n1 − n2)

G(G+∆a)
x̂ (3)

where G =
√
∆2

a + 4g2(y) (n1 + n2). The corresponding
synthetic magnetic field is -

B⃗ = −∂Ax

∂y
ẑ = B0

y

w0

∆a

G3
4g2(y)(n1 − n2)ẑ (4)

where B0 = ℏk
w0

defines the natural scale of the synthetic

magnetic field with dimensions [MT−1] and the corre-
sponding synthetic magnetic length is given by lB =√

ℏ
B0

. Here, we observe that both the vector potential

and the magnetic field scale with the difference in the
photon numbers in the two cavity modes, n1 and n2 and
thus can be tuned via η1(2), ∆c and g0. The expression
for the scalar potential, W , is

W =
ℏ2k2

2ma
(G2 −∆2

a)

[(
y∆a

kw2
0G

2

)2

+
1

4G2

]
(5)

where ER = ℏ2k2

2ma
is the recoil energy of the atom. We

provide the spatial variation of the scalar potential in
Appendix B 1. The parameters considered in this work
are for 87Rb - ma = 1.4 × 10−25 kg, κ = 2π × 650
kHz, ∆c = −5κ, g0 = 2π × 50 MHz, λp = 780.25 nm,
∆a ≈ −2π × 4.9 GHz , w0 = 10 µm, η1 = 80κ and
η2 = 0. Γ = 2π × 6 MHz is the spontaneous emis-
sion rate of the atom. For these parameters, we get,
B0 = 8.48 × 10−23 kg/s and lB = 1.1 µm. Using the
magnetic length, the natural velocity scale of the system
is v0 = ℏ/(malB) = 655 µm/s. As v0 << ℏk/ma = 5.9
mm/s, the adiabatic approximation, which implies that

when the atom moves slowly enough, it remains in the
state in which it started (|D1⟩ in our case), is justified.
The presence of any external trap does not impact the
shape of the resulting magnetic field; see Appendix B 2
for details.
In Fig. 1(b), we plot the vector potential and the mag-

netic field. The vector potential Ax(y) has a symmet-
ric Gaussian profile given by the cavity mode shape.
The corresponding magnetic field Bz scales linearly for
|y| << w0 with a slope proportional to n1 − n2 and re-
verses its direction about y = 0. Bz achieves its maxi-
mum magnitude at |y| = 0.5w0 and decays smoothly to
0 for |y| > 0.5w0. In the subsequent sections, we dis-
cuss the dynamics of a single atom in the presence of
such non-uniform magnetic fields using a semi-classical
method. It may be pointed out that such inhomoge-
neous synthetic gauge field can be created using different
methods [94, 95]. However, coupling to a ring-cavity al-
lows for nearly non-destructive monitoring of the resul-
tant dynamics as we show below.

III. TRAJECTORIES OF A SINGLE ATOM
AND BACK-ACTION OF THE CAVITY FIELDS

We now obtain the following semi-classical equation of
motion for the atom due to the adiabatic following of the
lowest energy dressed state [96, 97] -

ma
dv⃗

dt
= −∇⃗E1 − ∇⃗W (r⃗) + v⃗ × B⃗(r⃗). (6)

We want to isolate the effect of the B(y) term on the
atomic trajectory, so we neglect the E1 + W contribu-
tion. In a multi-level atom, the effect of E1 +W can be
eliminated by proper choice of the pump wavelength. So,
the two components of the equation of motion become

ma
d2x

dt2
= B(y)

dy

dt
(7a)

ma
d2y

dt2
= −B(y)

dx

dt
(7b)

The solution of the above equations gives us the atomic
trajectory. To find the magnetic field, we need to addi-
tionally evaluate the number of photons in the two cavity
modes which depend on the atomic position itself. As
κ >> ℏk2/2ma, ℏ/(2mal

2
b), we assume that the cavity

field is always in a steady state and adiabatically follows
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FIG. 2: (color online): (a) Fourier transform for ya/w0 which shows a peak at ν0 ≈ 2 Hz, (b) Photon number n2 (red
curve) and the corresponding phase ϕ2,ss (blue curve) in cavity mode 2 as a function of time t. (c) Fourier transform
of n2 which shows peaks at 2ν0, 4ν0, 6ν0 and so on. (d) Fourier transform of eiϕ2,ss which overlaps with the Fourier

transform of e2ikxa .

the atomic motion. We, thus obtain the following expres-
sions for the two cavity fields.

α1(2) = ⟨â1(2)⟩ = ⟨D1|â1(2)|D1⟩

=
iη1(2)(i∆̄c − κ̄) + iη2(1)(iU + γ)e∓2ikxa(t)

(i∆̄c − κ̄)2 − (iU + γ)2
(8)

where U0 =
∆ag

2
0

∆2
a+4Γ2 ≈ g2

0

∆a
≈ 2π × 500 kHz, U =

U0e
−2y2

a(t)/w
2
0 , γ0 =

2Γg2
0

∆2
a+4Γ2 ≈ 2Γg2

0

∆2
a

≈ 2π × 1.2 kHz,

γ = γ0e
−2y2

a(t)/w
2
0 , ∆̄c = ∆c−U , κ̄ = κ+γ (the numerical

values correspond to the parameters noted in the previ-
ous section). To obtain the atomic trajectory in the x-y
plane, we solve Eq. (7a, 7b) simultaneously with Eq. (8).
We take initial velocities vx0 = 0 and vy0 = 0.06v0 and
initial positions: xa0 = 0 and ya0 = 0. We plot ya(t)
as a function of xa(t) in Fig. 1(c) and realize that the
particle drifts in the −x-direction while oscillating in the
y-direction which is a snake state trajectory. The origin
of such a trajectory is the following: The atom experi-
ences a magnetic field having a finite slope which reverses
its direction around y = 0, and thus for vx0 = 0 ̸= vy0,
a finite particle current is generated along −x-direction
[59, 98]. The instantaneous radius of curvature r(y) for
the particle trajectory in a synthetic magnetic field is in-
versely proportional to the strength of the magnetic field:
r(y) ∝ 1

B(y) . Therefore, for a large(small) magnitude of

the magnetic field and thus large(small) |y|, the particle
will trace a trajectory with a small(large) radius of cur-
vature resulting in the peculiar snake state trajectory in
the x-y plane [59, 98]. The quantum fluctuations of the
motion could give rise to a velocity distribution resulting
in broader snake trajectories. However, with the pres-
ence of cavity noise and the finite lifetime of the excited
state, such effects might be suppressed.

We plot xa(t) and ya(t) as a function of t in Fig. 1(d).
Along y-direction, the particle oscillates periodically
about y = 0 at a fixed frequency as illustrated by the
corresponding Fourier transform (illustrated by the sym-
bol F) in Fig. 2(a). Along x-direction, the particle has a

finite average speed ⟨vx⟩ where the notation ⟨S⟩ implies
time-averaged value of a periodically oscillating quantity
S. The dashed curves in Fig. 1(c, d) illustrate the par-
ticle trajectories when the number of photons in the two
cavity modes is fixed to the time-averaged values as given
by Eq. (8); see Fig. 2 for the full time evolution of the
cavity fields. We observe that the cavity-feedback min-
imally affects the snake state trajectory of the particle
and in general, this is true when ⟨n1⟩ and ⟨n2⟩ are very
different from each other as we illustrate in Section VI.
The analytical formula for the period of the y− trajectory
can be estimated as

yperiod =
1

4π

√
ma

B0vy0
(9)

The above formula is obtained by approximating the
Gaussian magnetic field by a linear spatially varying field
for ya < w0 (see Fig. 1(b)). This is valid for yppa ≤ w0

and for yppa ≥ w0, the linear approximation of the Gaus-
sian field breaks down. This gives us an idea about the
parameters that affect the period of the snake trajectory
and hence the frequency of the emitted photons. The
pump wavelength, λp, the cavity waist mode, w0 and the
initial velocity of the atom along the y− direction, vy0,
can be used to control the period of the trajectory. For
small initial velocities, the change in the output photon
number is very small and hence the detection of the tra-
jectories will be difficult. The magnetic field dependence
in the period also brings into the picture the laser fluctu-
ations and the fluctuations in the output photon number
n1 and n2 as can be seen in Eq. (4). We will discuss the
effect of the velocity and laser fluctuations in Section V
where we calculate the signal-to-noise ratio as a function
of initial velocity and pump strength. However, since
the equations of motion do not have an exact analytical
solution, the numerically obtained period of the oscillat-
ing trajectory can vary from the value obtained from the
above formula. In Appendix D1, we show the numerical
plot for the frequency of the snake trajectory in Fig. D.1.
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We also plot the frequency obtained from the yperiod in
Eq. (9) in Fig. D.1(a).

IV. CAVITY-BASED DETECTION OF THE
SNAKE-LIKE TRAJECTORIES

To probe the snake state trajectory, we now look at
the time evolution of the cavity field of mode 2, α2 =√
n2e

iϕ2,ss , where the subscript ss in ϕ2,ss denotes the
snake state phase. This is illustrated in Fig. 2(b). We
realize that the time variation of phase ϕ2,ss and pho-
ton number n2 is qualitatively similar to xa and ya, re-
spectively. We can understand such behaviour as fol-
lows: The atom moving in the -x direction absorbs a
photon from cavity mode 1 and emits it into the counter-
propagating mode (cavity mode 2). This decreases the
atom’s momentum by 2ℏk, and correspondingly, ei2kxa

phase is imprinted on the photon scattered into cavity
mode 2, thus mapping xa on phase ϕ2,ss. The periodic
atomic oscillation along the y-direction modulates the
atom-cavity coupling g(y), which has a Gaussian form
(centered at y = 0), and thus there is a periodic oscilla-
tion of n2, which links ya to n2. This can be easily seen
via Eq. (8) by assuming |∆c| ≫ (κ, U0) ≫ γ0 (which is
true for our case) where we obtain

α2 ≈ −η1g20e−2y2
a(t)/w

2
0e2ikxa(t)

∆a(i∆̄c − κ̄)2
, (10)

which shows that n2 ∝ e−4y2
a(t)/w

2
0 and ϕ2,ss ≈ 2kxa(t)

(excluding constants coming from other prefactors). We
would like to point out that the above expression is ob-
tained while ignoring the Doppler shift and more de-
tails on this aspect are provided in the later part of
this section. For a quantitative comparison, we look at
the Fourier transform of various quantities. The Fourier
transform of ya in Fig. 2(a) shows a nearly monochro-
matic response at ν0 ≈ 2 Hz. Correspondingly, the
Fourier transform of n2 in Fig. 2(c) shows peaks at even
multiples of ν0, with 2ν0 being the most dominant one.
The factor of 2 arises because g(y) decreases both for pos-
itive and negative y, see Eq. (10). The peak at zero fre-
quency appears because the atom-cavity coupling leads
to the scattering of photons into cavity mode 2 even when
the particle is stationary. We also note that the pump
frequency, ωp, is ∼ 2π× 384 THz (the system Hamilto-
nian in Eq. (1) is written in the rotating frame of the
pump field) and we are looking for a small modulation
of a few Hz (∼ 4 Hz) on top of this frequency. Such a
modulation can be measured by a heterodyne measure-
ment of a portion of the on-axis pump laser interfered
with the cavity output field. This measurement needs to
be done with a laser of very narrow line-width (less than
1 Hz) which is within the reach of the available tech-
nologies. The output signal at 2ν0 ≈ 4 Hz corresponds
to a temperature of ∼ 0.2 nK, which is quite low. We
can use a weakly outcoupled atom laser to generate a

very low temperature atomic beam of atoms such that
on an average only one atom passes through the cavity
at a time. Alternatively, we can use a BEC from which
single atoms with known trajectories are extracted us-
ing interfering (Bragg) laser beams. We also observe a
non-linear time evolution of xa as revealed via a series
of frequency peaks that are integer multiples of a funda-
mental frequency in the Fourier transform of e2ikxa which
overlaps exactly with the Fourier transform of eiϕ2,ss (see
Fig. 2(d)). Thus, the cavity field α2 can be used to re-
construct the snake state trajectories; see Appendix C 1
for full reconstruction. In Appendix C 2, we show the
time evolution of n1 and ϕ1 and observe that they also
predominantly oscillate at frequency 2ν0 with the caveat
that the oscillation amplitude normalized by the corre-
sponding time-average value is much smaller. With a
heterodyne measurement and external locking of the laser
frequency (e.g. to a reference vapor cell), the drift of the
laser frequency can be minimized and the laser linewidth
can be reduced. With the available experimental tech-
niques, the laser intensity can be stabilised to 1% level
or below. We also note from Fig. 2(b) that the change
in the number of photons in the cavity during the snake
state evolution is close to 100% which makes it easier to
detect.
Additionally, we would like to point out that the effect

of Doppler shift on the spontaneous emission from an
atom moving in a linear single mode Fabry-Pérot cavity
and its effect on the resulting transmission spectrum [99]
is also a relevant issue since the atoms are moving in a
complex snake state trajectory. A full treatment of this
is somewhat beyond the scope of the current manuscript,
and it is also complicated by the fact that we consider
a ring cavity structure where an emitted photon by one
cavity mode is absorbed by another cavity mode. Nev-
ertheless, we have included a brief analysis of this issue
in Appendix C 3 by generalizing the treatment given in
[100].

V. MANIPULATION OF SNAKE STATES

Next, we discuss how the snake state trajectories can
be manipulated from the perspective of one-dimensional
transport along x-direction. We quantify such a trans-
port by two properties: average drift velocity, ⟨vx⟩ which
is proportional to the particle conductivity along the x-
direction and peak-to-peak amplitude yppa of ya which sig-
nifies the deviation from a purely one-dimensional trans-
port. We choose two tuning parameters: The initial
speed vy0 of the atom and the pump strength η1. As
shown in Fig. 3(a), we observe an increase in ⟨vx⟩ (blue
curve) accompanied by an increase in yppa (red curve)
when vy0 is increased. On the other hand, both these
trends are reversed when we instead increase η1 as de-
picted in Fig. 3(b). Such a behaviour can be under-
stood from a basic Lorentz force picture, noting that
|B(y)| ∝ η21 . Above (below) a critical vy0 (η1), the atom
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FIG. 3: (color online): Average drift velocity, ⟨vx⟩ (blue
curve), and peak-to-peak ya variation, yppa (red curve),
as a function of (a) the initial velocity vy0 (with η1 =
80κ and η2 = 0) and (b) the pump strength η1 (with
vy0 = 0.06v0 and η2 = 0). Here v0 is a natural velocity
scale of the system (see text), w0 is the cavity mode waist
and the initial speed along x-direction is fixed to 0. The
normalized maximum photon number in cavity mode 2,
nmax.
2 /⟨n2⟩ (red curve), and the average time derivative

of the corresponding phase, ⟨dϕ2,ss/dt⟩ (blue curve), are
shown in (c) as a function of vy0 and in (d) as a function
of η1. The vertical dashed-dotted green lines mark the
boundary where snake state trajectory ceases to exist,
and the particle is not trapped along the y-direction.

cannot be trapped along the y-direction by the synthetic
magnetic field, and the snake state trajectory picture
breaks down. This boundary is marked by the vertical
dashed-dotted green lines in Fig. 3. The initial velocity
of the atom, vy0, can be controlled either by trapping the
atom in an optical tweezer and then spatially accelerat-
ing the tweezer or by using a thermal atomic beam which
has a specific distribution of speeds.

Fig. 3(c, d) shows the maximum photon number vari-
ation nmax.

2 in cavity mode 2 normalized by ⟨n2⟩ and
the average time variation of the corresponding phase
⟨dϕ2,ss/dt⟩ as a function of vy0 and η1. We observe that
these two quantities mimic the behaviour of yppa and ⟨vx⟩
and thus, the snake state trajectories can be mapped on
the cavity field for a wide-range of parameters.. Beyond
the critical points where the particle is not trapped, the
photon number n2 decays to zero as the particle leaves
the cavity mode. In Appendix D1, we provide simple
scalings of various quantities as a function of our tuning
parameters and give some examples of the time evolution
of particle properties and cavity fields for different initial
conditions. Finally, we note that we have assumed that

FIG. 4: (color online): Signal-to-noise ratio as a function
of (a) the initial velocity vy0 (with η1 = 80κ and η2 = 0)
and (b) the pump strength η1 (with vy0 = 0.06v0 and
η2 = 0). The blue curve shows the numerically obtained
SNR. The yellow dashed-dotted curve represents the an-
alytical approximation of the SNR for yppa >> w0 and
magenta dashed-dotted curve represents the analytical
approximation of the SNR for yppa << w0 as discussed in
Section V. The green dashed-dotted lines represent the
boundaries where snake state trajectory picture breaks

down.

the initial position of the particle ya0 = 0 in all the ex-
amples presented here. For |ya0| ≈ w0, we find out that
the particle performs normal (cyclotron) orbits similar
to those in a homogeneous magnetic field which can also
be mapped on the cavity field of mode 2; see Appendix
D2 for details.

Next, we look at the feasibility of detection of number
of photons leaking from the cavity from the shot noise
point of view. We look at the signal-to-noise ratio (SNR)
to distinguish the maximum (nmax.

2 ) and the minimum
(nmin.

2 ) photon number and define SNR as S/N where
the signal S is S = nmax.

2 − nmin.
2 . The shot noise asso-

ciated with this signal is N =
√
nmax.
2 + nmin.

2 . We plot
SNR as a function of the initial velocity, vy0 in Fig. 4(a)
and as a function of the pump strength, η1 in Fig. 4(b).
The key feature which we observe is that SNR is high for
high yppa but for low yppa , the SNR can be below 1. To un-
derstand how the SNR can be improved, we use Eq. (10)
to approximate SNR in two limits. For yppa << w0, we
can perform Taylor expansion around ya = 0 and obtain

SNR =

√
nmax.
2

2

(
yppa
w0

)2

(11)

for distinguishing the maximum and the minimum
photon number and which is plotted in magenta in
Fig. 4(a,b) and agrees with the numerically obtained SNR
in the small amplitude regimes which appear at small ini-
tial velocities and large pump strengths. For yppa >> w0,
nmin.
2 ≈ 0 and thus SNR =

√
nmax.
2 which is plotted in

Fig. 4(a,b) in yellow color and agrees with the numeri-
cally obtained SNR for large amplitude regimes. From
these results, we see that the SNR can be improved by
increasing nmax.

2 while keeping yppa constant which can be
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done by tuning other parameters as shown in Eq. (10).

VI. CAVITY FEEDBACK INDUCED
BREAKDOWN OF SNAKE STATE

TRAJECTORIES

We now discuss two different effects on the snake state
trajectories which arise from strong atom-cavity coupling
g0. From Eq. (8) and (10), we note that α1 ∝ η1
and α2 ∝ η1g

2
0 (for η2 = 0) and this distinction al-

lows us to tune the relative number of photons in the
two cavity modes. This is illustrated in Fig. 5(a, c, e)
where ⟨n1⟩ is much larger(smaller) than ⟨n2⟩ for g0 much

smaller(larger) than g0c. Here g0c ≃
√
|∆a||∆c|/2 is ob-

tained by setting |α1| = |α2| in Eq. (8) and assuming
ya = 0 = xa. Such a control on the sign of n1−n2 allows
us to tune the sign of the induced magnetic field gradient
and thus the directionality of the generated snake state
trajectories, see Fig. 5(f, h) (same starting conditions:
xa0 = 0 = ya0 for t = 0 are used in both the cases). In
Fig. 5(b), we show the corresponding behaviour of ⟨vx⟩
which is negative(positive) for g0 << (>>)g0c.

The situation around g0 ≈ g0c (green shaded region in
Fig. 5(a, b)) is more complicated, where the dynamical
cavity feedback leads to the breakdown of the snake state
trajectories. In this regime, the particle is still trapped
near the cavity axis, but the resultant trajectory has a
different topology as compared to the snake states; see
Fig. 5(g) for an example of such a trajectory. The origin
of such complicated trajectories can be understood by
looking at the corresponding time evolution of n1 and n2,
see Fig. 5(d) where we note that the sign of (n1−n2) and
hence the generated magnetic field gradient changes its
amplitude and sign with time. The faded region around
the ⟨n1(2)⟩ curves in Fig. 5(a) shows the peak-to-peak
deviations from the mean value, and we find that the
breakdown regime overlaps well with the region where the
faded regions of ⟨n1⟩ and ⟨n2⟩ overlap (see Fig. 5(d)). To
illustrate that such a breakdown happens due to cavity
feedback, we have additionally plotted ⟨vx⟩ (dotted line
in Fig. 5(b)) and atomic trajectories (dotted trajectories
in Fig. 5(f, h) and in Fig. D.3 in Appendix D3) for the
case without feedback by fixing the photon number to the
time-averaged values of the feedback case. For |⟨n1⟩ −
⟨n2⟩| ≫ 0, the resultant snake state trajectories in the
two cases are very comparable (see discussion related to
Fig. 1(d) as well). For |⟨n1⟩ − ⟨n2⟩| ≈ 0, the atom is
not trapped, which appears as a gap in the dotted curve
in Fig. 5(b). We finally note that a similar breakdown
of snake state trajectories can be achieved by pumping
both the cavity modes such that η1 ≈ η2, which leads to
comparable photon numbers in the two cavity modes.

FIG. 5: (color online): (a) Average photon number varia-
tion in cavity mode 1 (magenta curve) and 2 (red curve)
as a function of g0. The faded region denotes the cor-
responding peak-to-peak amplitude around the average
photon number. The vertical grey lines correspond to
g0 = (0.55, 1.1, 1.6)g0c and represent the parameters used
for plotting (c, f), (d, g), and (e, h), respectively. (b) Av-
erage drift velocity, ⟨vx⟩ is plotted as a function of the
coupling strength g0 which is normalized by g0c = 2π×90
MHz, see text. The dotted blue curve shows the aver-
age drift speed in the absence of cavity feedback. The
green shaded region in (a, b) marks the region where the
snake state trajectory is destroyed due to dynamical cav-
ity feedback. (c-e) The evolution of the photon number in
cavity mode 1, n1 (magenta curves), and mode 2, n2 (red
curves), with time t and (f-h) the corresponding particle
trajectories in the x-y plane for g0 = (0.55, 1.1, 1.6)g0c,
respectively. The dotted trajectories in (f-h) depict the
particle trajectories without cavity back-action and the
black arrows indicate the direction of increasing time in
the time evolution. For all the calculations in this figure,
η1 = 80κ, η2 = 0, vx0 = 0 and vy0 = 0.06v0 is consid-
ered, which gives g0 = 0.29g0c as the minimum coupling
parameter required to get a trapped atomic trajectory.
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VII. CONCLUSIONS AND OUTLOOK

This work focuses on realizing the atomic analogue of
electronic snake state trajectories in a ring-cavity coupled
to a single two-level atom. We have shown that atom-
cavity interaction in such a set-up creates an effective
spatially varying magnetic field with its strength depend-
ing on the difference in the photon number in the two
counter-propagating running wave cavity modes, which
cannot be achieved in a standing-wave cavity. Atom in
such a non-uniform perpendicular magnetic field follows
snake state trajectories and can be detected by monitor-
ing the output cavity fields as they dynamically depend
on the atom’s position. The atomic snake state trajec-
tories provide an advantage over their electronic coun-
terparts found in condensed matter systems, where the
charge carriers interact strongly with the system making
their manipulation difficult. The cold-atom surroundings
allow us to engineer the properties of atomic snake states
by changing the system parameters, such as the initial
velocity of the atom, external pump strength, and atom-
cavity coupling strength. We can also tune the effect
of cavity back-action via atom-cavity coupling strength
to change the topology of snake states and create even
richer dynamics.

Our proposed set-up and methodology can be straight-
forwardly extended to induce magnetic fields with more
intricate spatial structure by using multi-mode cavi-
ties [41] and can be used to detect the resulting topo-
logical trajectories via the output cavity fields. As a
further extension of this work, one can study the be-
haviour of a Bose-Einstein condensate in the presence
of such a gauge field where the interplay of atom-atom
interactions, atom-cavity interaction and cavity feed-
back can give rise to exotic topological phases of mat-
ter [101–103] and non-linear instabilities [104, 105]. It
will also be exciting to study how such dynamical mag-
netic field-induced snake states compete with other well
known phenomena in high finesse ring cavities like su-
perradiant Rayleigh scattering and collective recoil las-
ing [55, 56, 106]. Finally, we would also like to point out
that determining whether such snake states have distinct
topological features like the edge states in conventional
quantum Hall systems in solid-state devices requires a
lattice-based calculation, which is not within the scope
of the current manuscript and may be carried out in the
future.
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Appendix A: Derivation of the system Hamiltonian

In this section, we derive the system Hamiltonian
given in Eq. (1) of the main text. The single particle
Hamiltonian describing the coupled atom-cavity system
is ĤSP = ĤA+ĤC+ĤA−C , where the atomic and cavity
part of the Hamiltonian are respectively given as -

ĤA =
P⃗ 2

2ma
Î +

ℏωaσ̂z
2

(A1)

ĤC = ℏωc(â
†
1â1 + â†2â2) + ℏη1(â1eiωpt + â†1e

−iωpt)

+ ℏη2(â2eiωpt + â†2e
−iωpt) (A2)

Here Ee − Eg = ℏωa. The single two-level excited atom
scatters the photons into the two cavity modes. The
atom-cavity interaction is given as -

Ĥint. = ĤA−C = −d⃗ · E⃗C (A3)

where d⃗ = d(σ̂+ + σ̂−) is the dipole operator with σ̂+ =

|e⟩⟨g|, and, σ̂− = |g⟩⟨e|. ĤA−C describes the interaction
between the atom and the cavity fields (polarized along
y and z directions) in one arm of the ring cavity, and its
corresponding electric field is given by -

E⃗C(r⃗) = êy

√
ℏωc

2ϵ0V
e−y2/w2

0

(
â1e

ikx + â†1e
−ikx

)
+ êz

√
ℏωc

2ϵ0V
e−y2/w2

0

(
â2e

−ikx + â†2e
ikx

)
(A4)

Here ϵ0 is the vacuum permittivity and V is the mode
volume. To get a clearer picture, we move to the inter-
action picture. The atomic field operators are given as
σ̂±(t) = σ̂±(0)e±iωat. The time evolution of the cav-
ity field operators is written as â1(2)(t) = â1(2)(0)e

−iωct.

Similarly, for â†1,2, we get - â†1,2(t) = â†1,2(0)e
iωct. Using

(A4), the atom-cavity field interaction in the interaction
picture takes the following form -

ĤI
A−C = −d⃗ · E⃗C

= ℏg1(y)
[
σ̂+(t)â1(t)e

ikx + σ̂−(t)â1(t)e
ikx

+ σ̂+(t)â†1(t)e
−ikx + σ̂−(t)â†1(t)e

ikx
]

+ ℏg2(y)
[
σ̂+(t)â2(t)e

−ikx + σ̂−(t)â2(t)e
−ikx

+ σ̂+(t)â†2(t)e
ikx + σ̂−(t)â†2(t)e

ikx
]

(A5)

If ωa ∼ ωc, then the terms with e±i(ωa−ωc)t will have
small transition amplitudes that are proportional to
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1
(ωa+ωc)2

. Therefore, the fast oscillating terms with fre-

quency ωa+ωc can be neglected as compared to the slow
oscillating terms with frequency ωa − ωc. Transforming
back to the Schrödinger picture we get [107–109] -

ĤA−C = ℏg1(y)
[
σ̂+â1e

ikx + σ̂−â†1e
−ikx

]
+ ℏg2(y)

[
σ̂+â2e

−ikx + σ̂−â†2e
ikx

]
The transformation to the rotating frame of the pump
field is carried through the unitary operator,

Û(t) = e−iωpt(
σ̂z
2 +â†

1â1+â†
2â2)

Since the observables and the states respectively trans-
form as - ÔRF = Û†ÔÛ , and, |ΨRF ⟩ = Û†|Ψ⟩ in the
rotating frame, the Schrödinger equation transforms as -

iℏ
∂

∂t
|ΨRF ⟩ = iℏ

[
∂

∂t

(
Û†|Ψ⟩

)]
= ĤRF |ΨRF ⟩

where

ĤRF =
−ℏωpσ̂z

2
−ℏωpâ

†
1â1−ℏωpâ

†
2â2+ Û

†ĤSP Û (A6)

is the single-particle Hamiltonian in the rotating frame
of the pump field. To get Û†ĤSP Û , we use the Baker-
Hausdorff formula which finally gives us

ĤRF =
P̂ 2

2ma
Î − ℏ∆aσ̂z

2
− ℏ∆c

(
â†1â1 + â†2â2

)
+ ℏη1

(
â†1 + â1

)
+ ℏη2

(
â†2 + â2

)
+ ℏg1(y)

[
σ̂+â1e

ikx + σ̂−â†1e
−ikx

]
+ ℏg2(y)

[
σ̂+â2e

−ikx + σ̂−â†2e
ikx

]
(A7)

where ∆a = ωp − ωa is the atom-pump detuning and
∆c = ωp − ωc is the cavity-pump detuning. This is the
system Hamiltonian considered in Eq. (1) of the main
text.

The interaction Hamiltonian, ĤI in the bare-state ba-
sis contains off-diagonal terms and can be written as -

ĤI =

[
−ℏ

2∆a + Ct ℏc1
ℏc∗1 ℏ

2∆a + Ct

]
where we have used
Ct = −ℏ∆c(|α1|2 + |α2|2) + 2ℏη1|α1| cosϕ1 +
2ℏη2|α2| cosϕ2, and c1 = g(y)α1e

ikx + g(y)α2e
−ikx,

We diagonalise the Hamiltonian ĤI in the space
spanned by the atom-photon bare-states, namely
|e, α1, α2⟩, and |g, α1, α2⟩, and obtain the following eigen-
states referred as dressed states |D1⟩ and |D2⟩, for the
coupled atom-photon system, with E1 and E2 as their
eigenvalues, respectively. They are

E1 = −ℏ∆c(|α1|2 + |α2|2) + 2ℏη1|α1| cosϕ1

+ 2ℏη2|α2| cosϕ2 −
ℏG
2

; (A8a)

|D1⟩ =
1√

2G(G+∆a)

[
G+∆a

−2c∗1

]
(A8b)

E2 = −ℏ∆c(|α1|2 + |α2|2) + 2ℏη1|α1| cosϕ1

+ 2ℏη2|α2| cosϕ2 +
ℏG
2

; (A8c)

|D2⟩ =
1√

2G(G+∆a)

[
2c1

G+∆a

]
(A8d)

where |c1|2 =
(
g2(y)|α1|2 + g2(y)|α2|2

)
and G =√

∆2
a + 4|c1|2

Now, we derive the equation of motion for the proba-
bility amplitude, ψ1, to find the atom in the lowest energy
dressed state, |D1⟩. In the dressed state basis (|Dj⟩ basis)
for the internal Hilbert space of the atom at any point r⃗,
the full state vector of the atom and the corresponding
equation of motion is [1] -

|Ψ(r⃗, t)⟩ =
∑
j=1,2

ψj(r⃗, t)|Dj⟩ (A9)

iℏ
∂

∂t
|Ψ(r⃗, t)⟩ = ĤRF |Ψ(r⃗, t)⟩ (A10)

The action of the momentum operator, P̂ , on the atomic
wavefunction, |Ψ(r⃗, t)⟩ is given as [1] -

P̂ |Ψ(r⃗, t)⟩ = −iℏ∇⃗

 ∑
j=1,2

ψj(r⃗, t)|Dj⟩


= −iℏ

∑
j

[
(∇⃗ψj(r⃗, t))|Dj⟩+ ψj(r⃗, t)(∇⃗|Dj⟩)

]
=

∑
j,l=1,2

[
p⃗δl,j − A⃗l,j

]
ψj |Dl⟩ (A11)

where A⃗l,j = iℏ⟨Dl|∇⃗|Dj⟩ is the vector potential and

p⃗ = −iℏ∇⃗ does not act on the spinorial part. From this,
we can straightforwardly write the kinetic energy term
as

P⃗ 2

2ma
|Ψ(r⃗, t)⟩ = 1

2ma

∑
j,l,m=1,2

{(
p⃗δl,j − A⃗l,j

) [(
p⃗δm,l − A⃗m,l

)
ψj

]}
|Dm⟩ (A12)
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FIG. B.1: (color online): Comparison of scalar potential
W and vector potential A.

We can write down a 2 × 2 matrix A⃗ whose compo-

nents are given as - A⃗l,j = iℏ⟨Dl|∇⃗|Dj⟩. We project the
Schrödinger equation (A10) to the lowest energy dressed
state, |D1⟩, to obtain Eq. (2) of the main text.

Appendix B

1. Effect of the scalar potential, W , on the
magnetic field, B⃗

We provide a comparison of the vector and the scalar
potentials in Fig. B.1 which shows that the scalar poten-
tial has negligible contribution to the system dynamics.
We can switch to a multi-level description which allows
for the possibility of magic wavelengths where the effect
of the scalar potential can be cancelled.

2. Effect of an additional trapping potential on the
magnetic field, B⃗

The off-diagonal terms of the interaction Hamiltonian,
ĤI , which couple the bare states of the atom-cavity sys-
tem are mainly responsible for the shape and emergence
of a magnetic field. An external harmonic trapping po-
tential provides only an additional confining potential
apart from the dressed state energy, E1, in Eq. (2) of
the main text. For a harmonic trap with a frequency of
Ω0 ≈ 2π × 50 Hz, the typical length scales are approxi-
mately 4 µm. However, for the parameters considered in
this work, the length scales associated with snake trajec-
tories are of the order of ≈ 9 µm and hence would make
the detection of the snake states difficult. Therefore, in-
stead of a harmonic trap we can use a free atomic beam
which is not trapped in the x−y plane and thus does not
restrict the length scale of the trajectory, making their
detection possible.

FIG. C.1: (color online): Solid line shows the snake state
trajectory and the dotted line shows the reconstructed
snake state trajectory using parameters of the output

cavity field α2. Refer text for details.

Appendix C

1. Reconstruction of atomic trajectory from output
cavity fields

We use the output from cavity mode 2 to recreate
the snake state trajectory of the atom using the ap-
proximations considered in Section IV. The x-position
of the atom can be estimated by the phase ϕ2,ss given as
xa,cav.

λp
=

ϕ2,ss

2kλp
and the y- position of the atom can be es-

timated from the values of n2 given by the approximated
formula:

ya,cav.
w0

=
1

2

√
log10

(
nmax.
2

n2

)
, (C1)

where we have inverted the formula for |α2| given in

Eq. (10) and have used
η2
1g

4
0

∆2
a(∆̄

2
c+κ̄2)2

≃ nmax.
2 (keeping

y = 0). Experimentally, we can measure nmax.
2 directly,

so, the y− reconstruction will be closer to the actual tra-
jectory. With these formulae, we reconstruct the snake
state trajectory in Fig. C.1. We also invert the sign of re-
constructed ya when it reaches zero because n2 does not
carry this information explicitly. A variation in the peak-
to-peak values of ya,cav arises due to the approximations
considered.

2. Photon numbers in mode 1 and their phase ϕ1

We provide the plots for the photon numbers in mode
1 and its Fourier transform, which shows a peak at 2ν0
in Fig. C.2(a, b). The peaks at 4ν0 and 6ν0 are not



11

visible here, but their amplitude increases for higher ini-
tial speeds along the y-direction. Phase ϕ1 of photons in
mode 1 (see Fig. C.2(c)) shows a small oscillation ampli-
tude which arises from the ya dependence of U and γ.
The Fourier transform of eiϕ1 shows a small amplitude
peak at 2ν0 (see Fig. C.2(d)) which is different from the
Fourier transform of eiϕ2,ss as there is no xa dependence
in ϕ1.

FIG. C.2: (color online): (a) Photon numbers in cavity
mode 1, n1, as a function of time, t. (b) Fourier transform
of n1 which shows a peak at 2ν0. (c) Phase ϕ1 of photons
in mode 1 as a function of time, t. (d) Fourier transform

of eiϕ1 which also shows a peak at 2ν0.

3. Effect of the Doppler shift on the atomic
trajectory

The motion of the atom with respect to the propa-
gation direction of the cavity field could give rise to a

Doppler shift. The Doppler shift is given by k⃗ · v⃗ where

k⃗ is the wavevector of the cavity field (k⃗ = kx̂ for cavity

mode â1 and k⃗ = −kx̂ is for cavity mode â2) and v⃗ is the
velocity of the atom. The modified steady state expres-
sion for the two cavity fields after including the effect of
the Doppler shift is given as

α1(2) = ⟨â1(2)⟩ = ⟨D1|â1(2)|D1⟩

=
iη1(2)(i∆̄c − κ̄) + iη2(1)(iU + γ)e∓2ikxa(t)+2ik⃗·v⃗t

(i∆̄c − κ̄)2 − (iU + γ)2

(C2)

Solving Eq. (7a, 7b) simultaneously with Eq. (C2) (as-
suming similar initial conditions used in Section III of

FIG. C.3: (color online) The reconstructed snake state
trajectory including the effect of the Doppler shift.

FIG. C.4: (color online) Full phase, ϕ2, of cavity mode 2
as a function of time t showing the contribution of ϕ2,ss

and ϕ2,ds including the effect of the Doppler shift.

the main text), we observe in Fig. C.3 that the result-
ing snake state trajectories do not show any effect of the
Doppler shift. This is because the Doppler shifts for the
two counter-propagating fields are opposite and hence
have no effect on the resulting atomic trajectories. How-
ever, the time variation of phase ϕ2 is now given as

ϕ2 ≈ ϕ2,ss + ϕ2,ds = 2kxa(t) + 2k⃗ · v⃗t (C3)

and is shown in Fig. C.4. An increase in the oscillation
amplitude of ϕ2 arises due to the time dependence of the

Doppler shift component (ϕ2,ds ≈ 2k⃗ · v⃗t) in the phase.
The wavevector for cavity mode 2 is −kx̂ and the atom
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is moving along −x direction which allows us to write

ϕ2 = 2kxa(t) + 2kt
dxa
dt

⇒ dxa
dt

= −xa
t

+
ϕ2
2kt

(C4)

We solve the above differential equation numerically to
obtain xa,cav, and use ya,cav from Eq. (C1) to reconstruct
the snake state trajectory of the atom in Fig. C.3 from the
cavity 2 output. A variation in the peak-to-peak values
of ya,cav arises due to the approximations considered.

Appendix D

1. Snake state trajectories for different initial
conditions

We look at the structure of snake state trajectories
for different initial speeds vy0 along the y-direction. We
consider η1 = 80κ, η2 = 0, x0 = 0 = y0 and vx0 = 0. We
plot the peak frequency ν0 of the Fourier transform of ya
in Fig. D.1(a) and observe two different regimes. Up to
vy0 ≈ 0.13v0, ν0 increases. In this regime, the oscillation
amplitude along y-direction increases with increasing vy0
due to the increased initial speed and the amplitude of
n2 increases correspondingly as shown in Fig. D.1(c, e).
The spatial period along the x-direction also increases,
as shown in Fig. D.1(b, d). The green dotted curve in
Fig. D.1(a) also shows that the analytical frequency ob-
tained from the yperiod formula in Eq. (9) fits better for
small initial velocities, vy0.

For initial velocities higher than 0.13v0, ν0 decreases,
and the amplitude of the snake state trajectories along
the y-direction increases. For vy0 > 0.24v0, the atom
cannot be trapped along the y-direction by the synthetic
magnetic field (see Fig. D.1(f)) and the corresponding
photon number n2 decays to zero, see Fig. D.1(g).

FIG. D.1: (color online): (a) Oscillation frequency ν0
of atomic position ya along y-direction is plotted as a
function of initial velocity, vy0 along the y-direction for
fixed vx0 = 0. The green dotted line shows the analytical
frequency obtained from the yperiod formula in Eq. (9).
We have considered four points (v1), (v2), (v3) and (v4)
of initial velocity and show the corresponding trajecto-
ries and photon numbers. The vy0 velocity at point (v2)
has been considered in the main text of the paper and
therefore, its trajectories are not shown here. Snake state
trajectories for vy0 = v1, v3 and v4 are shown in (b), (d)
and (f), respectively. Correspondingly, photon number
(purple curve) in mode 2 (left y-axis) and ya/w0 (red
curve) variation (right y-axis) as a function of time are
shown in (c), (e) and (g). For parameters and explana-

tion, refer text.
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FIG. D.2: (color online): Phase diagram for the atomic
trajectories - in blue shaded regions, the particle follows
cyclotron orbits, in orange shaded region, the particle
follows snake state trajectories, and the white region in-
dicates the regime where the atom is not trapped by the
synthetic magnetic field. ya0 and vy0 are the initial po-
sition and speed of the atom along the y-direction, re-
spectively. w0 is the waist of the cavity mode and v0 is
a natural scale of the particle speed, see text. The red
arrows indicate the direction of particle evolution with

increasing time.

2. Phase diagram of the atomic trajectories

The atom subjected to the perpendicular non-uniform
artificial magnetic field can follow snake state trajectories
or normal orbits depending on the initial velocity and ini-
tial position along the y- axis. We provide a qualitative
phase diagram to visualize the various regimes in Fig. D.2
for g0 = 0.55g0c, η1 = 80κ and η2 = 0. When the atom
is far away (|ya| > 0.5w0) from the cavity centre, it sees
a nearly uniform magnetic field with a small slope (see
Fig. 1(b) of the main text) and performs cyclotron orbits

(blue shaded region) for small vy0 values. For high vy0
values, the uniform magnetic field is not strong enough to
keep the atom trapped, and therefore, it escapes the cav-
ity. We obtain clockwise(anti-clockwise) normal orbits
for ya0 < (>)0. When the atom starts near the cavity
centre (xa0 = 0 and |ya| < 0.5w0), it follows normal or-
bits for very small vy0. An increase in vy0 increases the
range of ya0 where the atom follows snake state trajec-
tories (orange shaded region) for vy0 > 0 as it sees a
spatially varying magnetic field which reverses its sign
along y = 0 axis. For 0.13v0 < vy0 < 0.24v0, the range of
ya0, where the snake state motion is allowed, decreases.
The atom escapes the cavity for vy0 > 0.24v0. Changing
η1 gives a similar phase diagram with an increase in the
value of escape velocity for increasing η1.

3. Atomic trajectories in the breakdown regime

We plot the atomic trajectories in the breakdown
regime for the coupling strength g0 = 1.1g0c with and
without considering the cavity feedback in Fig. D.3. The
absence of feedback results in a left-moving snake-like
trajectory as opposed to the case when we consider the
effect of cavity feedback on the atomic trajectory, which
results in a complicated right-moving trajectory.

FIG. D.3: (color online): For g0 = 1.1g0c, we show
the trajectories of the atom with and without feedback
(⟨n1⟩ = 946 and ⟨n2⟩ = 894). The initial velocity vx0 = 0

and vy0 = 0.06v0.
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