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GOOD BASIC INVARIANTS FOR ELLIPTIC WEYL GROUPS AND

FROBENIUS STRUCTURES

IKUO SATAKE

Abstract. In this paper, we define a set of good basic invariants for the elliptic Weyl

group for the elliptic root system. For an elliptic root system of codimension 1, we

show that a set of good basic invariants gives a set of flat invariants obtained by Saito

and Taylor coefficients of the good basic invariants give the structure constants of the

multiplication of the Frobenius structure obtained by the author.

1. Introduction

1.1. Aim and results of the paper. Let W be an elliptic Weyl group defined as a

reflection group for an elliptic root system. Let Y , H are domains where H is isomorphic

to the upper half plane and π : Y → H is an affine bundle whose fiber is isomorphic to

Cl+1. The group W acts on each fiber of π.

Let c̃ ∈ W be a hyperbolic Coxeter transformation defined in [10]. It is known that

c̃ is not semi-simple and has no fixed points on Y .

We take the Jordan decomposition:

c̃ = c̃ss · c̃unip,

where c̃ss is a semi-simple part and c̃unip is a unipotent part. We show in Section 7 that we

could take a suitable section S ⊂ Y (which gives isomorphism S ≃ H by the composite

morphism S ⊂ Y → H) such that

(i) every point in S is fixed by the action of c̃ss,

(ii) no points of S are contained in the reflection hyperplanes of W .

Then for the W -invariants on Y , we define Taylor expansions along S and by using these

Taylor expansions, we define a set of good basic invariants which is analogous to the cases

for the Coxeter groups (see [14]).

In this paper, we define the notion of an admissible triplet (g, ζ, L) (cf. Definition

3.1) which has the same role as c̃ss(= g) and S(= L⊥). Then we define a set of good basic

invariants.
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2 IKUO SATAKE

For the elliptic root systems of codimension 1, we show that a set of good basic

invariants gives a set of flat invariants obtained by Saito [11] and the Taylor coefficients

of the good basic invariants give the structure constants of the multiplication of the

Frobenius structure obtained by the author [12].

In the study of the Frobenius structure for the elliptic Weyl groups, a characteriza-

tion (Theorem 9.1(iii)) of the unit field is important. We find another characterization

(Proposition 8.12) of the unit field by the space S(= L⊥). This enables us to find the

notion of the good basic invariants for elliptic Weyl groups and the ones for finite complex

reflection groups.

Here is a brief account of the contents of the paper. In Section 2 we remind notions

of elliptic root systems, elliptic Weyl groups and their invariant theory. In Section 3 we

define an admissible triplet for the elliptic root system. In Section 4 we define good basic

invariants. In Section 5 we give properties of Taylor coefficients of good basic invariants.

In Section 6 we construct an admissible triplet. In Section 7 we show the uniqueness of

good basic invariants under suitable assumptions. In Section 8 We treat the elliptic root

system of type “codimension one”. We give a description of the bilinear form in terms of

the good basic invariants (Theorem 8.4). In Section 9 we show that the good invariants

give a nice description of the Frobenius structure which is defined by Saito and Satake.

1.2. Acknowledgements. This work is supported in part by Grant-in Aid for Challeng-

ing Research (Exploratory) 17K18781 , Grant-in-Aid for Scientific Research(C) 18K03281

and Grant-in-Aid for Scientific Research(C) 22K03295

2. W -invariants for elliptic root systems

We recall the elliptic root systems (cf. Saito [11]). We use notations in [13] in order

to fit our notations to the ones of Kac [7].

2.1. Elliptic root systems. In this subsection, we define an elliptic root system (cf.

[11]).

Let l be a positive integer. Let F be a real vector space of rank l + 2 with a

positive semi-definite symmetric bilinear form I : F × F → R, whose radical rad I :=

{x ∈ F | I(x, y) = 0, ∀y ∈ F} is a vector space of rank 2. We put O(F, rad I) := {g ∈
GL(F ) | I(gx, gy) = I(x, y) ∀x, y ∈ F, g|rad I = id. }. For a non-isotropic vector α ∈ F

(i.e. I(α, α) 6= 0), we put α∨ := 2α/I(α, α) ∈ F . The reflection wα ∈ O(F, rad I) with

respect to α is defined by wα(u) := u − I(u, α∨)α (∀u ∈ F ). We define (IR : I) ∈ R>0

such that (IR : I)I defines an even lattice structure on a Z-span of R.
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Definition 2.1. A set R of non-isotropic elements of F is an elliptic root system belonging

to (F, I) if it satisfies the axioms (i)–(iv).

(i) The additive group generated by R in F , denoted by Q(R), is a full sub-lattice

of F .

(ii) I(α, β∨) ∈ Z for α, β ∈ R.

(iii) wα(R) = R for ∀α ∈ R.

(iv) If R = R1 ∪ R2, with R1 ⊥ R2, then either R1 or R2 is void.

We have Q(R) ∩ rad I ≃ Z2. We call a 1-dimensional vector space G ⊂ rad I

satisfying G ∩ Q(R) ≃ Z, a marking. We fix a, δ ∈ F s.t. G ∩ Q(R) = Za and Q(R) ∩
rad I = Za⊕ Zδ.

The isomorphism classes of the elliptic root systems with markings are classified in

[10].

2.2. Hyperbolic extension. We introduce a hyperbolic extension (F̃ , Ĩ) of (F, I), i.e. F̃

is a (l+3)-dimensional R-vector space of which contains F as a subspace and Ĩ is a sym-

metric R-bilinear form on F̃ which satisfies Ĩ|F = I and rad Ĩ = Ra. It is unique up to iso-

morphism. We put O(F̃ , F, rad I) := {g ∈ GL(F̃ ) | Ĩ(gx, gy) = Ĩ(x, y) ∀x, y ∈ F̃ , g(F ) ⊂
F, g|F ∈ O(F, rad I) }. The natural homomorphism O(F̃ , F, rad I) → O(F, rad I) is sur-

jective and its kernel KR is isomorphic to the additive group R:

0 → KR → O(F̃ , F, rad I) → O(F, rad I) → 1. (2.1)

We fix some notations. We take Λ0 ∈ F̃ which satisfies Ĩ(Λ0, δ) = 1 and Ĩ(Λ0,Λ0) =

0. Then we have a decomposition F̃ = F ⊕ RΛ0.

2.3. Elliptic Weyl group. We define an elliptic Weyl group. For α ∈ R, we define a

reflection w̃α ∈ O(F̃ , F, rad I) by w̃α(u) = u− Ĩ(u, α∨)α for u ∈ F̃ . We define an elliptic

Weyl group W as a group generated by w̃α (α ∈ R). A subgroup KZ := W ∩ KR is

isomorphic to Z.

2.4. Domains and Euler field. We define two domains:

Y := {x ∈ HomR(F̃ ,C) | 〈a, x〉 = −2π
√
−1, Re〈δ, x〉 > 0}, (2.2)

H := {x ∈ HomR(rad I,C) | 〈a, x〉 = −2π
√
−1, Re〈δ, x〉 > 0}. (2.3)

We have a natural morphism

π : Y → H. (2.4)

We remark thatH is isomorphic toH := {z ∈ C | Imz > 0} by the function δ/(−2π
√
−1) =

δ/a : H → H. We define the left action of g ∈ W on Y by 〈g · x, γ〉 = 〈x, g−1 · γ〉 for
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x ∈ Y and γ ∈ F̃ . We remark that the domain Y and the action of W on Y are naturally

identified with the ones of Kac [7, p.225].

Let F (Y ) is the space of holomorphic functions on Y and Ω(Y ) is the space of

holomorphic 1-forms on Y . We denote by m0 ≤ · · · ≤ ml be exponents of the elliptic root

system with marking (see [11, p22]) and we also denote by mmax the maximum of the

exponents.

We put n = l + 1. Let dn be the smallest common denominator for the rational

numbers mi/mmax (i = 0, · · · , l). We define the normalized exponents by

dα := mα−1
dn

mmax

(α = 1, · · · , n− 1). (2.5)

We remark that the equation (2.5) holds for the case α = n because ml = mmax. We also

remark that dn is lmax + 1 in [11, p23].

There exists a unique vector field E

E : Ω(Y ) → F (Y ) (2.6)

such that E(f) = 0 for any f ∈ F and

E(Λ0) =
(IR : I)dn
mmax

. (2.7)

We call E the Euler field.

2.5. The algebra of the invariants for the elliptic Weyl group. In this subsection,

we introduce the algebra of the invariants for the elliptic Weyl group.

We put F (H) := {f : H → C : holomorphic}. For m ∈ Z, we put

Fm(Y ) := {f ∈ F (Y ) |Ef = mf}. (2.8)

The morphism π : Y → H induces π∗ : F (H) → F0(Y ), thus F0(Y )-module Fm(Y ) is an

F (H)-module.

For m ∈ Z , we put

SW
m := {f ∈ Fm(Y ) | f(g · z) = f(z) ∀g ∈ W}, (2.9)

SW :=
⊕

m∈Z≥0

SW
m . (2.10)

SW is a graded F (H)-algebra.

Theorem 2.2 ([1, 2, 3, 4, 6, 8, 9, 16]). The F (H)-algebra SW is generated by a set

of algebraically independent homogeneous generators x1, · · · , xn (n = l + 1) with degrees

0 < d1 ≤ d2 · · · ≤ dn which we call a set of basic invariants.
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We put

d := (d1, · · · , dn). (2.11)

Then the degree m part SW
m could be also written as

SW
m = {

∑

b∈Zn
≥0

Abx
b ∈ SW |Ab ∈ F (H), d · b = m}, (2.12)

where we denote

xb = (x1)b1 · · · (xn)bn , d · b = d1b1 + · · ·+ dnbn. (2.13)

2.6. Decomposition of the space Y . Let X̃ be a space of complementary subspaces

of rad I in a vector space F̃ :

X̃ := {V ⊂ F̃ | F̃ = V ⊕ rad I}. (2.14)

The space X̃ is an affine space over HomR(F̃ /rad I, rad I).

For the space Y defined in (2.2), we define a mapping:

f1 : Y → X̃ (2.15)

by f1(y) = ker y where we see y ∈ Y as a morphism y : F̃ → C. We see that f1 is

O(F̃ , F, rad I)-equivariant. By π : Y → H defined in (2.4), we have a mapping:

(π, f1) : Y → H × X̃ (2.16)

which is an isomorphism as a real manifold.

The mapping f1 is not a holomorphic mapping, but for any V ∈ X̃, the subset

f−1(V ) has a description

f−1
1 (V ) = {x ∈ Y | 〈v, x〉 = 0 ∀v ∈ V } (2.17)

which gives the structure of a complex submanifold of Y . We remark that f−1
1 (V ) is

isomorphic to H . Then the mapping f1 gives a decomposition of Y into complex subman-

ifolds

Y =
⊔

V ∈X̃

f−1
1 (V ). (2.18)

3. Graded algebra

For an elliptic root system, we define a notion of an admissible triplet.



6 IKUO SATAKE

3.1. Admissible triplet.

Definition 3.1. For g ∈ O(F̃ , F, rad I), ζ ∈ C∗ and L ⊂ F̃ , we call a triplet (g, ζ, L)

admissible if it satisfies the following conditions.

(i) g is semi-simple and

(g − id.)(F̃ ) ⊂ F. (3.1)

(ii) ζ is a primitive dn-th root of unity and

g · xα = ζdαxα (1 ≤ α ≤ n) (3.2)

for a set of basic invariants x1, · · · , xn with degrees d1, · · · , dn.
(iii) L is a splitting subspace of rad I, which is g-stable and has no roots:

F̃ = L⊕ rad I, (3.3)

g(L) = L, (3.4)

L ∩ R = ∅. (3.5)

We remark that dimL = n(= l + 1).

From now on we fix an admissible triplet (g, ζ, L).

By Definition 3.1(i), the action of g on L is also semi-simple. We take a C-basis

z1, · · · , zn of L⊗R C such that

g · zα = cαz
α (1 ≤ α ≤ n), (3.6)

where c1, · · · , cn are eigenvalues of g on L. We consider z1, · · · , zn as functions on Y and

we define z0 ∈ F (Y ) by

z0(x) :=
〈δ, x〉

−2π
√
−1

(x ∈ Y ). (3.7)

Then the set z0, z1, · · · , zn gives a coordinate system of Y .

Definition 3.2. We put

L⊥ := {x ∈ Y | 〈l, x〉 = 0 ∀ l ∈ L }. (3.8)

We remark that L ∈ X̃ and L⊥ = f−1
1 (L) (see (2.17). The morphism L⊥ → H

induced by π : Y → H is an isomorphism. Then we identify the restriction f |L⊥ of a

function f ∈ F (Y ) to L⊥ with the function on H .

Proposition 3.3. For any q ∈ L⊥ and g of the admissible triplet (g, ζ, L), we have

g · q = q. (3.9)

Proof. g acts on L, then g · q ∈ L⊥. 〈g · q, a〉 = 〈q, a〉, 〈g · q, δ〉 = 〈q, δ〉, then g · q = q. �
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We put

Hα := {x ∈ Y | 〈α, x〉 = 0 } (3.10)

for α ∈ R.

Proposition 3.4. (i) The space L⊥ is regular, i.e.

L⊥ ∩
(
⋃

α∈R
Hα

)
= ∅. (3.11)

(ii) On the space L⊥, the Jacobian matrix
(
∂xα

∂zβ

∣∣∣∣
L⊥

)

1≤α,β≤n

(3.12)

is invertible.

(iii) The eigenvalues of g on L⊗R C are ζdα (1 ≤ α ≤ n).

Proof. (i) If x ∈ L⊥ ∩ (∪α∈RHα), 〈x, l〉 = 0 for any l ∈ L and 〈x, α〉 = 0 for some α ∈ R.

Since α ∈ F̃ , α = l+Aa+Bδ for some l ∈ L and A,B ∈ R. Then 0 = A〈a, x〉+B〈δ, x〉.
Since 〈a, x〉, 〈δ, x〉 ∈ C are linearly independent over R by x ∈ L⊥, A = B = 0. Then

α ∈ L. It contradicts the assumption of admissibility (3.5).

(ii) Put x0 := z0. Since the set of zeros of determinant of
(
∂xα

∂zβ

)

0≤α,β≤n

coincides with ∪α∈RHα (cf. [11, (4.5) Theorem]), it is not 0 on any point of L⊥. By

∂x0

∂z0
= 1,

∂x0

∂zα
= 0 (1 ≤ α ≤ n), (3.13)

this determinant equals the determinant of
(
∂xα

∂zβ

)

1≤α,β≤n

.

Then we have the result.

(iii) By the result of (ii), (3.2) and Proposition 3.3, we obtain (iii) (where we used

a discussion which is the same as the proof of Theorem 4.2(v) of [15]). �

From now on we may and shall assume that

g · zα = ζdαzα (1 ≤ α ≤ n). (3.14)

A C-basis of L⊗R C satisfying (3.14) is called a “g-homogeneous basis”.
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Proposition 3.5. We have

xα|L⊥ = 0 (1 ≤ α ≤ n, dα < dn), (3.15)

∂xα

∂zβ

∣∣∣∣
L⊥

= 0 (dα 6= dβ). (3.16)

For any a, b ∈ Zn
≥0, we have

∂xa

∂zb

∣∣∣∣
L⊥

= 0 (a, b ∈ Z
n
≥0, d · b 6≡ d · a (mod dn)), (3.17)

where we denote

∂b

∂zb
=

(
∂

∂z1

)b1

· · ·
(

∂

∂zn

)bn

for b = (b1, · · · , bn) ∈ Z
n
≥0. (3.18)

Proof. These are direct consequences of (3.2) and (3.14). �

4. Graded algebra Isomorphism ψ

We fix an admissible triplet (g, ζ, L) for an elliptic root system.

4.1. The morphism ϕ[g, ζ, L].

Definition 4.1. For the admissible triplet (g, ζ, L), a set of basic invariants x1, · · · , xn and

a g-homogeneous basis z1, · · · , zn of L⊗R C, we define an F (H)-module homomorphism:

ϕ[g, ζ, L] : SW → F (Y ), xa 7→
∑

b∈Zn
≥0

1

b!

∂b([x− (x|L⊥)]a)

∂zb

∣∣∣∣
L⊥

zb, (4.1)

for an F (H)-free basis {xa | a ∈ Zn
≥0} of F (H)-module SW , where we used notations

[x− (x|L⊥)]a := [x1 − (x1|L⊥)]a1 · · · [xn − (xn|L⊥)]an for (a = (a1, · · · , an) ∈ Z
n
≥0),

b! := b1! · · · bn! for (b = (b1, · · · , bn) ∈ Z
n
≥0). (4.2)

We remark that ϕ[g, ζ, L](f) for f ∈ SW is not necessarily invariant by theW -action.

Proposition 4.2. (i) ϕ[g, ζ, L] depends neither on the choices of a set of basic in-

variants xα (1 ≤ α ≤ n) nor on the choice of a set of g-homogeneous basis zα

(1 ≤ α ≤ n) of L⊗R C. ϕ[g, ζ, L] gives an F (H)-algebra homomorphism.

(ii) Let xα (1 ≤ α ≤ n) and zα (1 ≤ α ≤ n) be the same as in Definition 4.1. For any

multi index a, b ∈ Zn
≥0, the coefficients of zb of the RHS of

ϕ[g, ζ, L](xa) =
∑

b∈Zn
≥0

1

b!

∂b([x− (x|L⊥)]a)

∂zb

∣∣∣∣
L⊥

zb

is 0 if d · b /∈ {d · a+ dnj | j ∈ Z≥0}.
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Proof. (i) For a set of basic invariants xα (1 ≤ α ≤ n), we define a F (H)-algebra homo-

morphism ϕ1[L] by

ϕ1[L] : S
W → SW , xa 7→ [x− (x|L⊥)]a (a ∈ Z

n
≥0). (4.3)

By the same argument as in the proof of Proposition 3.2 (i) in [14], we see that this

morphism does not depend on the choice of a set of basic invariants x1, · · · , xn but depends
only on the choice of L.

We define an F (H)-algebra homomorphism ϕ2 by

ϕ2 : S
W → F (Y ), f 7→

∑

b∈Zn
≥0

1

b!

∂bf

∂zb

∣∣∣∣
L⊥

[z − (z|L⊥)]b. (4.4)

This is a Taylor expansion along L⊥ and it coincides with the natural inclusion SW ⊂
F (Y ).

We define an F (H)-algebra homomorphism ϕ3[L] by

ϕ3[L] : F (Y ) → F (Y ), za 7→ [z + (z|L⊥)]a (a ∈ Z
n
≥0). (4.5)

This morphism does not depend on the choice of a g-homogeneous basis z1, · · · , zn of

L⊗R C because a basis is unique up to linear transformations.

Then we have

ϕ[g, ζ, L] = ϕ3[L] ◦ ϕ2 ◦ ϕ1[L]. (4.6)

Since ϕ1[L], ϕ2 and ϕ3[L] are F (H)-algebra homomorphisms, their composite morphism

ϕ = ϕ[g, ζ, L] is also an F (H)-algebra homomorphism.

(ii) We remark that
∂b(xα|L⊥)

∂zb
= 0 if b 6= 0 by xα|L⊥ ∈ F (H). Then by the same

argument as in the proof of Proposition 3.2(ii) in [14], we have (ii). �

4.2. The morphism ψ[g, ζ, L]. In this subsection, we construct a graded F (H)-algebra

isomorphism ψ[g, ζ, L] by the same argument as in §3.2 in [14].

We define decreasing filtrations on SW and F (Y ) by

Fm(SW ) :=
⊕

j≥m

SW
j ,

Fm(F (Y )) := {
∑

b∈Zn
≥0

cbz
b ∈ F (Y ) | cb ∈ F (H)(b ∈ Z

n
≥0), cb = 0 if d · b ≤ m− 1}

respectively for m ∈ Z≥0. Then SW and F (Y ) are filtered F (H)-algebras and ϕ[g, ζ, L]

is a filtered F (H)-algebra homomorphism by Proposition 4.2(ii).
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Definition 4.3. (i) Let grFϕ[g, ζ, L] be the graded F (H)-algebra homomorphism in-

duced by a filtered F (H)-algebra homomorphism ϕ[g, ζ, L]:

grFϕ[g, ζ, L] : grF (S
W ) → grF (F (Y )), (4.7)

where

grF (S
W ) :=

⊕

m∈Z≥0

Fm(SW )/Fm+1(SW ), (4.8)

grF (F (Y )) :=
⊕

m∈Z≥0

Fm(F (Y ))/Fm+1(F (Y )). (4.9)

(ii) For the graded F (H)-algebra SW , we have the natural graded F (H)-algebra

isomorphism

ψ1 : S
W → grF (S

W ) (4.10)

which maps an element of SW
j to its canonical image in F j(SW )/F j+1(SW ). Let

z1, · · · , zn be a g-homogeneous basis of L⊗R C. We define

F (H)[L] := {
∑

b∈Zn
≥0

cbz
b ∈ F (Y ) | cb ∈ F (H), d · b is bounded }. (4.11)

We have a decomposition

F (H)[L] =
⊕

j∈Z
V (g, ζ, L)(j), (4.12)

where

V (g, ζ, L)(j) := {
∑

b∈Zn
≥0

cbz
b ∈ F (Y ) | cb ∈ F (H), d · b = j}. (4.13)

for j ∈ Z≥0. These definitions do not depend on the choice of z1, · · · , zn. The

decomposition (4.12) gives a graded F (H)-algebra structure on F (H)[L] which is

isomorphic to the polynomial algebra

F (H)[z1, · · · , zn] (4.14)

with degzα = dα. Since the composite mapping

V (g, ζ, L)(j) → F j(F (Y )) → F j(F (Y ))/F j+1(F (Y )) (4.15)

is an isomorphism, we have a graded F (H)-algebra isomorphism

ψ2 : F (H)(L) → grF (F (Y ))). (4.16)

(iii) Let ψ[g, ζ, L] be the graded F (H)-algebra homomorphism defined by

ψ[g, ζ, q] := ψ−1
2 ◦ grFϕ[g, ζ, L] ◦ ψ1 : S

W → F (H)(L). (4.17)
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We have an explicit description of ψ[g, ζ, L]:

ψ[g, ζ, L] : SW → F (H)[L], xa 7→
∑

b∈Zn
≥0

, d·b=d·a

1

b!

∂b([x− (x|L⊥)]a)

∂zb

∣∣∣∣
L⊥

zb (4.18)

for an F (H)-free basis {xa | a ∈ Z
n
≥0} of F (H)-module SW , where we used notations in

Definition 4.1.

By Proposition 3.4(ii), we have the following proposition by the same argument as

in the proof of Proposition 3.3 in [14].

Proposition 4.4. With respect to the gradings (2.10) on SW and (4.12) on F (H)[L],

ψ[g, ζ, L] is a graded F (H)-algebra isomorphism

ψ[g, ζ, L] : SW ∼→ F (H)[L]. (4.19)

4.3. Good basic invariants.

Definition 4.5. A set of basic invariants x1, · · · , xn is good with respect to the admissi-

ble triplet (g, ζ, L) if x1, · · · , xn form a C-basis of the vector space ψ[g, ζ, L]−1(L ⊗R C)

w.r.t. the natural inclusion L⊗RC ⊂ F (H)[L]. We call x1, · · · , xn “good basic invariants”.

5. Taylor coefficients of the good basic invariants

Let (g, ζ, L) be an admissible triplet for an elliptic root system.

Definition 5.1. Let z0 = δ

−2π
√
−1

defined in (3.7) and z1, · · · , zn be a g-homogeneous basis

of L⊗R C. Then a set of basic invariants x1, · · · , xn is compatible with a basis z1, · · · , zn
of L⊗R C if the Jacobian matrix is a unit matrix, i.e.

(
∂xα

∂zβ

∣∣∣∣
L⊥

)

1≤α,β≤n

=
(
δαβ
)
1≤α,β≤n

,

where δαβ is the Kronecker’s delta.

Proposition 5.2. For a g-homogeneous basis z1, · · · , zn of L⊗RC, we have the following

results.

(i) If we put

xα := ψ[g, ζ, L]−1(zα) (1 ≤ α ≤ n), (5.1)

then x1, · · · , xn form a set of basic invariants which are good and compatible with

a g-homogeneous basis z1, · · · , zn of L⊗R C.
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(ii) Conversely if x1, · · · , xn are good and compatible with a g-homogeneous basis

z1, · · · , zn of L⊗R C, then ψ[g, ζ, L](xα) = zα for 1 ≤ α ≤ n.

(iii) For any set of basic invariants x1, · · · , xn,
∂b([x− x|L⊥]a)

∂zb

∣∣∣∣
L⊥

= 0 if d · b /∈ {d · a+ dnj | j ∈ Z≥0} (5.2)

for a, b ∈ Z
n
≥0.

(iv) A set of basic invariants x1, · · · , xn is good if and only if

∂xα

∂zβ

∣∣∣∣
L⊥

(1 ≤ α, β ≤ n)

are constants and

∂axα

∂za

∣∣∣∣
L⊥

= 0 (dα = d · a, |a| ≥ 2, 1 ≤ α ≤ n). (5.3)

(v) If a set of basic invariants x1, · · · , xn is good and compatible with a g-homogeneous

basis z1, · · · , zn of L⊗R C, then for a, b ∈ Zn
≥0 satisfying d · a = d · b, we have

1

b!

∂b([x− x|L⊥]a)

∂zb

∣∣∣∣
L⊥

= δa,b. (5.4)

(vi) If a set of basic invariants x1, · · · , xn is good, then for 1 ≤ α ≤ n and a ∈ Zn
≥0

satisfying d · a = dα, we have
(

∂

∂z0
1

a!

∂axα

∂za

)∣∣∣∣
L⊥

= 0. (5.5)

Proof. As for (i), (ii), they are direct consequences of Definition 4.5 and Definition 5.1.

As for (iii), it is proved in Proposition 4.2 (ii). As for (iv), we have

ψ[g, ζ, L](xα) =
∑

b∈Zn
≥0

, d·b=dα

1

b!

∂bxα

∂zb

∣∣∣∣
L⊥

zb

by (4.18). By the goodness assumption, this must be an element of L ⊗R C. Then the

coefficient of zb is constant if |b| = 1 and 0 if |b| ≥ 2.

As for (v), we have ψ[g, ζ, L](xα) = zα for 1 ≤ α ≤ n by (ii). Then for any a ∈ Zn
≥0,

ψ[g, ζ, L](xa) =

n∏

γ=1

ψ[g, ζ, L](xγ)ai =

n∏

γ=1

(zγ)ai = za, (5.6)

and comparing it with (4.18), we have the result. As for (vi), we have
(

∂

∂z0
1

a!

∂axα

∂za

)∣∣∣∣
L⊥

=
∂

∂z0

(
1

a!

∂axα

∂za

∣∣∣∣
L⊥

)

and
1

a!

∂axα

∂za

∣∣∣∣
L⊥
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is constant because xα is good. Then we have the result. �

6. Construction of an admissible triplet

6.1. Construction of an admissible triplet. In this subsection, we construct an ad-

missible triplet for an elliptic root system.

The following theorem is due to Saito [10].

Theorem 6.1. (Saito [10]) There exists c̃ ∈ W ⊂ O(F̃ , F, rad I) called a hyperbolic

Coxeter transformation ([10, (11.2)]) which satisfies the following properties.

(i) (Lemma A) The restriction c of c̃ to F (called a Coxeter transformation [10,

(9.7)]) is semi-simple of order dn. The set of eigenvalues of c is given by:

1, exp
(
2π

√
−1dα/dn

)
(α = 1, · · · , n). (6.1)

(ii) (Lemma B) Let c be a Coxeter transformation. Then

R ∩ Im(c− id.) = ∅. (6.2)

(iii) (Lemma C) For a hyperbolic Coxeter transformation c̃, we have

(c̃− 1)ξ + IR(ξ, δ)
1

mmax

a ∈ Im(c− id.) (∀ξ ∈ F̃ ) (6.3)

and c̃dn is a generator of KZ, where IR = (IR : I)I, (IR : I) is defined in Section

2.1 and mmax is defined in Section 2.4.

Let

c̃ = c̃ss · c̃unip (6.4)

be the Jordan decomposition to semi-simple element and unipotent element.

The following proposition shows that the semi-simple element c̃ss satisfies (3.1) and

(3.2) which are part of conditions of the admissible triplet.

Proposition 6.2. (i) c̃ss is an element of O(F̃ , F, rad I) and

c̃ss|F = c. (6.5)

(ii)

(c̃ss − id.)(F̃ ) ⊂ F.

(iii) There exists uniquely a primitive dn-th root of unity ζ such that the action of c̃ss

on f ∈ SW
m is given by

c̃ss · f = ζmf. (6.6)
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Proof. We first show that the R-bilinear form I on (c− id.)(F ) is positive definite. Since

c− id. : F → F is semi-simple, we have a decomposition:

F = (c− id.)(F )⊕ ker(c− id.).

By the inclusion rad I ⊂ ker(c − id.), we have (c − id.)(F ) ∩ rad I = ∅. Since I on F is

semi-positive, I on (c− id.)(F ) is positive definite.

Put

(c− id.)(F )⊥ := {x ∈ F̃ | Ĩ(x, y) = 0 ∀y ∈ (c− id.)(F )}.
Then we have

F̃ = (c− id.)(F )⊕ (c− id.)(F )⊥. (6.7)

We see that (c− id.)(F ) is c̃-stable and c̃ on (c− id.)(F ) is semi-simple because c̃ = c on

F and c is semi-simple.

The space (c−id.)(F )⊥ is c̃-stable because (c−id.)(F ) is c̃-stable and c̃ ∈ O(F̃ , F, rad I).

We show that the action of c̃ on (c− id.)(F )⊥ is unipotent.

∀x ∈ (c− id.)(F )⊥,

(c̃− id.)(x) + IR(x, δ)
1

mmax

a (6.8)

is an element of (c− id.)(F ) by Theorem 6.1 (iii). On the other hand, (c̃− id.)(x) in (6.8)

is an element of (c − id.)(F )⊥ because (c − id.)(F )⊥ is c̃-stable. Also IR(x, δ)
1

mmax

a in

(6.8) is an element of rad I which is a subset of (c− id.)(F )⊥. Then by a decomposition

(6.7), we have

(c̃− id.)(x) + IR(x, δ)
1

mmax

a = 0. (6.9)

Then c̃ is identity both on (c− id.)(F )⊥/Ra and Ra. Thus c̃ is unipotent on (c− id.)(F )⊥.
Then we have

c̃ss =




c̃ on (c− id.)(F )

id. on (c− id.)(F )⊥,
c̃unip =




id. on (c− id.)(F )

c̃ on (c− id.)(F )⊥.
(6.10)

From this description of c̃ss, we have (i), (ii).

As for (iii), we see that c̃unip is an element of KR (see (2.1)) and (c̃unip)dn is a

generator of KZ because (c̃unip)dn is a unipotent part of c̃dn and it is a generator of KZ by

Theorem 6.1(iii).

Then there exists uniquely a primitive dn-th root of unity ζ such that the action of

c̃unip on f ∈ SW
m is given by

c̃unip · f = ζ−mf. (6.11)

Since c̃ss = (c̃unip)−1 · c̃ and c̃ ∈ W , the action of c̃ss on f ∈ SW
m is

c̃ss · f = [(c̃unip)−1 · c̃] · f = (c̃unip)−1 · f = ζmf.
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�

We shall construct a splitting subspace L which is a part of admissible triplet. We

remind the definition of the space X̃ defined in (2.14):

X̃ = {V ⊂ F̃ | F̃ = V ⊕ rad I}.

Definition 6.3. We put a set of regular subspaces of F̃ and a set of fixed subspaces of F̃

w.r.t. the action of c̃ss:

X̃reg := {V ∈ X̃ | V ∩ R = ∅}, (6.12)

X̃ c̃ss := {V ∈ X̃ | c̃ss · V = V }. (6.13)

Proposition 6.4. We have

X̃ c̃ss ∩ X̃reg 6= ∅. (6.14)

A proof of Proposition 6.4 will be given in the next subsection.

Proposition 6.5. Let ζ be a primitive dn-th root of unity defined in Proposition 6.2 (iii).

For any L ∈ X̃ c̃ss ∩ X̃reg, (c̃ss, ζ, L) is an admissible triplet.

Proof. By Proposition 6.2, c̃ss and ζ satisfies the conditions in Definition 3.1. For L ∈
X̃ c̃ss ∩ X̃reg, it satisfies the condition of Definition 3.1(iii). �

6.2. Proof of Proposition 6.4. In this subsection, we give a proof of Proposition 6.4.

We first prepare a space of complementary subspaces of rad I in a vector space F :

X := {U ⊂ F |F = U ⊕ rad I}. (6.15)

We give a relation of X with X̃ defined in (2.14). For V ∈ X̃ , V 6⊂ F , the dimension of

V ∩ F is n− 1(= l). Then we have

F = (V ∩ F )⊕ rad I.

Then we have a natural morphism:

p : X̃ → X, V 7→ V ∩ F. (6.16)

We could easily check that p : X̃ → X is a HomR(F̃ /F, rad I)-principal bundle. In par-

ticular, p is surjective. The group O(F̃ , F, rad I) acts on the space X and p is equivariant

w.r.t. this group action.

Definition 6.6. We put a set of regular subspaces of F and a set of fixed subspaces of F

w.r.t. the action of c̃ss:

Xreg := {U ∈ X |U ∩ R = ∅}, (6.17)

X c̃ss := {U ∈ X | c̃ss · U = U}. (6.18)
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Proposition 6.7.

(i) p−1(Xreg) = X̃reg. (6.19)

(ii) p−1(X c̃ss) = X̃ c̃ss. (6.20)

Proof. (i) is a consequence of Lemma 6.8. (ii) is a consequence of Proposition 6.2(ii) and

Lemma 6.9(iii). �

Lemma 6.8. For V ∈ X̃, V ∩ R = ∅ if and only if p(V ) ∩R = ∅.

Proof. If V ∩ R = ∅, (V ∩ R) ∩ F is also an empty set, which is p(V ) ∩R.
If V ∩ R 6= ∅, there exists x ∈ V ∩ R. Then x ∈ R ⊂ F , (V ∩ R) ∩ F is also

non-empty. �

Lemma 6.9. Let g ∈ O(F̃ , F, rad I) which is semi-simple with (g − id.)(F̃ ) ⊂ F .

(i) We have

(g − id.)(F ) = (g − id.)(F̃ ).

(ii) For V ∈ X̃, the followings are equivalent.

(a) g(V ) = V .

(b) g(p(V )) = p(V ).

(c) (g − id.)(F̃ ) ⊂ V .

(iii) We put a set of fixed points:

Xg := {U ∈ X | g · U = U}.

Then we have

p−1(Xg) = {V ∈ X̃ | g(V ) = V }.

Proof. (i) For ⊂ is trivial. For ⊃, we have (g− id.)2(F̃ ) ⊂ (g− id.)(F ) by the assumption.

Since g − id. : F̃ → F̃ is semi-simple, (g− id.)2(F̃ ) = (g− id.)(F̃ ) Then we have a result.

(ii) (a) =⇒ (b). Since g(F ) ⊂ F , g(F ∩ V ) ⊂ F ∩ V .
(b) =⇒ (c). Since p(V ) is g-stable, a natural projection ϕ : F → F/p(V ) ≃ rad I is

g-equivalent. For any x ∈ (g − id.)(F ), ∃y ∈ F s.t. x = (g − id.)(y). Then we have

ϕ(x) = ϕ(g(x)− x) = g · ϕ(x)− ϕ(x) = 0,

because the action of g on rad I is trivial. Then (g − id.)(F ) ⊂ p(V ).

By (g − id.)(F̃ ) = (g − id.)(F ) and p(V ) ⊂ V , we have (c).

(c) =⇒ (a). Since g − id. : F̃ → F̃ is semi-simple, a vector space V which satisfy

(g − id.)(F ) ⊂ V ⊂ F̃

is g-stable.
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(iii) is a direct consequence of (ii). �

For the space and a natural morphism:

E := {x ∈ HomR(F,C) | 〈a, x〉 = −2π
√
−1, Re〈δ, x〉 > 0 }, (6.21)

π′ : E → H, (6.22)

we have a similar construction as in §2.6, i.e. we define a mapping:

f2 : E → X (6.23)

by f2(x) = ker x where we see x ∈ E as a morphism x : F → C. We see that f2 is

O(F, rad I)-equivariant. We have a mapping:

(π′, f2) : E → H ×X (6.24)

which is an isomorphism as a real manifold.

The following proposition which is obtained by Theorem 6.1 (ii) Lemma B is due to

Saito [11]

Proposition 6.10. ([11, p.44 (7.2) Lemma]) For a Coxeter transformation in Theorem

6.1(i), we put

E
c := {x ∈ E | c · x = x }, (6.25)

Eτ := (π′)−1(τ) (6.26)

for the space E defined in (6.21), π′ : E → H defined in (6.22) and τ ∈ H. Then we have

Eτ ∩ E
c 6⊂

⋃

α∈R
Hα (6.27)

for

Hα := {x ∈ E | 〈α, x〉 = 0 } (α ∈ R). (6.28)

Proposition 6.11. We have

X c̃ss ∩Xreg 6= ∅. (6.29)

Proof. For τ ∈ H , the isomorphism (6.24) induces an isomorphism:

Eτ ≃ X. (6.30)

We could easily check that this isomorphism induces the following isomorphisms:

Eτ ∩ E
c ≃ X c̃ss, (6.31)

Eτ \
⋃

α∈R
Hα ≃ Xreg (6.32)
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by Proposition 6.2(i). Then by Proposition 6.1(iii) and Proposition 6.10, we have (6.29).

�

Proof of Proposition 6.4. By Proposition 6.11, we have X c̃ss ∩ Xreg 6= ∅. Since

p : X̃ → X is surjective, we have p−1(X c̃ss ∩Xreg) 6= ∅. By Proposition 6.7, we see that

X̃ c̃ss ∩ X̃reg = p−1(X c̃ss) ∩ p−1(Xreg) = p−1(X c̃ss ∩Xreg) 6= ∅.

�

Remark 6.12. The subspace L which we construct in Proposition 6.5 satisfies (c−id.)(F ) ⊂
L by Lemma 6.9(i), (ii). Then the assertion R∩L = ∅ is an enhancement of Theorem 6.1

(ii) Lemma B.

7. Ambiguity of the choice of a splitting subspace L

In this section, we show that the C-span of good basic invariants do not depend on

the choice of a splitting subspace L ∈ X̃ c̃ss ∩ X̃reg of an admissible triplet (c̃ss, ζ, L) of

“zero type” which we define in Definition 7.1 if the codimension of an elliptic root system

is 1.

For an elliptic root system, its codimension is defined in [11, p23] as a cardinarity

of {i|di = dn}.
If the codimension of an elliptic root system is 1, then we have a uniqueness asser-

tion (Proposition 7.3) that the C-span of good basic invariants for the admissible triplet

(c̃ss, ζ, L) does not depend on the choice of L ∈ X̃ c̃ss ∩ X̃reg under the assumption that L

is of “zero type” which we define in Definition 7.1.

If the codimension of an elliptic root system is greater than 1, then we have no

uniqueness theorem. In Appendix A, we give an example of L1, L2 ∈ X̃ c̃ss ∩ X̃reg which

are of zero type and give different C-spans of good basic invariants for the case of A
(1,1)
1

type.

7.1. Signature of V ∈ X̃. For V ∈ X̃ , Ĩ on V ∩F is positive definite. Then a signature

of Ĩ on V may be (n − 1, 1, 0) or (n, 0, 0) or (n − 1, 0, 1), where we denote by (l+, l0, l−)

the numbers of positive, zero and negative eigenvalues of the Gram matrix of Ĩ|V .

Definition 7.1. An element V ∈ X̃ is called of “zero type” if a signature of Ĩ on V is

(n− 1, 1, 0),

We give an explicit description of a splitting subspace of zero type. V ∈ X̃ . We

remind that a, δ ∈ rad I is a basis of rad I. For U ∈ X , an R-vector space

{x ∈ F̃ | Ĩ(x, y) = 0 ∀y ∈ U}
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has an R-basis a, δ, λ such that

Ĩ(δ, λ) = 1, Ĩ(λ, λ) = 0.

For c1, c2 ∈ R, put

Vc1,c2 := U ⊕ R(λ+ c1δ + c2a). (7.1)

For p : X̃ → X , we have

p−1(U) = {Vc1,c2 | c1, c2 ∈ R}.
Then we see that Vc1,c2 is of zero type if and only if c1 = 0 because Ĩ on U is positive

definite.

7.2. Uniqueness of the good basic invariants.

Proposition 7.2. Let x1, · · · , xn be a set of good basic invariants for the admissible triplet

(c̃ss, ζ, V0,0), where V0,0 is constructed in (7.1) for U ∈ X c̃ss ∩Xreg. Then for c1, c2 ∈ R,

x̃1 = (ec1δ+c2a)d1x1, · · · , x̃n = (ec1δ+c2a)dnxn

are a set of good basic invariants for the admissible triplet (c̃ss, ζ, Vc1,c2).

Proof. Let z0 = δ

−2π
√
−1

defined in (3.7). We take a g-homogeneous basis z1, · · · , zn−1 ∈
U ⊗R C. We take zn ∈ V0,0 such that z1, · · · , zn is a g-homogeneous basis of V ⊗R C and

Ezn = 1, where E is a Euler field defined in (2.6). Put

z̃0 := z0, z̃1 := z1, · · · , z̃n−1 := zn−1, z̃n := zn + c1δ + c2a.

Then a set of z̃1, · · · , z̃n is a g-homogeneous basis of Vc1,c2 ⊗R C.

If f ∈ F (Y ) satisfies Ef = mf for m ∈ Z, then f has a decomposition:

f = exp(mzn)f(z0, z1, · · · , zn−1)

for some function f(z0, z1, · · · , zn−1). Then

f = exp(m(z̃n − c1δ − c2a))f(z̃
0, z̃1, · · · , z̃n−1).

Thus

f |V ⊥
0,0

= f(z0, 0, · · · , 0)
and

f |V ⊥
c1,c2

= exp(m(−c1δ − c2a))f(z̃
0, 0, · · · , 0).

Then we have

f |V ⊥
c1,c2

= exp(m(−c1δ − c2a))f |V ⊥
0,0
, (7.2)

where we compare these functions under the identification V ⊥
0,0 ≃ H ≃ V ⊥

c1,c2
.
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We have

∂ax̃α

∂z̃a

∣∣∣∣
V ⊥
c1,c2

= (ec1δ+c2a)dα
∂axα

∂z̃a

∣∣∣∣
V ⊥
c1,c2

= (ec1δ+c2a)dα
∂axα

∂za

∣∣∣∣
V ⊥
c1,c2

=
∂axα

∂za

∣∣∣∣
V ⊥
0,0

= 0,

where we used
∂

∂z̃i
=

∂

∂zi

for 1 ≤ i ≤ n, (7.2) and Proposition 5.2(iv). By the same argument, we have

∂x̃α

∂z̃β

∣∣∣∣
V ⊥
c1,c2

=
∂xα

∂zβ

∣∣∣∣
V ⊥
0,0

and they are constants. Then by Proposition 5.2(iv), we have the result. �

Proposition 7.3. If the codimension of an elliptic root system is 1, then the C-span of

good basic invariants for the admissible triplet (c̃ss, ζ, L) does not depend on the choice of

L ∈ X̃ c̃ss ∩ X̃reg under the assumption that L is of zero type.

Proof. If the codimension of an elliptic root system is 1, X c̃ss is one point by the results

of [11, p44] and (6.31). Then X c̃ss ∩Xreg is also one point by Proposition 6.29. Thus we

have the result by Proposition 7.2. �

8. Good basic invariants for codimension 1 cases

In this section, we consider the cases of the elliptic root systems of codimension 1

(i.e. dn−1 < dn). We fix an admissible triplet (g, ζ, L) with L of zero type.

8.1. Admissible triplet for codimension 1 cases. We put

d0 = 0. (8.1)

By the codimension 1 assumption that dn−1 < dn, we have a duality:

dα + dn−α = dn (0 ≤ α ≤ n). (8.2)

For the admissible triplet (g, ζ, L) with L of zero type, we have

F = rad I ⊕ (L ∩ F ). (8.3)

By (8.3), we see that Ĩ on L ∩ F is nondegenerate. Then the orthogonal complement

(L ∩ F )⊥ := {x ∈ L | Ĩ(x, y) = 0 ∀y ∈ L ∩ F } (8.4)

of L ∩ F gives a direct decomposition of L:

L = (L ∩ F )⊕ (L ∩ F )⊥. (8.5)

We have the following proposition.
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Proposition 8.1. By the decomposition

F̃ = rad I ⊕ (L ∩ F )⊕ (L ∩ F )⊥

obtained by (3.3) and (8.5), we take a basis z0, z1, · · · , zn of (L ⊕ Rδ) ⊗R C such that

z0 = δ/(−2π
√
−1), zn ∈ (L ∩ F )⊥, z1, · · · , zn−1 ∈ L ∩ F with

Ĩ(zα, zβ) = δα+β,n (0 ≤ α, β ≤ n), (8.6)

g · zα = ζdαzα (0 ≤ α ≤ n). (8.7)

Proof. Since g ∈ O(F̃ , F, rad I) and g acts on L, g acts on L ∩ F and on its orthogonal

complement (L ∩ F )⊥ defined in (8.4). We study the eigenvalues of g on these spaces.

First we show that the eigenvalue of g on the 1-dimensional space (L∩F )⊥ is ζdn = 1.

Since dim(L∩F )⊥ = 1, we take 0 6= ξ ∈ (L∩F )⊥. Then gξ = c0ξ for some c0 ∈ C. Since

ξ ∈ F̃ \ F , Ĩ(δ, ξ) 6= 0. By Ĩ(g · δ, g · ξ) = Ĩ(δ, ξ), we have c0 = 1 = ζdn.

Then by the condition of admissibility (Definition 3.1(iii)), the eigenvalues of g on

L ∩ F are ζd1, · · · , ζdn−1.

By the duality (8.2), we could take z1, · · · , zn−1 ∈ L ∩ F such that g · zα = ζdαzα

and Ĩ(zα, zβ) = δα+β,n for 1 ≤ α, β ≤ n− 1.

Take z0 := δ/(−2π
√
−1). Take zn ∈ (L ∩ F )⊥ such that Ĩ(z0, zn) = 1. Since the

signature of L is (n− 1, 1, 0), we have Ĩ(zn, zn) = 0.

Then we see that z0, · · · , zn satisfy the conditions (8.6) and (8.7). �

8.2. Bilinear form and Euler field. Let z0, · · · , zn be the same as in Proposition 8.1.

Then the set z0, · · · , zn forms a coordinate system of Y . Then the symmetric R-bilinear

form Ĩ on F̃ defines a C-bilinear form on F̃ ⊗R C and this gives

Ĩ : Ω(Y )⊗F (Y ) Ω(Y ) → F (Y ) (8.8)

by Ĩ(dzα, dzβ) = Ĩ(zα, zβ).

We have
∂

∂zn
= Ĩ(dz0), (8.9)

where Ĩ : Ω(Y ) → Der(Y ) is an isomorphism induced by (8.8) and Der(Y ) is the module

of derivations of F (Y ).

The Euler field E defined in (2.6) is interpleted as

E =
(IR : I)dn
mmax

Ĩ(dδ), (8.10)

where we see δ as a function on Y . Then we have

∂

∂zn
= Ĩ(dz0) =

1

−2π
√
−1

mmax

(IR : I)dn
E (8.11)
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by z0 =
δ

−2π
√
−1

.

8.3. Bilinear form and Euler field on SW . Let x1, · · · , xn be a set of basic invariants

with degrees d1 ≤ · · · ≤ dn−1 ≤ dn. We put

x0 := δ/(−2π
√
−1). (8.12)

The Euler field E satisfies

Exα = dαx
α (0 ≤ α ≤ n),

where d0 = 0 (see (8.1)). Then the Euler field E descends to

E =
n∑

α=0

dαx
α ∂

∂xα
: ΩSW → SW , (8.13)

where ΩSW is the module of Kähler differentials of SW over C. We define the normalized

Euler field Enorm by

Enorm :=
1

dn
E : ΩSW → SW . (8.14)

Let z0, · · · , zn be the same as in Proposition 8.1, which form a coordinate system of Y .

By the W -invariance of Ĩ, we have the SW -bilinear form

ĨW : ΩSW ⊗SW ΩSW → SW (8.15)

defined by

ĨW (dxα, dxβ) =

n∑

γ1,γ2=0

∂xα

∂zγ1
∂xβ

∂zγ2
Ĩ(zγ1 , zγ2) ∈ SW (8.16)

for 0 ≤ α, β ≤ n.

By (8.11) and x0 = z0, ĨW (dx0) : ΩSW → SW , ω 7→ ĨW (dx0, ω) gives

ĨW (dx0) =
1

−2π
√
−1

mmax

(IR : I)dn
E. (8.17)

8.4. Property of a set of basic invariants for codimension 1.

Proposition 8.2. For a set of basic invariants x1, · · · , xn,

x1|L⊥ = · · · = xn−1|L⊥ = 0, (8.18)

xn(q) 6= 0 (∀q ∈ L⊥). (8.19)

Proof. As for (8.18), it is shown by (3.15). We show (8.19). Let x0 = δ/(−2π
√
−1)

defined in (8.12). For any α, β (0 ≤ α, β ≤ n), we put

aα,β := ĨW (dxα, dxβ).
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Then by ĨW (dxα, dxβ) =
∑n

γ1,γ2=0
∂xα

∂zγ1
∂xβ

∂zγ2
Ĩ(zγ1 , zγ2), we have

det(aα,β)0≤α,β≤n = det(
∂xα

∂zγ1
)0≤α,γ1≤ndet(

∂xβ

∂zγ2
)0≤β,γ2≤ndet(Ĩ(z

γ1 , zγ2))0≤γ1,γ2≤n.

By Proposition 3.4(ii), det(aα,β)0≤α,β≤n is not 0 for any q ∈ L⊥.

On the other hand, det(aα,β)0≤α,β≤n ∈ SW
dn(n+1). Thus we could expand

det(aα,β)0≤α,β≤n =
n+1∑

j=0

Aj(x
n)j (8.20)

for Aj ∈ F (H)[x1, · · · , xn−1] ∩ SW
dn(n+1−j). Evaluating the RHS of (8.20) at q ∈ L⊥, we

have

An+1(q)(x
n(q))n+1

which is not zero. Then we have xn(q) 6= 0. �

The following proposition is a key observation in the study of good basic invariants.

Proposition 8.3. For x0 = δ/(−2π
√
−1) defined in (8.12) and a set of basic invariants

x1, · · · , xn, the following conditions are equivalent.

(i) ∂xn

∂zn
|L⊥ is nonzero constant.

(ii) xn|L⊥ is nonzero constant.

(iii) ĨW (dxn, dxn)|L⊥ = 0.

(iv) (∂/∂xn)2ĨW (dxn, dxn) = 0.

Proof. By the equation (8.11), we have

∂xn

∂zn
=

1

−2π
√
−1

mmax

(IR : I)dn
Exn =

1

−2π
√
−1

mmax

(IR : I)
xn. (8.21)

Then (i) is equivalent to (ii).

By ĨW (dxn, dxn) =
∑n

γ1,γ2=0
∂xn

∂zγ1
∂xn

∂zγ2
Ĩ(zγ1 , zγ2) , ∂xn

∂zγ1

∣∣
L⊥ = 0 if γ1 6= 0, n and

Ĩ(zγ1 , zγ2) = δγ1+γ2,n, we have

ĨW (dxn, dxn)
∣∣∣
L⊥

= 2
∂xn

∂z0

∣∣∣∣
L⊥

∂xn

∂zn

∣∣∣∣
L⊥

.

By (8.21) and ∂xn

∂z0

∣∣
L⊥ =

∂(xn|
L⊥)

∂z0
, we have

ĨW (dxn, dxn)
∣∣∣
L⊥

= 2
∂(xn|L⊥)

∂z0

(
1

−2π
√
−1

mmax

(IR : I)
xn
∣∣∣∣
L⊥

)
.

By (8.19), the condition (ii) is equivalent to the condition (iii).

Since ĨW (dxn, dxn) ∈ SW
2dn

, we have

ĨW (dxn, dxn) = A(xn)2 +B(xn) + C
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with A ∈ SW
0 = F (H), B ∈ F (H)[x1, · · · , xn−1] ∩ SW

dn
, C ∈ F (H)[x1, · · · , xn−1] ∩ SW

2dn
.

By xα|L⊥ = 0 for 1 ≤ α ≤ n− 1, we have

ĨW (dxn, dxn)|L⊥ = A(xn|L⊥)2.

By (8.19), (iii) is equivalent to A = 0 and it is equivalent to (iv). �

8.5. Good basic invariants and the bilinear form.

Theorem 8.4. For an admissible triplet (g, ζ, L) with L of zero type for the elliptic root

system of codimension 1, let z0, · · · , zn be a basis of (L⊕Rδ)⊗RC defined in Proposition

8.1. Put x0 = δ/(−2π
√
−1) defined in (8.12). Let x1, · · · , xn be a set of good basic

invariants compatible with a g-homogeneous basis z1, · · · , zn of L⊗R C.

(i)

xn|L⊥ =
(−2π

√
−1)(IR : I)

mmax

. (8.22)

(ii) Any ĨW (dx0, dxβ) (β = 0, · · · , n) is written as follows:

ĨW (dx0, dxβ) =
mβ

(−2π
√
−1)(IR : I)

xβ. (8.23)

(iii) Any ĨW (dxα, dxβ) (α, β = 1, · · · , n) is written by Taylor coefficients

∂axα

∂za

∣∣∣∣
L⊥

,

(
∂

∂z0
∂axα

∂za

)∣∣∣∣
L⊥

(1 ≤ α ≤ n, a ∈ Z
n
≥0, d · a = dα + dn) (8.24)

as follows:

ĨW (dxα, dxβ)

= δα+β,n

(
1

xn|L⊥

)
xn +

∑

b=(b1,··· ,bn),
bn=0,

d·b=dα+dβ

1

b!

[
∂b

∂zb

(
∂xα

∂zβ∗
+
∂xβ

∂zα∗

)]∣∣∣∣
L⊥

xb, (8.25)

where α∗ = n− α (0 ≤ α ≤ n).

Proof. (i) By the restriction of (8.21) to L⊥, we have (8.22) by ∂xn/∂zn|L⊥ = 1.

(ii) As for (8.23), it is obtained by (8.17) and (2.5).

(iii) We prove (8.25). By (i) and Proposition 8.3, (∂/∂xn)2ĨW (dxn, dxn) = 0. Then

for any α, β (1 ≤ α, β ≤ n), ĨW (dxα, dxβ) ∈ SW
dα+dβ

is represented as

ĨW (dxα, dxβ) =
∑

a=(a1,··· ,an)∈Zn
≥0

,

an=0,
d·a=dα+dβ−dn

Aα,β
a xaxn +

∑

b=(b1,··· ,bn)∈Zn
≥0

,

bn=0,
d·b=dα+dβ

Bα,β
b xb (8.26)

for Aα,β
a , Bα,β

b ∈ F (H).
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By taking higher order derivatives of the both sides of (8.26) with respect to z1, · · · , zn
and evaluating them at L⊥, we determine Aα,β

a , Bα,β
b in the following lemmas. Proofs of

these lemmas are almost the same as Lemma 6.10–Lemma 6.16 in [14]. Thus we omit

them.

Lemma 8.5. For the cases dα + dβ ≤ dn,

Aα,β
a = 0 if dα + dβ < dn or a 6= 0. (8.27)

Lemma 8.6. We have

(RHS of (8.26))|L⊥ =




Aα,β

0 xn|L⊥ if dα + dβ = dn,

0 if dα + dβ 6= dn.
(8.28)

Lemma 8.7. We have

(LHS of (8.26))|L⊥ = δα+β,n. (8.29)

Lemma 8.8. For the cases dα + dβ > dn, take any multi-index c = (c1, · · · , cn) ∈ Zn
≥0

such that cn = 0, d · c = dα + dβ − dn, we have
[
1

c!

∂c

∂zc
(RHS of (8.26))

]∣∣∣∣
L⊥

= Aα,β
c xn|L⊥. (8.30)

Lemma 8.9. For the cases dα + dβ > dn, take any multi-index c = (c1, · · · , cn) ∈ Zn
≥0

such that cn = 0, d · c = dα + dβ − dn, we have
[
1

c!

∂c

∂zc
(LHS of (8.26))

]∣∣∣∣
L⊥

= 0. (8.31)

By these lemmas, for any α, β, c (1 ≤ α, β ≤ n, c ∈ Z
n
≥0), we obtain

Aα,β
c =





δα+β,n

(
1

xn|
L⊥

)
if dα + dβ = dn, c = 0,

0 otherwise.
(8.32)

Lemma 8.10. For any multi-index c ∈ Zn
≥0 with cn = 0, d · c = dα + dβ, we have

[
1

c!

∂c

∂zc
(RHS of (8.26))

]∣∣∣∣
L⊥

= Bα,β
c . (8.33)

Lemma 8.11. For any multi-index c ∈ Z
n
≥0 with cn = 0, d · c = dα + dβ, we have

[
1

c!

∂c

∂zc
(LHS of (8.26))

]∣∣∣∣
L⊥

=
1

c!

[(
∂c

∂zc
∂xα

∂zn−β

)∣∣∣∣
L⊥

+

(
∂c

∂zc
∂xβ

∂zn−α

)∣∣∣∣
L⊥

]
. (8.34)

By (8.33) and (8.34), we have

Bα,β
c =

1

c!

[
∂c

∂zc

(
∂xα

∂zn−β
+

∂xβ

∂zn−α

)]∣∣∣∣
L⊥

. (8.35)

�
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Remark 8.12. We could easily check that (8.25) is correct for α = 0 or β = 0 cases and

they coincide with (8.23).

9. Frobenius manifold

In this section, we discuss the relation between the Frobenius structure and the good

basic invariants for the elliptic root systems of codimension 1.

9.1. Frobenius structure. We assume that the codimension (see Section 7) of an elliptic

root system is 1. This means that the degrees d1 ≤ · · · ≤ dn of a set of basic invariants

x1, · · · , xn satisfy

dn−1 < dn. (9.1)

For the module of C-derivations Der(SW ) of SW , the grading

Der(SW ) =
⊕

m∈Z
Der(SW )m,

∂

∂xα
∈ Der(SW )−dα

(0 ≤ α ≤ n) (9.2)

is induced by the grading of SW =
⊕

m∈Z S
W
m and we see that the lowest degree part is

an F (H)-free module of rank 1, i.e. we have

Der(SW )−dn
= F (H)

∂

∂xn
. (9.3)

Under the condition (9.1), the Frobenius structure on SW is constructed by Saito

[11] and Satake [12] (see also [5]).

Theorem 9.1. ( Saito [11], Satake [12] ) We assume the condition (9.1).

(i) There exist an SW -nondegenerate symmetric bilinear form (called the metric)

J : Der(SW ) ⊗SW Der(SW ) → SW , an SW -symmetric bilinear form (called the

multiplication) ◦ : Der(SW )⊗SW Der(SW ) → Der(SW ) on Der(SW ) and a field

e : ΩSW → SW , satisfying the following conditions:

(a) the metric is invariant under the multiplication, i.e. J(X ◦Y, Z) = J(X, Y ◦
Z) for any vector fields X, Y, Z : ΩSW → SW ,

(b) (potentiality) the (3, 1)-tensor ∇◦ is symmetric (where ∇ is the Levi-Civita

connection of the metric), i.e. ∇X(Y ◦ Z)− Y ◦ ∇X(Z)−∇Y (X ◦ Z) +X ◦
∇Y (Z)− [X, Y ] ◦ Z = 0, for any vector fields X, Y, Z : ΩSW → SW ,

(c) the metric J is flat,

(d) e is a unit field for ◦ and it is flat, i.e. ∇e = 0,

(e) the Euler field Enorm satisfies LieEnorm
(◦) = 1 · ◦, and LieEnorm

(J) = 1 · J ,
(f) the intersection form coincides with the bilinear form ĨW : J(Enorm, J

∗(ω) ◦
J∗(ω′)) = ĨW (ω, ω′) for 1-forms ω, ω′ ∈ ΩSW , where J∗ : ΩSW → Der(SW )

is the isomorphism induced by the dual metric J∗ of J .
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(ii) Put

V := {δ ∈ Der(SW )−dn
|Liee(Liee(ĨW )) = 0 }. (9.4)

Then V is 1-dimensional vector space over C.

(iii) Let (J, ◦, e) be a Frobenius structure satisfying the conditions in (i). Then e ∈
V \{0}. Conversely for any element ẽ ∈ V \{0}, there exists uniquely a Frobenius

structure (J̃ , ◦̃, ẽ) satisfying the conditions in (i). The Frobenius structure (J̃ , ◦̃, ẽ)
is written as (J̃ , ◦̃, ẽ) = (c−1J, c−1◦, ce) for some c ∈ C

×.

Proof. As for (ii), see Saito [11] and Satake [12, Proposition 4.2].

We show (iii). For the dual metric J∗, we have Liee(ĨW ) = J∗ (see [14, Proposition

7.2]) and Liee(J
∗) = 0 by Liee(J) = 0 (see [5, p146]). Then we have e ∈ V . The

remaining parts are shown in [12, Proposition 5.2]. �

The metric J could be constructed from cĨW and e as follows.

Proposition 9.2. For 1-forms ω, ω′ ∈ ΩSW , we have

J∗(ω, ω′) = (Liee(ĨW ))(ω, ω′). (9.5)

A proof of this proposition is the same as [14, Proposition 7.2], so we omit it.

9.2. Frobenius structure via flat basic invariants. We shall interpret the Frobenius

structure by a set of basic invariants x1, · · · , xn.

Proposition 9.3. For x0 = δ/(−2π
√
−1) defined in (8.12) and a set of basic invariants

x1, · · · , xn, the following conditions are equivalent.

(i) ∂/∂xn ∈ V .

(ii) (∂/∂xn)2ĨW (dxn, dxn) = 0.

Proof. We first remark that if α or β is not n, then

ĨW (dxα, dxβ) ∈
2dn−1⊕

m=0

SW
m .

Thus (∂/∂xn)2ĨW (dxα, dxβ) = 0. Then (i) is equivalent to (∂/∂xn)2ĨW (dxα, dxβ) = 0 for

all 0 ≤ α, β ≤ n and they are equivalent to (ii). �

Let ∇ be a connection introduced in Theorem 9.1. By Theorem 9.1(iii), the metric

J of the Frobenius structure satisfying conditions in Theorem 9.1(i) is unique up to a

constant factor. Then ∇ and the notion of flatness do not depend on the choice of the

Frobenius structures in Theorem 9.1.
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Definition 9.4. A set of basic invariants x1, · · · , xn is called flat w.r.t. the Frobenius

structure if

∇dxα = 0 (1 ≤ α ≤ n). (9.6)

Then x0, x1, · · · , xn with x0 = δ/(−2π
√
−1) defined in (8.12) form a flat coordinate

system for the Frobenius structure (Saito [11], see also Satake [12]).

We give a description of the multiplication and the metric w.r.t. the set of flat basic

invariants.

Proposition 9.5. We assume that a set of basic invariants x1, · · · , xn with degrees d1 ≤
· · · ≤ dn−1 < dn satisfies the conditions of Proposition 9.3. Put x0 = δ/(−2π

√
−1) defined

in (8.12). Then a set of basic invariants x1, · · · , xn is flat with respect to the Frobenius

strucuture in Theorem 9.1 if and only if

ηα,β := eĨW (dxα, dxβ) (0 ≤ α, β ≤ n) (9.7)

are all elements of C. If a set of basic invariants x1, · · · , xn is flat, then the metric J is

described by

(ηα,β)0≤α,β≤n
:= (J (∂α, ∂β))0≤α,β≤n

=
(
ηα,β

)−1

0≤α,β≤n
(9.8)

and the structure constants Cγ
α,β of the multiplication defined by

∂α◦∂β =

n∑

γ=0

Cγ
α,β∂γ (0 ≤ α, β ≤ n) (9.9)

are described by

Cγ
α,β =

n∑

α′,β′,γ′=0

ηα,α′ηβ,β′∂γ
(

dn
dα′ + dβ′

ĨW (dxα
′

, dxβ
′

)

)
(9.10)

for 0 ≤ α, β ≤ n, α 6= n, where we denote

∂α =
∂

∂xα
, ∂α =

n∑

α′=0

ηα,α
′ ∂

∂xα′ (0 ≤ α ≤ n). (9.11)

Proof. By Proposition 9.2, the dual metric of the metric of the Frobenius strucrure is

constructed from the unit e and ĨW by (9.7).

For the construction of the multiplication from ĨW , we remind the notion of the

Frobenius potential (see Satake [13]). The Frobenius potential F is defined by the relation

Cγ
α,β = ∂α∂β∂

γF (0 ≤ α, β, γ ≤ n) (9.12)

with the structure constants Cγ
α,β of the product and it is related with ĨW as

ĨW (dxα, dxβ) =
dα + dβ
dn

∂α∂βF (0 ≤ α, β ≤ n). (9.13)
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We remark that if α 6= n and ηα,α′ 6= 0, then α′ 6= 0 and dα′ 6= 0. Thus for any

α, β, γ (α 6= n and 0 ≤ α, β, γ ≤ n), we have

Cγ
α,β = ∂α∂β∂

γF

=
n∑

α′,β′=0

ηα,α′ηβ,β′∂γ∂α
′

∂β
′

F

=
n∑

α′,β′=0

ηα,α′ηβ,β′∂γ
(

dn
dα′ + dβ′

ĨW (dxα
′

, dxβ
′

)

)
. (9.14)

Then we have the results. �

9.3. Good basic invariants and Frobenius structure.

Corollary 9.6. For an admissible triplet (g, ζ, L) with L of zero type for the elliptic root

system of codimension 1, we have the following results.

(i) Let x0, x1, · · · , xn be the same as in Theorem 8.4. Then

e = (xn|L⊥)
∂

∂xn
=

(−2π
√
−1)(IR : I)

mmax

∂

∂xn
(9.15)

is an element of V . Let J be a metric and ◦ be a multiplication of a unique

Frobenius structure with the unit e (9.15) in Theorem 9.1(iii). Then the metric J

and the structure constants of the multiplication Cγ
α,β (0 ≤ α, β, γ ≤ n) are

J(
∂

∂xα
,
∂

∂xβ
) = δα+β,n (0 ≤ α, β ≤ n), (9.16)

Cγ
α,β =





∂
∂xγ∗

(
dn

dα∗+dβ∗
ĨW (dxα∗, dxβ∗)

)
(α 6= n)

δβ,γ (α = n)
, (9.17)

which are all written by Taylor coefficients (8.24) by (8.25).

(ii) If a set of basic invariants is good w.r.t. an admissible triplet (g, ζ, L) with L of

zero type, then it is flat w.r.t. the Frobenius structure of Thoerem 9.1.

(iii) The space Specan(F (H)[L]) = SpecanF (H)[z0, · · · , zn] has a metric induced by

the dual metric Ĩ (8.8). The space SpecanSW = SpecanF (H)[x1, · · · , xn] has a

metric J . Then ψ[g, ζ, L] : SW ≃ F (H)[L] gives the isometry w.r.t. these metric

structures.

Proof. We prove (i). For x0, x1, · · · , xn in (i), they satisfy the conditions in Proposition 9.3

by Proposition 8.3 and Theorem 8.4(i). By Theorem 9.1(iii), we have a unique Frobenius

structure with the unit (9.15).

By Theorem 8.4, we have

eĨW (dxα, dxβ) = δα+β,n (0 ≤ α, β ≤ n). (9.18)
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By Proposition 9.5, a set of x1, · · · , xn is flat and we have (9.16) and (9.17). By (8.25) in

Theorem 8.4, (9.17) are all written by Taylor coefficients (8.24). (ii) is a direct consequence

of (i). (iii) is a direct consequence of (8.6), (9.16) and ψ[g, ζ, L](xα) = zα for 1 ≤ α ≤ n.

�

Appendix A. Non-uniqueness of good basic invariants for the case that

codimension > 1

In this appendix, we show that the C-span of the good basic invariants depends on

the choice of admissible triplets of zero type for the case of an elliptic root system of type

A
(1,1)
1 .

Let F be an R-vector space defined by F := Rα1 ⊕ Rδ ⊕ Ra. Let R := {±α1 +

mδ + na |m,n ∈ Z}. Let I : F × F → R be a positive semi-definite symmetric bilinear

form with I(α1, α1) = 2 and rad I = Rδ ⊕ Ra. Then R is an elliptic root system of type

A
(1,1)
1 belonging to (F, I). We put F̃ := F ⊕ RΛ0 and let Ĩ : F̃ × F̃ → R be a symmetric

R-bilinear form such that Ĩ|F = I, Ĩ(Λ0, α1) = Ĩ(Λ0, a) = Ĩ(Λ0,Λ0) = 0 and Ĩ(Λ0, δ) = 1.

(F̃ , Ĩ) gives a hyperbolic extension of (F, I).

Then an elliptic Weyl groupW , a Coxeter transformation and the domains Y,H are

defined. The semi-simple part of the Coxeter transformation c̃ss is identity.

Put

L1 := R(α1 −
1

2
a)⊕ RΛ0,

L2 := R(α1 −
1

2
δ)⊕ R(Λ0 +

1

4
α1 −

1

8
δ).

Then we could easily check that (c̃ss, 1, L1) and (c̃ss, 1, L2) are admissible triplets of zero

type.

Proposition A.1. Let x1, x2 (resp. x̃1, x̃2) be a set of good basic invariants for the

admissible triplet (c̃ss, 1, L1) (resp. (c̃ss, 1, L2)). Then the C-span of x1, x2 and the C-

span of x̃1, x̃2 do not coincide.

Proof. We put x0 = x̃0 = z0 = z̃0 = δ/(−2π
√
−1). Let z1, z2 (resp. z̃1, z̃2) be a basis of

L1 (resp. L2).

We assume that the C-span of basic invariants x1, x2 and the C-span of basic invari-

ants x̃1, x̃2 coincide. Then C-span of basic invariants x0, x1, x2 and the C-span of basic

invariants x̃0, x̃1, x̃2 coincide. This implies

det

(
∂xα

∂zβ

)

0≤α,β≤2

= c det

(
∂x̃α

∂z̃β

)

0≤α,β≤2

for some c ∈ C
× because z̃0, z̃1, z̃2 could be obtained by affine transformation of z0, z1, z2.
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By the discussion in the proof of Proposition 3.4 (ii), we have

det

(
∂xα

∂zβ

)

1≤α,β≤n

= c det

(
∂x̃α

∂z̃β

)

1≤α,β≤n

.

We prepare the Weyl denominator. We put Λ1 := Λ0 +
1
2
α1 and ρ := Λ0 + Λ1. We also

put

∆+ := {α1 + nδ (n ≥ 0), kδ, −α1 + kδ (k ≥ 1)}.
Then the Weyl denominator of an affine Lie algebra of type A

(1)
1 is defined by

ΘA := eρ
∏

α∈∆+

(1− e−α). (A.1)

By [8, p245], the Jacobian determinant equals the Weyl denominator ΘA up to a multi-

plication of the unit of F (H). Then we have

det

(
∂xα

∂zβ

)

1≤α,β≤n

= f(τ)ΘA, (A.2)

c det

(
∂x̃α

∂z̃β

)

1≤α,β≤n

= f(τ)ΘA (A.3)

for some f(τ) ∈ F (H)×.

Since the restriction of the LHS of (A.2) (resp. (A.3)) to L⊥
1 (resp. L2

⊥) is a constant

function, the C-span of ΘA|L⊥
1
coincides with the one of ΘA|L⊥

2
, i.e.

CΘA|L⊥
1
= CΘA|L2

⊥. (A.4)

On the other hand, we have an explicit description of ΘA|L⊥
1

(resp. ΘA|L2
⊥) by

eliminating Λ0, α1, a from (A.1) by the relations α1 − 1
2
a = Λ0 = 0 (resp. α1 − 1

2
δ =

Λ0 +
1
4
α1 − 1

8
δ = 0) and a = −2π

√
−1. Then we have

ΘA|L⊥
1
= exp(

−2π
√
−1

4
)
∏

n≥0

(1 + qn)
∏

k≥1

(1− qn)
∏

k≥1

(1 + qn),

ΘA|L⊥
2
= q−

1

4

∏

n≥0

(1− qn+
1

2 )
∏

k≥1

(1− qn)
∏

k≥1

(1 + qn−
1

2 ),

with notation q = e−δ. These contradict to (A.4). Thus we have the result. �
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