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Abstract

In this work we study the 6j symbol of the 3d conformal group for fermionic
operators. In particular, we study 4-point functions containing two fermions and
two scalars and also those with four fermions. By using weight-shifting operators
and harmonic analysis for the Euclidean conformal group, we relate these spinning 6j
symbols to the simpler 6j symbol for four scalar operators. As one application we use
these techniques to compute 3dmean field theory (MFT) OPE coefficients for fermionic
operators. We then compute corrections to the MFT spectrum and couplings due to
the inversion of a single operator, such as the stress tensor or a low-dimension scalar.
These results are valid at finite spin and extend the perturbative large spin analysis to
include non-perturbative effects in spin.
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1 Introduction

Invariance under the Euclidean conformal group SO(d + 1, 1) is well-known to put strong
constraints on the space and observables of quantum field theories [1, 2]. In conformal
field theories (CFTs), one hope is that we can leverage this symmetry to map out the
space of consistent theories. The modern conformal bootstrap, as reviewed in [3], has made
remarkable progress in this direction by thoroughly studying the constraints of crossing
symmetry, unitarity, and the existence of a convergent operator product expansion (OPE).

The fundamental ingredient in the bootstrap program, both for analytic and numeri-
cal studies, is the requirement that four-point functions can be consistently expanded in
conformal blocks, G∆,`(xi), in all channels. The numerical conformal bootstrap studies
this crossing condition in the Euclidean regime to derive constraints on the low-dimension
spectrum [4], while the analytic conformal bootstrap considers an intrinsically Lorentzian
regime to derive the existence of multi-twist trajectories at large spin [5, 6].

However, as emphasized in a series of papers [7–12], we can also expand four-point
functions in conformal partial waves Ψ∆,`(xi), which are a complete, orthogonal basis for
Euclidean correlators and can be expressed as a single-valued linear combination of two
blocks. Orthogonality of Euclidean conformal partial waves (CPWs) gives us the Euclidean
inversion formula and by Wick rotation one can derive the Lorentzian inversion formula [9–
11]. The Lorentzian inversion formula, when combined with bounds on the Regge growth of
CFT correlators [13, 14], makes manifest that non-perturbative CFTs are analytic in spin
for ` > 1.

Furthermore, orthogonality and completeness imply that individual conformal partial
waves are crossing symmetric. That is, a t-channel partial wave can be written in terms of
s-channel partial waves in a dual channel. The inner product of an s- and t-channel partial
wave in turn defines the 6j symbol of the conformal group. Although the 6j symbol can
be defined in terms of Euclidean conformal integrals, in practice it has been calculated in
d = 2 and 4 using the Lorentzian inversion formula and by first calculating the inversion of
a single block [12].1

The inversion of a single partial wave or block reveals new features which were not
previously visible from the lightcone bootstrap directly. The lightcone bootstrap generates
an asymptotic expansion in large spin by matching a sum over conformal blocks in one
channel to a singular term in the crossed channel.2 However, the inversion formula directly
proves the existence of individual double-twist operators and that the OPE data is analytic
in spin. Moreover, by inverting a single operator one can show there are corrections which
are exponentially suppressed at large spin [12], which improve predictions from the analytic
bootstrap for 3d CFTs such as the Ising or O(2) model [16] and also ensure predictions at
large spin are consistent with bounds from causality [17].3

Thus far, most studies of the analytic bootstrap have focused on four external scalar
1In [12] the 1d 6j symbol was calculated using the Euclidean definition directly.
2For a detailed analysis of tauberian theorems in CFTs see [15].
3For related work see [18–21].
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operators. There are a few exceptions – the analytic bootstrap for external, spinning
operators has been studied using the lightcone bootstrap [16, 22–26], Mellin space techniques
[27, 28], and in mean field theory [29]. In this work we further develop this program, building
off of [16] by studying the inversion formulas in d = 3 for correlation functions containing
Majorana fermions. In this way we can derive new results for the OPE coefficients and
spectrum of double-twist operators containing fermions, including non-perturbative effects
at finite spin.

Our strategy to study the inversion formula for spinning operators involves a combination
of Euclidean and Lorentzian ingredients. Our starting point for relating the fermionic
6j symbol to the scalar one involves their Euclidean definition as an overlap of partial
waves. Then we use weight-shifting operators [30], which transform in a finite-dimensional
representation of the conformal group, to expand the fermionic 6j symbol as a sum over
scalar symbols. We can plug in the explicit form of the scalar 6j symbol as calculated via
the Lorentzian inversion formula to obtain the fermionic 6j symbol in closed form.4 Finally,
since a partial wave for general external operators can be split as a sum over two blocks,
there exists a similar split for the 6j symbol in terms of the inversion of two blocks. By
splitting the scalar and fermionic 6j symbols, we then find the inversion of a single block
when we have external fermions.

Finally, let us give a brief summary of the paper. In section 2 we review the necessary
ingredients to define the 6j symbols for external scalars, including conformal integrals and
the partial wave decomposition. In section 3 we generalize the scalar analysis to general
external operators in 3d. In section 4 we use the Euclidean inversion formula to calculate
OPE coefficients for double-twist operators in mean field theory. In section 5 we introduce
the weight-shifting operators and express fermionic 6j symbols in terms of 6j symbols for
four external scalars. From the 6j symbol we then compute corrections to the double-twist
spectrum and couplings from the inversion of isolated operators. We conclude in section 6
with a discussion of future directions. Various technical details are given in the appendices.

2 Review: Scalar 6j Symbol and the Inversion Formula

To start let us give a brief overview of the conformal partial wave expansion for external
scalars, the 6j symbol, and its relation to the analytic bootstrap. This will allow us to
describe the basic ideas and define quantities which will repeatedly appear in the following
sections. This section will be based on previous work presented in [12, 29, 31].

Following the notation of [29], we label an irreducible representation of SO(d+ 1, 1) by
its scaling dimension ∆, and by ρ, an irreducible representation of SO(d). When we study
conformally-invariant two- and three-point functions we will use O as a shorthand for this
representation.

Associated to every representation O is a shadow representation Õ which has dimension
4The full 6j symbol is only known in d = 1, 2, 4 but the poles and residues are computable in general

dimensions.
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∆̃ = d−∆ and the same SO(d) representation ρ.5 Then there exists a conformally-invariant
pairing: (

Õ†,O
)

=

∫
ddxÕ†α1···α2J

(x)Oα1···α2J (x), (2.1)

where Õ† has dimension ∆̃. In the above expression and in what follows we will implicitly
contract indices when an operator and its shadow are being integrated over, and we will
always use spinor indices. We will work with real operators, so we can drop the † in the
expressions which follow.

As is well-known, in CFTs the two-point functions are fixed up to the normalization of the
operator, and the three-point functions are fixed up to the OPE coefficients. We will adopt
the convention that physical, Euclidean correlation functions will be denoted as 〈· · ·〉Ω, while
two- and three-point functions without a subscript will denote a conformally-invariant tensor
structure. In general we have several three-point tensor structures, 〈O1O2O3〉a, labelled by
the index a, but if O1 and O2 are scalars then there is a single structure.

We can then define the s-channel conformal partial wave (CPW) expansion:6

〈φ1φ2φ3φ4〉 = 〈φ1φ2〉〈φ3φ4〉+
∞∑

J=0

d
2

+i∞∫

d
2

d∆

2πi
ρ1234(∆, J)Ψ1234

∆,J (xi), (2.2)

Ψ1234
∆,J (xi) =

∫
ddx5〈φ1(x1)φ2(x2)O(x5)〉〈φ3(x3)φ4(x4)Õ(x5)〉 (2.3)

= S
(
φ3φ4[∆̃, J ]

)
G1234

∆,J (xi) + S (φ1φ2[∆, J ])G1234
∆̃,J

(xi). (2.4)

To define the factors of S we need to introduce the shadow transform which maps a
representation O to Õ:

S[O](x) ≡
∫
dyO(y)〈Õ(y)Õ(x)〉. (2.5)

We will adopt the convention that the shadow transform always acts by multiplying the
two-point function from the left. The distinction is immaterial for bosonic correlators, but
when we introduce fermions the ordering does matter.

The definition of the shadow coefficients are:

〈O1O2S[O3]〉 = S (O1O2[O3]) 〈O1O2Õ3〉. (2.6)

To be clear, we will use Õ(x) to denote a representation which has scaling dimension d−∆
and representation ρ, while S[O](x) denotes the integral map S acting on O(x).

5In even dimensions we actually need the reflected representation ρR, but in odd dimensions the two are
equivalent so to simplify the discussion we will ignore the distinction.

6Technically we need to include non-normalizable terms for blocks with ∆ < d
2 , but we will ignore such

terms here. For more details see [9, 10].
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The t- and u-channel expansions can be found by exchanging 1 ↔ 3 and 1 ↔ 4,
respectively. The spectral integral in (2.2) runs over the Euclidean principal series:

∆ =
d

2
+ iν, ν ≥ 0, J ∈ Z. (2.7)

In (2.3) and (2.4) we wrote down two equivalent definitions for the conformal partial wave, as
a conformal integral over two three-point functions and as a linear combination of conformal
blocks, each of which encodes the contribution of a irreducible representation to the four-
point function. The exact definition of the shadow coefficients S and the block are given in
appendix B.

The partial waves are orthogonal with respect to the following bilinear pairing:
(

Ψ̃1234
d
2

+iν,J
,Ψ1234

d
2

+iν′,J ′

)
= n d

2
+iν,JδJJ ′2πδ(ν − ν ′) (ν, ν ′ ≥ 0), (2.8)

(F,G) =

∫
ddx1...d

dxn
vol(SO(d+ 1, 1))

F (x1, ..., xn)G(x1, ..., xn), (2.9)

where n∆,J is the normalization of the conformal partial wave, the bilinear pairing is defined
for general n-point functions, and the shadowed partial wave is7

Ψ̃1234
∆,J ≡ Ψ1̃2̃3̃4̃

∆̃,J
. (2.10)

The identity contribution in (2.2) is orthogonal to all partial waves on the principal
series, so by taking an inner-product with a shadowed partial wave we can write down the
Euclidean inversion formula:

ρ1234(∆, J) =
1

n∆,J

(
Ψ̃1234

∆,J , 〈φ1φ2φ3φ4〉
)
. (2.11)

The second definition (2.4) allows us to relate the CPW expansion with the more physical
conformal block expansion. To make the notation compact let us define

∫

C

dO =
∞∑

J=0

d
2

+i∞∫

d
2

d∆

2πi
,

∫

C′

dO =
∞∑

J=0

d
2

+i∞∫

d
2
−i∞

d∆

2πi
. (2.12)

Then we can write
∫

C

dOρ1234(∆, J)Ψ1234
∆,J (xi) =

∫

C′

dOρ1234(∆, J)S(φ3φ4[∆̃, J ])G1234
∆,J (xi), (2.13)

where we used the following symmetry property, which can be derived from (2.11):

ρ1234(∆̃, J) = ρ1234(∆, J)
S(φ3φ4[∆̃, J ])

S(φ1φ2[∆̃, J ])
. (2.14)

7In general we also need to conjugate the operators, but we will assume our operators are real.

7



Using the conformal block decomposition

〈φ1φ2φ3φ4〉 =
∑

O

λφ1φ2Oλφ3φ4OG
1234
O (xi), (2.15)

we find the following relation:

λφ1φ2Oλφ3φ4O = −Res∆=∆O ρ
1234(∆, J)S(φ3φ4[∆̃, J ]). (2.16)

We can now ask the general question: what does the contribution of a single operator O
in the t-channel map to in the s-channel under crossing? As realized in [5, 6], by studying
the lightcone limit, an isolated operator O maps to double-twist operators in the crossed
channel. To review this result in the current language, let us first introduce the 6j symbol
of the conformal group.

The 6j symbol is defined as the overlap of a t- and s-channel partial wave, which for
external scalars is

{
φ1 φ2 O6

φ3 φ4 O5

}
=
(

Ψ̃1234
∆5,J5

,Ψ3214
∆6,J6

)

=

∫
dx1...dx6〈φ̃1φ̃2Õ5〉〈φ̃3φ̃4O5〉〈φ3φ2O6〉〈φ1φ4Õ6〉. (2.17)

Using the 6j symbol it is possible to write a single t-channel partial wave as a spectral
integral over s-channel partial waves:

Ψ3214
∆6,J6

(xi) =

∫

C

dO5
1

n∆5,J5

{
φ1 φ2 O6

φ3 φ4 O5

}
Ψ1234

∆5,J5
(xi). (2.18)

In practice the 6j symbol (2.17) has been calculated using the Lorentzian inversion forumla
in d = 2 and d = 4. The Lorentzian inversion formula gives another integral representation
of the OPE function, but now with the correlator integrated over a causal diamond in
Minkowski space:8

ρ1234(∆, J) = α∆,J

1∫

0

1∫

0

dzdz̄µ(z, z̄)G1234
J+d−1,∆+1−d(z, z̄)

〈[φ3, φ2][φ1, φ4]〉
T 1234

+ (u-channel),

(2.19)

α∆,J = − πd−2Γ(d−2
2

)Γ(J + d− 2)

2d+J+3vol(SO(d− 1))Γ(d− 2)Γ(J + d−2
2

)

Γ(J + 1)Γ(∆− d
2
)

Γ(J + d
2
)Γ(∆− 1)

Γ(∆12+J+∆
2

)Γ(∆21+J+∆
2

)Γ(∆34+J+∆̃
2

)Γ(∆43+J+∆̃
2

)

Γ(J + ∆)Γ(J + d−∆)
. (2.20)

Here T 1234 is a kinematic, s-channel prefactor,

T 1234 =
1

|x12|∆1+∆2 |x34|∆3+∆4

( |x24|
|x14|

)∆1−∆2
( |x14|
|x13|

)∆3−∆4

. (2.21)

8Our convention is vol(SO(n)) = vol(SO(n− 1))vol(Sn−1).
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The u-channel term is the same but with 3 ↔ 4. Then by first inverting individual blocks
we can find the 6j symbol:
{
φ1 φ2 O6

φ3 φ4 O5

}
= S(φ3φ4[Õ6])

(
φ1 φ2 O6

φ3 φ4 O5

)
+ S(φ1φ2[O6])

(
φ1 φ2 Õ6

φ3 φ4 O5

)
, (2.22)

(
φ1 φ2 O6

φ3 φ4 O5

)
=
(

Ψ1̃2̃3̃4̃
∆5,J6

, G3214
∆6,J6

)
L
, (2.23)

where the subscript L in (2.23) is to emphasize that we use the Lorentzian inversion formula
[12]. We can drop the u-channel contribution because the u-channel double discontinuity of
a t-channel block is zero.

We do not have a closed form expression for the 6j symbol in generic dimensions, but for
d = 3 it is straightforward to calculate its poles and residues by using dimensional reduction
and the explicit d = 2 expressions [16, 32]. Let us now focus on the problem of inverting a
single operator. The contribution of a single block for O6 exchange gives

〈φ1φ2φ3φ4〉 ⊃ λφ3φ2O6λφ1φ4O6

∫

C′

dO5
1

nO5

(
φ1 φ2 O6

φ3 φ4 O5

)
S(φ3φ4[Õ5])G1234

O5
(xi). (2.24)

As a function of ∆5 the integrand of (2.24) has poles at the following locations:

∆5 = ∆1 + ∆2 + 2n+ J5, (2.25)
∆5 = ∆3 + ∆5 + 2n+ J5. (2.26)

These are the dimensions and spins of the double-twist operators [φ1φ2]n,J and [φ3φ4]n,J in
mean field theory (MFT) [5, 6]. A special case is when ∆1 + ∆2 = ∆3 + ∆4 in which case
we get single and double poles corresponding to corrections to the MFT spectrum and OPE
coefficients of [φ1φ2]n,J . An important exception is when we are inverting the identity block,
O6 = 1, in which case we get single poles and find the MFT OPE coefficients themselves.
We will work out the MFT OPE coefficients for fermions in section 4.

3 Inversion Formula and MFT for Fermions

In this section we will go into more detail on conformally-invariant integrals for fermions
in d = 3 and introduce our conventions in the process. We will also present some of our
intermediate results, such as explicit expressions for shadow coefficients in 3d fermionic
theories.

3.1 Conformal Partial Waves and 6j Symbols

From here on we will set d = 3 and to be general our operators will always be defined with
spinor indices. To avoid possible sign ambiguities, we need to fix our conventions regarding
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pairing fermionic representations. We will assume an ascending index convention such that

A ·B ≡ Aα1α2...α2`
Bα1α2...α2` . (3.1)

We will also normalize the two-point functions as [30]:

〈O∆,`(X1, S1)O∆,`(X2, S2)〉 = i2`
〈S1S2〉2`
X2∆+2`

12

, (3.2)

where X and S are position and polarization vectors in embedding space. Here we also
introduced the shorthand that

O∆,`(x, s) = sα1 ...sα2`
Oα1...α2`

∆,` , O∆,`(X,S) = SI1 ...SI2`OI1...I2`∆,` , (3.3)

where x and s are the positions and polarizations in physical space.

We can expand a physical three-point function as

〈O1O2O3〉Ω =
∑

a

λaO1O2O3
〈O1O2O3〉a, (3.4)

where λa are the OPE coefficients and 〈O1O2O3〉a are kinematic tensor structures. In
particular, they are formal expressions and do not necessarily satisfy Fermi-statistics if
operators are interchanged. Throughout this paper, we will refer to these functions as
three-point structures.

When we calculate shadow transforms or partial waves, it will be important to keep
track of signs that depend on the order of correlators in an integral, e.g.

∫
dx〈O1O(x)O2〉〈O3Õ(x)O4〉 = (−1)2`O

∫
dx〈O3Õ(x)O4〉〈O1O(x)O2〉 . (3.5)

Details regarding our fermion conventions and the explicit choice of three-point structures
are given in appendix A.

Since there are in general multiple conformally-invariant three-point structures, the
shadow transform of an operator now gives a matrix of shadow coefficients:

〈O1O2S[O3]〉a = Sab (O1O2[O3])〈O1O2Õ3〉b. (3.6)

Following [29], we can also use the diagrammatic notation

〈OO〉 = O
, 〈ÕÕ〉 = Õ

=
O

,
(3.7)

where we see that taking the shadow is equivalent to changing the direction of arrow. In this
language, pairing operators is gluing the arrows; for example the diagrammatic equation

O O = NO O (3.8)
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a

O2

O1

S[O] = a

O2

O1

O = Sac (O1O2[O]) c

O2

O1

O

Figure 1: Diagrammatic definition of shadow coefficients. Note that a and c label the three-
point structures, and arrows allow us to keep track of scaling dimensions. We use the standard
convention where an operator O∆,J with an outgoing arrow from a three-point structure enters
that structure as itself. On the contrary, changing the direction of arrow is equivalent to
changing O∆,J to Õ∆,J ≡ O∆̃,J

≡ O3−∆,J .

stands for

〈· · ·S2[O](x) · · ·〉 =

∫
dxdy〈· · · O(x) · · ·〉〈Õ(x)Õ(y)〉〈O(y)O(z)〉 = NO〈· · · O(z) · · ·〉,

(3.9)
or S2[O] = NOO. This follows from the definition of the shadow transformation in (2.5)
and the irreducibility of the representations. The factor N in our conventions is

N∆,` =
π3 tan(π (∆ + `))

(∆− 3
2
)(−∆ + `+ 2)(∆ + `− 1)

. (3.10)

We can now study the partial wave expansion for a general four-point function:9

〈O1O2O3O4〉 = 〈O1O2〉〈O3O4〉+

∫

C

dOρ(s)
ab (O)Ψ

(s),ab
O (xi), (3.11)

Ψ
(s),ab
O5

(xi) =

∫
ddx5〈O1O2O5〉a〈O3O4Õ5〉b, (3.12)

where a, b label different three-point function tensor structures. We have suppressed Lorentz
indices, but the operators Oi can be bosonic or fermionic.

To be precise, in the measure dO we now have a sum over either integer or half-integer
spin, depending on the four-point function.10 In odd dimensions we can also have the
discrete series of dimensions, but they will be cancelled by poles in ρ(s)

ab (O), so we will not
include them explicitly.

The inner product between two s-channel partial waves is now a matrix:
(

Ψ̃
(s),ab
O′ ,Ψ

(s)cd
O

)
= η

(ac)(bd)
O 2πδ(ν − ν ′)δJJ ′ , (3.13)

and we can also define the inverse matrix, ηO(ac)(bd)η
(ce)(df)
O = δeaδ

f
b .

9To simplify the discussion we will again assume that there are no non-normalizable terms besides identity
exchange.

10In general dimensions d we have to sum over all allowed SO(d) representations.
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We will use the same convention when writing inverses for three-point structures and
their pairings, e.g.

(
〈ABC〉a, 〈ÃB̃C̃〉b

)

(
〈ABC〉c, 〈ÃB̃C̃〉a

) =

(
〈ABC〉b, 〈ÃB̃C̃〉a

)

(
〈ABC〉a, 〈ÃB̃C̃〉c

) = δbc. (3.14)

This notation is schematic and should be understood as inverting a matrix of pairings. Then
the Euclidean inversion formula for this correlator is

ρ
(s)
ab (O) = ηO(ac)(bd)

(
Ψ̃

(s),cd
O5

, 〈O1O2O3O4〉
)
. (3.15)

Given the general partial wave decomposition (3.11) we still have to find the relation between
the residues of the OPE function and the actual OPE coefficients. The relation between the
s-channel partial waves and the conformal blocks is given by

Ψ
(s);ab
O5

(xi) = (−1)Σ55

[
Sbc(O3O4[Õ5])G

(s);ac
O5

(xi) + Sac (O1O2[O5])G
(s);cb
O5

(xi)
]
. (3.16)

Here Σij is 1 if both the operators Oi and Oj are fermions, and is 0 otherwise. Then the
corresponding map for the OPE coefficients is

P
(s)
ab (O5) ≡ λ125,aλ345,b = (−1)Σ55+1 Res∆=∆5 ρ

(s)
ac (∆, J)Scb(O3O4[Õ])

∣∣∣∣
J=J5

. (3.17)

Next we need to write down the same expansion, but for the O3O2 → O1O4 channel, or
in the t-channel. We first rewrite the correlator as

〈O1O2O3O4〉 = (−1)Σ23+Σ12+Σ13〈O3O2O1O4〉. (3.18)

Then we define the t-channel CPW as

〈O3O2O1O4〉 = 〈O3O2〉〈O1O4〉+

∫
dOρ(t)

ab (O)Ψ
(t),ab
O (xi), (3.19)

Ψ
(t),ab
O5

(xi) =

∫
ddx5〈O3O2O5〉〈O1O4Õ5〉. (3.20)

The relation between the OPE coefficients and the OPE function in the t-channel is now
the same as before, with 1↔ 3:

P
(t)
ab (O6) ≡ λ326,aλ146,b = (−1)Σ66+1 Res∆=∆6 ρ

(t)
ac (∆, J)Scb(O1O4[Õ])

∣∣∣∣
J=J6

. (3.21)

We will then define the 6j symbol for a general four-point function as
{
O1 O2 O6

O3 O4 O5

}abcd
=
(

Ψ̃
(s),ab
O5

,Ψ
(t),cd
O6

)
=

∫
ddx1...d

dx6〈Õ1Õ2Õ5〉〈Õ3Õ4O5〉〈O3O2O6〉〈O1O4Õ6〉.
(3.22)
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As in the scalar case we can split this into two pieces, corresponding to the inversion of
individual blocks:

{
O1 O2 O6

O3 O4 O5

}abcd
= (−1)Σ66

[
Sde

(
O1O4[Õ6]

)( O1 O2 O6

O3 O4 O5

)abce

+ Sce (O3O2[O6])

(
O1 O2 Õ6

O3 O4 O5

)abed ]
, (3.23)

(
O1 O2 O6

O3 O4 O5

)abcd
=
(

Ψ̃
(s),ab
O5

, G
(t),cd
O6

)
L
. (3.24)

Then using (3.15), (3.17), and (3.18), we find that inverting a single block G(t),fg
O6

yields
the correction:

λ125,aλ345,b

∣∣∣∣
G

(t),fg
O6

= (−1)1+Σ55+Σ12+Σ13+Σ23λ326,fλ146,g

× Res∆=∆5 η
∆,J
(ad)(ce)

(
O1 O2 O6

O3 O4 O∆,J

)defg
Scb(O3O4[Õ])

∣∣∣∣
J=J5

. (3.25)

The problem now is how to reduce the full 6j symbol, (3.22), to a sum of scalar 6j
symbols, (2.17). To do this we will need to use weight-shifting operators, which allow us
to reduce general conformal integrals involving fermions to those involving scalars. We will
introduce these operators in the next subsection to calculate shadow coefficients.

3.2 Shadow Matrices and Weight-Shifting Operators

The work [30] introduced differential operators, DA, which transform in a finite-dimensional
representation of the conformal group SO(d + 1, 1) given by the index A. By acting
with weight-shifting operators we can transform a conformally-invariant tensor structure
involving an operator O to a conformally covariant structure involving a new operator O′.
Here, we will use weight-shifting operators which change the spin by half-integers.

In d = 3 the double cover of the conformal group SO(3, 2) is Sp(4,R), so we will use
weight-shifting operators which transform in the fundamental representation of Sp(4,R).
We will use the notation of [30] and write the four possible operators as

D±± : [∆, `]→ [∆± 1

2
, `± 1

2
], (3.26)
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which in embedding space are given by
(
D−+

)
a

=Sa, (3.27a)
(
D−−

)
a

=Xab
∂

∂Sb
, (3.27b)

(
D++

)
a

=− 2(∆− 1)Sb(∂X)ba − SaSb(∂X)bc
∂

∂Sc
, (3.27c)

(
D+−)

a
=4(1 + `−∆)(∆− 1)Ωab

∂

∂Sb
+ 2(1 + `−∆)Xab(∂X)bc

∂

∂Sc

− Sa
∂

∂Sb
Xbc(∂X)cd

∂

∂Sd
. (3.27d)

In the rest of the paper, we will suppress spinor index of the weight-shifting operators.

We will use these operators to relate conformal integrals involving fermionic tensor
structures to known integrals involving bosonic structures. To start we will follow [29]
and use the weight-shifting operators to compute the shadow coefficient matrix. Before
getting to this point we need to define the adjoint of a weight-shifting operator with respect
to our bilinear pairing:

(
DO, Õ′

)
=
(
O,D∗Õ′

)
, (3.28)

(
O, Õ

)
=

∫
ddxO(x)Õ(x). (3.29)

We should stress that here O is shorthand for some representation of the conformal group
and does not need to obey the spin-statistics theorem. We will define the adjoint by moving
from the left to the right, where we recall there are suppressed spinor indices.

It is not hard to see that

(Dpq)∗
∣∣∣∣
∆,`

= ζpq` Dp,−q
∣∣∣∣
∆̃∓ p

2
,`± q

2

, (3.30)

where p, q = ±1 and we have emphasized that the adjoint of a weight-shifting operator
depends explicitly on the representation it acts on, although the coefficient ζ only depends
on the spin.

To calculate the adjoints in practice we go to the Poincaré section, or work in physical
space. The result is summarized as:

ζ−−` = −2`, ζ−+
` =

1

2`+ 1
, (3.31)

ζ+−
` = 2`, ζ++

` = − 1

2`+ 1
. (3.32)

The next ingredient we need is the crossing equation for covariant two-point functions:11

Dpq1 〈O∆,`(x1)O∆+ p
2
,`+ q

2
(x2)〉 = αpq∆,`D−p,−q2 〈O∆,`(x1)O∆+ p

2
,`+ q

2
(x2)〉, (3.33)

11To avoid clutter, we will use D±±n to denote a weight-shifting operator acting on the nth operator in
the correlator that follows the weight-shifting operator. For example, Dab2 〈O∆1,`1(x1)O∆2,`2(x2)O∆3,`3(x3)〉
stands for Dab(X2, S2)〈O∆1,`1(X1, S1)O∆2,`2(X2, S2)O∆3,`3(X3, S3)〉 in the embedding space.
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and we find

α−−∆,` =
i`

(2∆− 3)(∆ + `− 1)
, (3.34a)

α−+
∆,` =− i

2(2∆− 3)(2`+ 1)(−∆ + `+ 2)
, (3.34b)

α+−
∆,` =− 8i(∆− 1)`(−∆ + `+ 1), (3.34c)

α++
∆,` =

4i(∆− 1)(∆ + `)

2`+ 1
. (3.34d)

We can now find the shadow transform of weight-shifted operators:

S[DpqO∆,`](x) =

∫
ddy (DpqO∆,`(y)) 〈Õ∆+ p

2
,`+ q

2
(y)Õ∆+ p

2
,`+ q

2
(x)〉

=

∫
ddyζpq` α

p,−q
∆̃− p

2
,`+ q

2

O∆,`(y)D−a,b2 〈Õ∆,`(y)Õ∆,`(x)〉

= ζpq` α
p,−q
∆̃− p

2
,`+ q

2

D−pqS[O∆,`](x), (3.35)

or

S[DpqO∆,`](x) = χpq∆,`D−p,qS[O∆,`], (3.36)

χpq∆,` = ζpq` α
p,−q
∆̃− p

2
,`+ q

2

. (3.37)

This gives a way to push the shadow transform past the weight-shifting operators.
Then to calculate the shadow transform of a three-point tensor structure we will relate the
fermionic structures to the bosonic ones. For simplicity we focus on three-point function
structures involving one fermion and one scalar:

〈ψ∆1φ∆2O∆3,`3〉, (3.38)

where O has half-integer spin. We want to use weight-shifting operators to write such a
three-point function in terms of a structure involving two scalars:

〈φ∆′1
φ∆2O∆′3,`

′
3
〉, (3.39)

where the third operator O now has integer spin. There are two equivalent ways to do this:

〈ψ∆1φ∆2O∆3,`3〉a =
∑

p

κa1,p(ψ∆1φ∆2O∆3,`3)D−p,+1 D−+
3 〈φ∆1+ p

2
φ∆2O∆3+ 1

2
,`− 1

2
〉, (3.40a)

〈ψ∆1φ∆2O∆3,`3〉a =
∑

p

κa2,p(ψ∆1φ∆2O∆3,`3)D−p,+1 D++
3 〈φ∆1+ p

2
φ∆2O∆3− 1

2
,`− 1

2
〉, (3.40b)

where each matrix, κ1,2, is invertible.
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The simplest example is calculating the matrix Sab (ψ1[φ2]O3):

〈ψ∆1S[φ∆2 ]O∆3,`3〉a (3.41)

= S2

∑

p

κa1,p(ψ∆1φ∆2O∆3,`3)D−p,+1 D−+
3 〈φ∆1+ p

2
φ∆2O∆3+ 1

2
,`− 1

2
〉,

=
∑

p

κa1,p(ψ∆1φ∆2O∆3,`3)S(φ∆1+ p
2
[φ∆2 ]O∆3+ 1

2
,`− 1

2
)D−p,+1 D−+

3 〈φ∆1+ p
2
φ∆̃2
O∆3+ 1

2
,`− 1

2
〉,

=
∑

p,b

κa1,p(ψ∆1φ∆2O∆3,`3)S(φ∆1+ p
2
[φ∆2 ]O∆3+ 1

2
,`− 1

2
)
(
κ−1

1 (ψ∆1φ∆̃2
O∆3,`3)

)p
b
〈ψ∆1φ∆̃2

O∆3,`3〉b.

(3.42)

Here we first wrote the fermionic structure in terms of the bosonic one, then acted with the
shadow transform on the simple three point function involving two scalars, and then finally
acted with the weight-shifting operators. After acting with the weight-shifting operators we
expressed the answer in the original basis. Therefore, the relevant shadow matrix is

Sab (ψ∆1 [φ∆2 ]O∆3,`3) =
∑

p

κa1,p(ψ∆1φ∆2O∆3,`3)S(φ∆1+ p
2
[φ∆2 ]O∆3+ 1

2
,`− 1

2
)
(
κ−1

1 (ψ∆1φ∆̃2
O∆3,`3)

)p
b
.

(3.43)

We will follow this strategy for other correlators, i.e. use weight shifting operators and
integration by parts to reduce the shadow transform of a fermionic structure to the shadow
transform of a simpler bosonic structure. Then we can always re-express the final answer
in our original, fermionic basis of three-point functions.

To find the shadow transform of ψ∆1 , we now have to pass the shadow transform past
the weight-shifting operators using (3.36) and (3.37):

Sab ([ψ∆1 ]φ∆2O∆3,`3) (3.44)

=
∑

p

κa1,p(ψ∆1φ2O∆3,`3)χ−p,+
∆+ p

2
,0
S
(

[φ∆1+ p
2
]φ∆2O∆3+ 1

2
,`− 1

2

) (
κ−1

1 (ψ∆̃1
φ∆2O∆3,`3)

)−p
b
.

Similarly the shadow transform of the O∆3,`3 is given by

Sab (ψ∆1φ∆2 [O∆3,`3 ]) =
∑

p

κa1,p(ψ∆1φ2O∆3,`3)χ−,+
∆3+ 1

2
,`3− 1

2

(
κ−1

2 (ψ∆1φ∆2O∆̃3,`3
)
)p
b
. (3.45)

Now we turn to correlators containing two fermions. To calculate shadow transforms of
〈ψ∆1ψ∆2O∆3,`3〉 we will utilize the expansion

〈ψ∆1ψ∆2O∆3,`3〉a =
∑

p,q

κa3,pq(ψ∆1ψ∆2O∆3,`3)D−p,+1 D−q,+2 〈φ∆1+ p
2
φ∆2+ q

2
O∆3〉. (3.46)

As a reminder, for 〈ψ1ψ2O3〉a there are four tensor structures and it is possible to invert κ3.
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In this case the simplest example would be to take the shadow transform of O∆3,`3 , since
the differential operators are unaffected by the shadow transform:

Sab (ψ1ψ2[O∆3,`3 ]) =
∑

p,q

κa3,pq(ψ∆1ψ∆2O∆3,`3)S(φ∆1+ p
2
φ∆2+ q

2
[O∆3,`3 ])

(
κ−1

3 (ψ∆1ψ∆2O∆̃3,`3
)
)pq
b
.

(3.47)

Finally, the shadow transform of one of the ψ operators yields

Sab ([ψ1]ψ2O3]) (3.48)

=
∑

p,q

κa3,pq(ψ∆1ψ∆2O∆3,`3)S([φ∆1+ p
2
]φ∆2+ q

2
O∆3,`3)χ−p,+

∆1+ p
2
,0

(
κ−1

3 (ψ∆̃1
ψ∆2O∆3,`3)

)−p,q
b

,

with a similar formula for the shadow transform of ψ2. In the next section we will use these
3d shadow coefficients to compute OPE coefficients in mean field theory.

4 Mean Field Theory OPE Coefficients

In mean field theory we have the factorized correlator

〈O1O2O3O4〉 = 〈O1O2〉〈O3O4〉+ (−1)Σ23〈O1O3〉〈O2O4〉+ 〈O1O4〉〈O2O3〉. (4.1)

The two-point function 〈Oi(xi)Oj(xj)〉 is only non-zero when Oi = Oj, but we will leave
this restriction implicit in this section.

We will now expand the MFT four-point function in s-channel partial waves and extract
the partial wave expansion coefficient. The first term is automatically separated in the
s-channel partial wave expansion, so we can focus on the latter two Wick contractions.

The 〈O1O4〉〈O2O3〉 contraction gives

ρ
(s)
ab (O)

∣∣∣∣
〈14〉〈23〉

= ηO5

(ac)(bd)

(
Ψ̃

(s),cd
O5

, 〈O1O4〉〈O2O3〉
)

= ηO5

(ac)(bd)

∫
ddx1...d

dx5〈Õ1Õ2Õ5〉c〈Õ3Õ4O5〉d〈O1O4〉〈O2O3〉

= ηO5

(ac)(bd)(−1)Σ11+Σ22Sde (Õ2[Õ1]O5)Sef ([Õ2]O1O5)
(
〈Õ1Õ2Õ5〉c, 〈O2O1O5〉f

)
,

(4.2)
where compared with (3.15) we have made the replacements O3,4 ↔ O2,1, respectively.

The other contraction gives a similar result:

ρ
(s)
ab (O)

∣∣∣∣
〈13〉〈24〉

= (−1)Σ23ηO5

(ac)(bd)

(
Ψ̃

(s),cd
O5

, 〈O1O3〉〈O2O4〉
)

= (−1)Σ23+Σ11+Σ22ηO5

(ac)(bd)S
d
e ([Õ1]Õ2O5)Sef (O1[Õ2]O5)

(
〈Õ1Õ2Õ5〉c, 〈O1O2O5〉f

)
.

(4.3)
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The full result in MFT is then

ρ
(s),MFT
ab (O) = δ̂O1O4 δ̂O2O3ρ

(s)
ab (O)

∣∣∣∣
〈14〉〈23〉

+ δ̂O2O4 δ̂O1O3ρ
(s)
ab (O)

∣∣∣∣
〈13〉〈24〉

, (4.4)

where δ̂O1O2 = δ∆1∆2δJ1J2 and should not be confused with the delta function on the principal
series. Next we will apply this explicitly to various correlators containing fermions in order
to calculate their MFT coefficients.

4.1 〈ψφφψ〉

For the correlator 〈ψφφψ〉, the identity operator only appears in the t-channel, hence (4.4)
becomes

ρ
(s)
ab (O) =(−1)ηO(ac)(bd)S

d
e (φ̃[ψ̃]O)Sef ([φ̃]ψO)

(
〈ψ̃φ̃Õ〉c, 〈φψO〉f

)
. (4.5)

By explicit calculation, we find

ρ(s)
ac (O)Scb(φψ[Õ]) =

π5/2(2∆− 3)(2J + 1)4∆φ−2Γ
(
∆− 3

2

)
(−∆ + J + 2)(∆ + J − 1)

Γ(∆− 1)Γ
(
J + 3

2

)
Γ (∆ψ − 1) Γ

(
∆ψ + 1

2

)

× Γ(J + 1) csc (π∆ψ) sin (π∆φ) csc (2π∆φ) csc(π(J −∆))

Γ (2∆φ − 1) Γ(−J + ∆− 1)Γ(J + ∆)

(
c1 0
0 c2

)
, (4.6)

with coefficients

c1 =−
Γ
(

1
4

(
2J + 2∆Oφψ − 1

))
Γ
(

1
4

(
2J + 2∆Oψφ + 1

))
Γ
(

1
4

(
2J + 2∆φψO − 1

))
Γ
(

1
4

(
2J + 2∆ + 2∆φ + 2∆ψ − 5

))
Γ
(

1
4

(
2J − 2∆Oφψ + 5

))
Γ
(

1
4

(
2J − 2∆Oψφ + 7

))
Γ
(

1
4

(
2J − 2∆φψO + 5

))
Γ
(

1
4

(
2J − 2∆− 2∆φ − 2∆ψ + 13

)) ,
(4.7a)

c2 =
Γ
(

1
4

(
2J + 2∆Oφψ + 1

))
Γ
(

1
4

(
2J + 2∆Oψφ − 1

))
Γ
(

1
4

(
2J + 2∆φψO + 1

))
Γ
(

1
4

(
2J + 2∆ + 2∆φ + 2∆ψ − 7

))
Γ
(

1
4

(
2J − 2∆Oφψ + 7

))
Γ
(

1
4

(
2J − 2∆Oψφ + 5

))
Γ
(

1
4

(
2J − 2∆φψO + 7

))
Γ
(

1
4

(
2J − 2∆− 2∆φ − 2∆ψ + 11

)) ,
(4.7b)

where ∆abc ≡ ∆a + ∆b −∆c.

We see that the first component has residues at ∆ = ∆ψ + ∆φ + J − 1
2

+ 2n, which
corresponds to the double twist families [φψα]n,J . In contrast, the last component has
residues at ∆ = ∆ψ + ∆φ + J + 1

2
+ 2n, which corresponds to the double twist families

[φ∂αβψ
β]n,J .

By taking their respective residues, we can find the OPE coefficients. For the leading
(n = 0) tower, they read as

P
(s)
11 ([φψ]0,J) =− Γ (J + ∆ψ) Γ

(
J + ∆φ − 1

2

)
Γ (J + ∆φ + ∆ψ − 1)

Γ
(
J + 1

2

)
Γ
(
∆ψ + 1

2

)
Γ (∆φ) Γ

(
2J + ∆φ + ∆ψ − 3

2

) , (4.8a)

P
(s)
22 ([φ∂ψ]0,J) =− (2J + 1)23−2∆φΓ(J + 1)Γ (∆ψ) Γ (J + ∆ψ) (∆ψ + ∆φ + J − 1)√

π (2∆ψ − 1) Γ(2J + 3)Γ (2∆ψ − 2) Γ (∆φ) Γ
(
J + ∆φ + ∆ψ − 1

2

)

× Γ
(
J + ∆φ + 1

2

)
Γ (2J + 2∆φ + 2∆ψ − 3)

Γ
(
2J + ∆φ + ∆ψ − 1

2

) . (4.8b)

Results for higher-twist towers are given in appendix F.1.
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At large J , the leading behavior is

P
(s)
11 ([φψ]0,J) ∼−

√
π2−∆ψ−∆φ−2J+ 5

2J∆ψ+∆φ−1

Γ
(
∆ψ + 1

2

)
Γ(∆φ)

, (4.9a)

P
(s)
22 ([φ∂ψ]0,J) ∼−

√
π (∆ψ − 1) 2−∆ψ−∆φ−2J+ 3

2J∆ψ+∆φ−2

Γ
(
∆ψ + 1

2

)
Γ (∆φ)

. (4.9b)

As a reminder, in our partial wave convention we have defined P (s)
ab = λψφO,aλφψO,b. We

are working with three-point structures such that λφψO,a = (−1)J−
1
2λψφO,a, so we see that

(λψφO,1)2 ∼− (−1)J−
1
2

√
π2−∆ψ−∆φ−2J+ 5

2J∆ψ+∆φ−1

Γ
(
∆ψ + 1

2

)
Γ(∆φ)

, (4.10a)

(λψφO,2)2 ∼− (−1)J−
1
2

√
π (∆ψ − 1) 2−∆ψ−∆φ−2J+ 3

2J∆ψ+∆φ−2

Γ
(
∆ψ + 1

2

)
Γ (∆φ)

. (4.10b)

In the free theory limit with {∆φ,∆ψ} → {1
2
, 1}, these become

(λψφO,1)2 ∼ −(−1)J−
1
2 41−J

√
J

π
, (λψφO,2)2 ∼ 0. (4.11)

We see that this matches the results of [33] once we take the normalizations into account.
Specifically, they normalize their operators as

〈O∆,`(X1, S1)O∆,`(X2, S2)〉 = cthere
O i2`

〈S1S2〉2`
X2∆+2`

12

, (4.12)

cthere
O =

4∆−1(−1)
1
2
−JΓ

(
J + 3

2

)
(

1
2

)
J+ 1

2

, (4.13)

while we take chere
O = 1. Thus we have

cthere
O (λψφO,1)2 ∼ −4J, (4.14)

which can be compared with Eq. (4.4) of [33].

4.2 〈ψ1ψ2ψ2ψ1〉

Now we turn to correlators containing four fermions. For a correlator of the form 〈ψ1ψ2ψ2ψ1〉,
the identity operator only appears in the 14→ 23 channel, hence (4.4) becomes

ρ
(s)
ab (O) = ηO(ac)(bd)S

d
e (ψ̃2[ψ̃1]O)Sef ([ψ̃2]ψ1O)

(
〈ψ̃1ψ̃2Õ〉c, 〈ψ2ψ1O〉f

)
. (4.15)

When we calculate ρ, which we will not reproduce here, we see that it is block-diagonal,
with the upper 2× 2 block having poles at ∆ = ∆ψ1 + ∆ψ2 +J − 1 + 2n, and with the lower
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2× 2 block having poles at ∆ = ∆ψ1 + ∆ψ2 + J + 2n. These correspond to the double-twist
families [ψ1αψ2β]n,J and [ψ1αψ

α
2 ]n,J respectively. We then can read off the explicit results for

OPE coefficients.

For the leading tower (n = 0) we obtain:

P
(s)
[ψ1αψ2β ]0,J

= −Γ
(
J + ∆1 − 1

2

)
Γ
(
J + ∆2 − 1

2

)
Γ (J + ∆1 + ∆2 − 1)

Γ
(
∆1 + 1

2

)
Γ
(
∆2 + 1

2

)
Γ(J)Γ (2J + ∆1 + ∆2 − 2)

(
0 0
0 1

)
,

P
(s)
[ψ1αψα2 ]0,J

= −(∆1 + ∆2 + 2J − 1) Γ
(
J + ∆1 − 1

2

)
Γ
(
J + ∆2 − 1

2

)
Γ (J + ∆1 + ∆2 − 2)

4Γ
(
∆1 + 1

2

)
Γ
(
∆2 + 1

2

)
Γ(J + 2)Γ (2J + ∆1 + ∆2)

×
(

(∆1 + ∆2 − 2)
(
∆1 + J − 1

2

) (
∆2 + J − 1

2

)
+ c1 (∆1 −∆2) J(J + 1)

(
∆1 + ∆2 + J − 3

2

)

− (∆1 −∆2) J(J + 1)
(
∆1 + ∆2 + J − 3

2

)
(∆1 + ∆2 − 2)

(
∆1 + J − 1

2

) (
∆2 + J − 1

2

)
− c1

)
,

(4.16)
with

c1 =
1

4
(2∆1 − 1) (∆1 + ∆2 − 2) (2∆2 − 1)

+ (∆1 + ∆2 − 2) J3 +

(
∆2

1 +

(
4∆2 −

9

2

)
∆1 + ∆2

2 −
9∆2

2
+ 3

)
J2

+ (∆1 + ∆2 − 1) (∆1 (2∆2 − 1)−∆2) J. (4.17)

Results for higher-twist towers are given in appendix F.1.

4.3 〈ψψψψ〉

For identical fermions 〈ψψψψ〉, both the t- and u-channels contribute, hence we have

ρ
(s)
ab (O) = ηO(ac)(bd)S

d
e (ψ̃[ψ̃]O)Sef ([ψ̃]ψO)

(
〈ψ̃ψ̃Õ〉c, 〈ψψO〉f

)

− ηO(ac)(bd)S
d
e ([ψ̃]ψ̃O)Sef (ψ[ψ̃]O)

(
〈ψ̃ψ̃Õ〉c, 〈ψψO〉f

)
.

For the leading (n = 0) tower, the explicit expressions for the OPE coefficients are as
follows:

P
(s)
[ψαψβ ]n,J

=− 2(−1)J (∆ψ + J − 1) Γ
(
J + ∆ψ − 1

2

)
2Γ (J + 2∆ψ − 1)

Γ(J)Γ
(
∆ψ + 1

2

)
2Γ (2J + 2∆ψ − 1)

(
0 0
0 1 + (−1)J

)
,

P
(s)
[ψαψα]n,J

=− (−1)J2−2JJΓ (∆ψ) Γ
(
J + ∆ψ + 1

2

)
Γ (J + 2∆ψ)

(1− 2∆ψ) 2Γ(J + 1)Γ
(
∆ψ − 1

2

)
Γ (2∆ψ − 2) Γ (J + ∆ψ)




1+(−1)J

J(J+2∆ψ−2)
0

0 1−(−1)J

(J+1)(J+2∆ψ−1)


 .

(4.18)
After an appropriate change of basis, these results match perfectly to those calculated using
the lightcone bootstrap at large J [16].
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5 Analytic Bootstrap for Fermions

Now we will return to the problem of inverting a single partial wave (or block) with external
spinning operators. This will allow us to compute corrections to the anomalous dimensions
of double twist operators. As a reminder, the general form of the 6j symbol is given by
{
O1 O2 O6

O3 O4 O5

}abcd
=
(

Ψ̃
(s),ab
O5

,Ψ
(t),cd
O6

)

=

∫
ddx1...d

dx6〈Õ1Õ2Õ5〉〈Õ3Õ4O5〉〈O3O2O6〉〈O1O4Õ6〉. (5.1)

Our strategy will in a way be the reverse of the scalar case [12]. Instead of using the
Lorentzian inversion formula, we will follow the strategy outlined in [30] and use weight-
shifting operators to calculate the 6j symbol for external fermions in terms of the 6j symbol
for external scalars. We then use the expression (2.22), which splits the scalar 6j symbol
into two pieces from inverting the physical block and its shadow to find the corresponding
split for the fermionic 6j symbol.

To start, we use the results of [30] to write the t-channel spinning partial wave as a
differential operator acting on the partial wave for external scalars:

Ψ
(t),ab
O (xi) = Dab

t Ψ
(t),scalar
O′ (xi), (5.2)

where Ψ
(t),scalar
O′ (xi) is a partial wave for four external scalars, 〈φ3φ2φ1φ4〉. We are being very

schematic here and it should be understood that Dab
t is a sum of multiple weight-shifting

operators. For each term in the sum we may have to choose a different shifted operator
O′, with scaling dimension and spin shifted from O, as well as different external scaling
dimensions ∆i of the scalar partial wave.

Given this expression we can simplify the spinning 6j symbol by taking the adjoint of
this operator:

(
Ψ̃

(s),ab
O5

,Ψ
(t),ab
O6

)
=
(
Dab
s Ψ̃

(s),scalar
O′5

,Dab
t Ψ

(t),scalar
O′6

)

=
(

Ψ̃
(s),scalar
O′5

,D∗,abs Dab
t Ψ

(t),scalar
O′6

)
. (5.3)

The two weight-shifting operators acting on the t-channel conformal partial wave then give
a linear combination of undifferentiated t-channel conformal partial waves, at the price of
more shifts for the internal and external labels. In the end we are left with an equality of
the form
{
O1 O2 O6

O3 O4 O5

}abcd
=
∑

φi,O′5,6

J abcd

(
O1 O2 O3 O4 O5 O6

φ1 φ2 φ3 φ4 O′5 O′6

){
φ1 φ2 O′6
φ3 φ4 O′5

}
, (5.4)

where the sum runs over some set of scaling dimensions for the fictitious external scalars
φi, whose dimensions are related to Oi by some (half-)integer shift, and over both scaling
dimensions and spins for O′5,6, which are again related to the O5,6 by (half-)integer shifts in
both labels. We now turn to how to compute these coefficients.
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5.1 Spinning Down the 6j Symbol

The general strategy to compute the decomposition factors Jabcd in (5.4) can be systematized
by the following procedure:

• Write a three-point structure in terms of weight-shifting operators acting on three-
point structures of lower spins.

• Use integration by parts and crossing symmetry of covariant three-point structures to
move the weight-shifting operators such that they act on the same operator.

• By using irreducibility of the representations, the weight-shifting operators become
multiples of the identity.

• Repeat until all three-point structures are of the form 〈φφO〉, i.e. we are left with
three-point functions involving two scalars.

Below, we will unpack this procedure further by detailing each step in the explicit decom-
position of the 6j symbol of two external scalars and two external fermions.

In our conventions, the 6j-symbol for the correlator 〈φφψψ〉 reads as
{
φ1 φ2 O6

ψ3 ψ4 O5

}·s2t1t2
=

∫
ddx1...d

dx6〈φ̃1φ̃2Õ5〉 · 〈ψ̃3ψ̃4O5〉s2 · 〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2 ,
(5.5)

where the first three-point structure is already in the appropriate form for a 6j symbol of
four external scalars, so all we need to do is to massage the remaining structures. As the
first step, we use (3.46) to rewrite 〈ψ̃3ψ̃4O5〉s2 :12

∫
ddx3d

dx4d
dx6〈ψ̃3ψ̃4O5〉s2 · 〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2

=

∫
ddx3d

dx4d
dx6

∑

a,b

κs23,ab(ψ̃3ψ̃4O5)D−a,+1 D−b,+2 〈φ̃a3φ̃b4O5〉〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2 . (5.6)

After that, we integrate by parts to obtain
∫
ddx3d

dx4d
dx6〈ψ̃3ψ̃4O5〉s2 · 〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2

=

∫
ddx3d

dx4d
dx6

∑

a,b

κs23,ab(ψ̃3ψ̃4O5)〈φ̃a3φ̃b4O5〉·
[(
D−a,+1

)∗
A
〈ψ3φ2O6〉t1

]
·
[(
D−b,+2

)A∗
〈φ1ψ4Õ6〉t2

]
,

(5.7)

12In this section, we use the following shorthand notation for brevity: φai ≡ φ∆i+a, φ̃ai ≡ φ3−∆i+a,
Oa,bi ≡ O∆i+a,`i+b, and Õa,bi ≡ O3−∆i+a,`i+b.
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where we are showing the spinor indices of weight-shifting operators explicitly. With (3.30),
the equation further reduces to

∫
ddx3d

dx4d
dx6〈ψ̃3ψ̃4O5〉s2 · 〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2

=

∫
ddx3d

dx4d
dx6

∑

a,b

κs23,ab(ψ̃3ψ̃4O5)ζ−a,+0 ζ−b,+0 〈φ̃a3φ̃b4O5〉

·
[(
D−a,−1

)
A
〈ψ3φ2O6〉t1

]
·
[
E
t2t′2
φψO→Oφψ

(
D−b,−3

)A
〈Õ6φ1ψ4〉t

′
2

]
, (5.8)

where we defined the exchange matrix E

〈O2O1O〉a = Eab
21O→12O〈O1O2O〉b (5.9)

to reorder the last tensor structure so that the weight-shifting operator acts on the third
operator.13 We can then use the crossing for conformally covariant three-point structures
as derived in [30], which reads as

(
D−a,−b3

)A
〈O1O2Oa,b3 〉m =

∑

c,d,n

{
O1 O2 Oc,d1

O3 S Oa,b3

}mn (
D−c,−d1

)A
〈Oc,d1 O2O3〉n (5.10)

for the fermionic representation of weight-shifting operators in 3d. Thus we obtain
∫
ddx3d

dx4d
dx6〈ψ̃3ψ̃4O5〉s2 · 〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2

=

∫
ddx3d

dx4d
dx6

∑

a,b

κs23,ab(ψ̃3ψ̃4O5)ζ−a,+0 ζ−b,+0 〈φ̃a3φ̃b4O5〉

·
[(
D−a,−1

)
A
〈ψ3φ2O6〉t1

]
·
[
E
t2t′2
φψO→Oφψ

∑

c,d

{
Õ6 φ1 Õc,d6

φ−b4 S ψ4

}t′2· (
D−c,−d1

)A
〈Õ6φ1φ

−b
4 〉
]
.

(5.11)

We can integrate by parts and use the crossing again to get both weight-shifting operators
to act on the same operator:
∫
ddx3d

dx4d
dx6〈ψ̃3ψ̃4O5〉s2 · 〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2

=

∫
ddx3d

dx4d
dx6

∑

a,b,c,d

κs23,ab(ψ̃3ψ̃4O5)ζ−a,+0 ζ−b,+0 ζ−c,−d`t+d

{
Õ6 φ1 Õc,d6

φ−b4 S ψ4

}t′2·
× Et2t′2

φψO→Oφψ

〈φ̃a3φ̃b4O5〉 ·
[∑

e,f,n

{
ψ3 φ2 Oe,f3

O−c,d6 S O6

}t1n (
D−a,−1

)
A

(
D−e,−f1

)A
〈Oe,f3 φ2O−c,d6 〉n

]
· 〈Õ6φ1φ

−b
4 〉.

(5.12)

13We do this because we will use the convention of [30] for finite-dimensional representations, where the
weight-shifting operator acts on the first (third) operator in the s (t) channel.
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By the irreducibility of the representations, we have
(
D−a,−b

)
A

(
Dc,d

)AO∆,` = δacδbdβ∆,`
ab O∆,`

with which we finally obtain14

∫
ddx3d

dx4d
dx6〈ψ̃3ψ̃4O5〉s2 · 〈ψ3φ2O6〉t1 · 〈φ1ψ4Õ6〉t2

= ddx3d
dx4d

dx6

∑

a,b,c,d

β∆3−a,0
a,+ κs23,ab(ψ̃3ψ̃4O5)ζ−a,+0 ζ−b,+0 ζ−c,−d`t+d

E
t2t′2
φψO→Oφψ

×
{
Õ6 φ1 Õc,d6

φ−b4 S ψ4

}t′2·{ ψ3 φ2 φ−a3

O−c,d6 S O6

}t1·
〈φ̃a3φ̃b4O5〉 · 〈φ−a3 φ2O−c,d6 〉n · 〈φ1φ

−b
4 Õc,d6 〉.

(5.14)

Inserting this into (5.5), we get
{
φ1 φ2 O6

ψ3 ψ4 O5

}·s2t1t2
=
∑

a,b,c,d

J ·s2t1t2
(

φ1 φ2 ψ3 ψ4 O5 O6

φ1 φ2 φ−a3 φ−b4 O5 O−c,d6

){
φ1 φ2 O−c,d6

φ−a3 φ−b4 O5

}
,

(5.15)
where

J ·s2t1t2
(

φ1 φ2 ψ3 ψ4 O5 O6

φ1 φ2 φ−a3 φ−b4 O5 O−c,d6

)
= β∆3−a,0

a,+ κs23,ab(ψ̃3ψ̃4O5)ζ−a,+0 ζ−b,+0 ζ−c,−d`t+d

× Et2t′2
φψO→Oφψ

{
Õ6 φ1 Õc,d6

φ−b4 S ψ4

}t′2·{ ψ3 φ2 φ−a3

O−c,d6 S O6

}t1·
. (5.16)

Note that if `5 = 0, there are only 2 independent structures for 〈ψ3ψ4φ5〉s2 , hence we need
to take a 2 × 2 invertible submatrix of κ3. We can do this by restricting to the structures
〈ψ3ψ4φ5〉1,3 in (A.12), and fixing b = 1

2
in (5.15) instead of summing over b = ±1

2
.

Despite the complicated and lengthy expressions, the procedure is actually quite straight-
forward and most easily tractable in the diagrammatic notation, see figure 2 for a summary
of the decomposition above. However, one should only use the diagrammatic expressions as
a guide, as there are ambiguities in their meaning, most notably sign ambiguities as they
do not carry the information of the order of operators in the equations.

For spinning correlators beyond 〈φφψψ〉 we can repeat the procedure above and recur-
sively spin-down the 6j symbol. For this, we first define a generalized form of (5.4):
{
O1 O2 O6

O3 O4 O5

}abcd
=
∑

φi,O′5,6

J abcd
efgh

(
O1 O2 O3 O4 O5 O6

O′1 O′2 O′3 O′4 O′5 O′6

){
O′1 O′2 O′6
O′3 O′4 O′5

}efgh
,

(5.17)
14One can derive β by acting on the two point function with weight shifting operators in embedding space.

In our conventions, we have

β∆,`
a,b ≡ b(a+ 2∆− 3)(b+ 2`+ 1)(2ab∆ + a(2b+ 1)(a+ b− 2) + 2`) for a, b = ±1· (5.13)
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t
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O′
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O′′
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φ4

W ⇒
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Os O′
t

φ4
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Figure 2: Step by step diagrammatic illustration for the decomposition of the fermionic 6j
symbol relevant for 〈φψψφ〉 into the scalar 6j symbol. The idea is as follows: one re-expresses
a fermionic three-point structure, 〈ψψO〉, in terms of weight-shifting operators acting on a
scalar three-point structure, 〈φφO〉. The weight-shifting operators are then moved inside the
diagrammatic loop until they act on the same leg. By irreducibility of the representations, i.e.(
Da,b

)
A

(
D−c,−d

)A ∼ δacδbd, the diagram reduces to that of a scalar 6j symbol. To be able to
move around the weight-shifting operators, one either integrates by parts or uses the crossing
relation for covariant three-point structures as explained in the main text. The diagrams above
correspond to the equations (5.5), (5.6), (5.8), (5.11), (5.12), and (5.14) respectively.
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where we obtain the ultimate result Jabcd of (5.4) by summing over these intermediate
factors Jabcdefgh.

For four external fermions, we only need to repeat this process twice, where in the first
step we reduce from four external fermions to two external fermions and two external scalars,
and then in the second step we reduce from two external fermions and two external scalars
to four external scalars. The second step is already what we derived above, so the only new
ingredient is the first step:

{
ψ1 ψ2 O6

ψ3 ψ4 O5

}s1s2t1t2
=

∑

a,b,c,d,t′1,t
′
2

J s1s2t1t2·s2t′1t′2
(

ψ1 ψ2 ψ3 ψ4 O5 O6

φ−a1 φ−b2 ψ3 ψ4 O5 O−c,d6

)

×
{
φ−a1 φ−b2 O−c,d6

ψ3 ψ4 O5

}·s2t′1t′2
. (5.18)

Combining this with (5.15), we obtain the final result

{
ψ1 ψ2 O6

ψ3 ψ4 O5

}s1s2t1t2
=
∑

a,...,h

J s1s2t1t2

(
ψ1 ψ2 ψ3 ψ4 O5 O6

φ−a1 φ−b2 φ−e3 φ−f4 O5 O−c−g,d+h
6

)

×
{
φ−a1 φ−b2 O−c−g,d+h

6

φ−e3 φ−f4 O5

}
, (5.19)

where

J s1s2t1t2

(
ψ1 ψ2 ψ3 ψ4 O5 O6

φ−a1 φ−b2 φ−e3 φ−f4 O5 O−c−g,d+h
6

)
=

∑

t′1,t
′
2

J s1s2t1t2·s2t′1t′2
(

ψ1 ψ2 ψ3 ψ4 O5 O6

φ−a1 φ−b2 ψ3 ψ4 O5 O−c,d6

)
J ·s2t′1t′2

(
φ−a1 φ−b2 ψ3 ψ4 O5 O−c,d6

φ−a1 φ−b2 φ−e3 φ−f4 O5 O−c−g,d+h
6

)
.

(5.20)

We can derive Js1s2t1t2·s2t′1t′2 in a similar manner to how we derived J·s2t1t2 . For brevity we
skip the intermediate steps, illustrated diagrammatically in figure 3, and only present the
final result here:

J s1s2t1t2·s2t′1t′2
(

ψ1 ψ2 ψ3 ψ4 O5 O6

φ−a1 φ−b2 ψ3 ψ4 O5 O−c,d6

)
=

∑

u1,u2,u′1,u
′
2

κs13,ab(ψ̃1ψ̃2Õ5)ζ−b,+0 ζ−a,+0 ζ−c,−d`t+d
β∆2−b,0
b,+

×Et1u1
ψ1ψ2O→ψ2ψ1O

{
ψ2 ψ3 φ−b2

O−c,d6 S O6

}u1u′1

E
u′1t
′
1

φψO→ψφOE
t2u2
ψ1ψ2O→Oψ2ψ1

{
Õ6 ψ4 Õc,d6

φ−a1 S ψ1

}u2u′2

E
u′2t
′
2

Oψφ→φψO.

(5.21)
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Figure 3: Step by step diagrammatic illustration for the decomposition of 6j symbol of four
external fermions, 〈ψψψψ〉, in terms of 6j symbols of two external fermions and two external
scalars.
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5.2 OPE Function and its Decomposition

In section 3.1 we discussed how 6j symbols are related to OPE coefficients. We reproduce
(3.25) for convenience:

λ125,aλ345,b

∣∣∣∣
G

(t),fg
O6

= −Res∆=∆5 ρ
(s)
ac (O)Scb(O3O4[Õ])

∣∣∣∣
G

(t),fg
O6

= (−1)1+Σ55+Σ12+Σ13+Σ23λ326,fλ146,g

× Res∆=∆5 η
∆,J
(ad)(ce)

(
O1 O2 O6

O3 O4 O∆,J

)defg
Scb(O3O4[Õ])

∣∣∣∣
J=J5

. (5.22)

We aim to relate the inversion of a single block for external fermions to the inversion of
a single block for a scalar four-point function. For that, by comparing (2.22), (3.23), and
(5.4) we write down

(
O1 O2 O6

O3 O4 O5

)abcd
= (−1)Σ66

(
S−1(O1O4[Õ6])

)d
e

×
∑

φi,O′5,6

J abce

(
O1 O2 O3 O4 O5 O6

φ1 φ2 φ3 φ4 O′5 O′6

)
Kφ1φ4

Õ′6

(
φ1 φ2 O′6
φ3 φ4 O′5

)
. (5.23)

We then find the following expression for the OPE function:

ρ(s)
ac (O)Scb(O3O4[Õ])

∣∣∣∣
G

(t),fg
O6

= λ326,fλ146,g

∑

φi,O′,O′6

Kfgab
(
O1 O2 O3 O4 O O6

φ1 φ2 φ3 φ4 O′ O′6

)

S(φ3φ4[Õ′])
η

(s)
O′

(
φ1 φ2 O′6
φ3 φ4 O′

)
, (5.24)

where η(s)
O5

is the normalization of the scalar partial wave for 〈φ1φ2φ3φ4〉 and we have defined

Kfgab
(
O1 O2 O3 O4 O O6

φ1 φ2 φ3 φ4 O′ O′6

)
≡ (−1)Σ55+Σ66+Σ12+Σ13+Σ23Kφ1φ4

Õ′6

Scb(O3O4[Õ])

S(φ3φ4[Õ′])

×
(
S−1(O1O4[Õ6])

)g
h
η

(s)
O′ η

(s)O
(ad)(ce)J defh

(
O1 O2 O3 O4 O O6

φ1 φ2 φ3 φ4 O′ O′6

)
. (5.25)

We expect the physical poles for inverting a fermionic block to come from the physical
poles from inverting a scalar block. We then have for example

λ125,aλ345,b

∣∣∣∣
G

(t),fg
O6

= −λ326,fλ146,g

∑

φi,O′,O′6

Kfgab
(
O1 O2 O3 O4 O5 O6

φ1 φ2 φ3 φ4 O′5 O′6

)

× Res∆=∆5

S(φ3φ4[Õ′∆,J ])

η
(s)

O′∆,J

(
φ1 φ2 O′6
φ3 φ4 O′∆,J

) ∣∣∣∣
J=J5

. (5.26)
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Here we have assumed the inversion of a single block just has single poles. In general
when studying a correlator 〈O1O2O3O4〉 with ∆1 + ∆2 = ∆3 + ∆4 we find both single and
double poles. The double poles give the OPE coefficients times the anomalous dimensions
while the single poles gives the OPE coefficients themselves [9].

Equation (5.24) is the main result of the paper: by using weight-shifting operators
successively, we can express CFT data of spinning operators in terms of 6j symbols of ex-
ternal scalars and the decomposition coefficients K. The former can be calculated efficiently
using the Lorentzian inversion formula whereas the latter is given in terms of partial wave
normalization factors, shadow matrices, and 6j symbol decomposition coefficients J , each
of which we have computed explicitly.

We presented the most general form in (5.24), however one can in fact choose either
O5 or O6 to stay the same by moving the weight-shifting operators through the other leg
only. Indeed, we kept O5 the same in the calculation of the J coefficients both for 〈φφψψ〉
and for 〈ψψψψ〉, as we can observe in (5.15) and (5.19). One can similarly compute J
while keeping O6 constant, though a separate calculation is not necessary: there are several
identities between various J coefficients, which follow from the symmetries of the 6j symbols
that we have summarized in appendix E. In particular, via (E.5), we have

J abcd
efgh

(
O1 O2 O3 O4 O5 O6

Oδ1,ε11 Oδ2,ε22 Oδ3,ε33 Oδ4,ε44 Oδ5,ε55 Oδ6,ε66

)
= (−1)Σ55+Σ5′5′+Σ66+Σ6′6′

× J dcba
hgfe

(
Õ1 Õ4 Õ3 Õ2 O6 O5

Õ−δ1,ε11 Õ−δ4,ε44 Õ−δ3,ε33 Õ−δ2,ε22 Oδ6,ε66 Oδ5,ε55

)
. (5.27)

Let us now turn to the explicit results for the Kfgab coefficients. Despite the complicated
intermediate steps, the final form they take is quite simple as they are relatively short
meromorphic functions in scaling dimensions and spins. For example, the only nonzero K
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coefficients for 〈ψφφψ〉 arising from the exchange of a scalar φ6 in the t-channel are

K·111

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
1
2
1 φ2 φ2 φ

1
2
1 O

1
2 ,− 1

2
5 φ6

)
= i, (5.28a)

K·111

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
1
2
1 φ2 φ2 φ

1
2
1 O−

1
2 ,

1
2

5 φ6

)
=

i
(
∆5 − 3

2

) (
`5 + 1

2

) (
`5 −∆1

25 + 5
2

)2

4 (∆5 − 2) (`5 + 1) (`5 −∆5 + 2) (`5 −∆5 + 3)
,

(5.28b)

K·122

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
1
2
1 φ2 φ2 φ

1
2
1 O

1
2 ,

1
2

5 φ6

)
= − i

(
`5 + 1

2

)

`5 + 1
, (5.28c)

K·122

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
1
2
1 φ2 φ2 φ

1
2
1 O−

1
2 ,− 1

2
5 φ6

)
= − i

(
∆5 − 3

2

) (
∆1

25 + `5 − 3
2

)2

4 (∆5 − 2) (∆5 + `5 − 2) (∆5 + `5 − 1)
, (5.28d)

K·312

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
− 1

2
1 φ2 φ2 φ

1
2
1 O

1
2 ,

1
2

5 φ6

)
=
i
(
`5 + 1

2

) (
`5 −∆5

12 + 5
2

)

(∆6 − 1) (`5 + 1)
, (5.28e)

K·312

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
− 1

2
1 φ2 φ2 φ

1
2
1 O−

1
2 ,− 1

2
5 φ6

)
=
i
(
∆5 − 3

2

) (
∆2

15 + `5 − 3
2

) (
∆1

25 + `5 − 3
2

) (
∆125 + `5 − 9

2

)

4 (∆5 − 2) (∆6 − 1) (∆5 + `5 − 2) (∆5 + `5 − 1)
,

(5.28f)

K·321

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
− 1

2
1 φ2 φ2 φ

1
2
1 O

1
2 ,

1
2

5 φ6

)
=
i
(
∆5

12 + `5 − 3
2

)

∆6 − 1
, (5.28g)

K·321

(
ψ1 φ2 φ2 ψ1 O5 φ6

φ
− 1

2
1 φ2 φ2 φ

1
2
1 O−

1
2 ,

1
2

5 φ6

)
=

i
(
∆5 − 3

2

) (
`5 + 1

2

) (
`5 −∆2

15 + 5
2

)

4 (∆5 − 2) (∆6 − 1) (`5 + 1) (`5 −∆5 + 2)

×
(
`5 −∆1

25 + 5
2

) (
`5 −∆125 + 11

2

)

(−∆5 + `5 + 3)
, (5.28h)

where we defined ∆ijk ≡ ∆i + ∆j + ∆k and ∆k
ij ≡ ∆i + ∆j −∆k.

We would like to emphasize two points. Firstly, as there is not a unique way to write
(5.26), the statement that the K in (5.28) are the only nonzero coefficients for 〈ψφφψ〉
with an exchange of a scalar φ6 in the t-channel should be understood for a particularly
chosen decomposition in (5.26). One can of course change the decomposition, which would
then require a new set of K coefficients. For example, we used a set of K coefficients with
O6 held constant in (5.28); another set with O5 held constant instead can be immediately
obtained via (5.27).15 Secondly, we note that the absence of K·112 , K·121 , K·311 , and K·322 is
not coincidental: they are forbidden by the parity symmetry as we work in a parity-definite
basis.16

We list the K coefficients for all the remaining cases for 〈ψφφψ〉 explicitly in appendix G,
and the coefficients for 〈ψ1ψ2ψ2ψ1〉 and 〈ψψψψ〉 are given in an attached Mathematica file.

15It should be noted that not all different decompositions are related to each other via symmetries. For
example, O′4 = φ

1
2
1 whereas O′1 = φ

± 1
2

1 in (5.28): this follows from fixing b = 1
2 in (5.16) as we noted after

the equation. If we were to fix b = − 1
2 instead, we would then have a set of K coefficients with O′4 = φ

− 1
2

1

and O′1 = φ
± 1

2
1 , and these new coefficients are not related to (5.28) in any manifestly symmetric way.

16We would like to caution the reader that this statement follows from the symmetries of three-point
structures 〈O1O2O3〉a under the transformation X → −X in embedding space, hence it is true whether the
relevant physical theory has parity symmetry or not, i.e. 〈O1O2O3〉a are merely formal entities and should
not be thought of as physical three-point structures.
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5.3 Applications and Examples

In this section, we will use the techniques we developed in previous section to calculate the
anomalous dimensions of the double-twist operators exchanged in the 〈ψφφψ〉 and 〈ψψψψ〉
correlators. For this, we will primarily focus on using the coefficient of the double poles in
(5.24) to obtain δhP , and we will divide it by PMFT to obtain δh = γ/2.17 We also give an
example of calculating OPE coefficient corrections in appendix F.2.

As we reviewed in section 2, 6j symbols develop double poles when certain relations
are satisfied; in the case of (5.24), we have double poles in ∆′ at ∆′ = ∆1 + ∆2 + J ′ if
∆1 + ∆2 = ∆3 + ∆4. Here these correspond to double-twist operators [φ1φ2]. We will stick
to decomposition coefficients K with O′6 = O6, so taking the coefficient of double poles of
(5.24) roughly translates into relating δhP[O1O2]

∣∣
O6

to δhP[φ1φ2]

∣∣
O6
, where here φi are some

fictitious scalar operators. For later convenience, we define

dpJ,n1 (φ1, φ2,O6) ≡ lim
∆→∆1+∆2+J+2n

(∆−∆1 −∆2 − J − 2n)2 S(φ3φ4[Õ5])

η
(s)
O5

(
φ1 φ2 O6

φ2 φ1 O∆,J

)
,

(5.29a)

dpJ,n2 (φ1, φ2,O6) ≡ lim
∆→∆1+∆2+J+2n

(∆−∆1 −∆2 − J − 2n)2 S(φ3φ4[Õ5])

η
(s)
O5

(
φ1 φ2 O6

φ1 φ2 O∆,J

)
,

(5.29b)

which describe the corrections δhP with external scalars after the OPE coefficients are
stripped off:

δhP[φ1φ2]

∣∣∣∣
O6∈φ1×φ1

=λφ1φ1O6λφ2φ2O6dp
J,n
1 (φ1, φ2,O6),

δhP[φ1φ2]

∣∣∣∣
O6∈φ1×φ2

=λ2
φ1φ2O6

dpJ,n2 (φ1, φ2,O6)·
(5.30)

As a reminder, in these formulas η is the normalization for the scalar partial wave.

The particular decomposition we will be using in (5.24) will be the one with O6 kept
constant, hence by taking the coefficients of double poles on both sides, we obtain

(δhP )ab([O1O2]n,J)

∣∣∣∣
G

(t),fg
O6

=

− λ326,fλ146,g

∑

φi,J ′,n′

Kfgab
(
O1 O2 O3 O4 [O1O2]n,J O6

φ1 φ2 φ2 φ1 [φ1φ2]n′,J′ O6

)
dpJ

′,n′

1 (φ1, φ2,O6)

− λ326,fλ146,g

∑

φi,J ′,n′

Kfgab
(
O1 O2 O3 O4 [O1O2]n,J O6

φ1 φ2 φ1 φ2 [φ1φ2]n′,J′ O6

)
dpJ

′,n′

2 (φ1, φ2,O6). (5.31)

17One can further improve these results by considering the residues of (5.24) to obtain δP as in (5.26)
or the example in F.2, with which one schematically has δh = δhP

PMFT+δP
up to possible mixing between

different twist towers. We have provided all the K coefficients needed for these computations.
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For example, for the leading parity-even tower in the s-channel of 〈ψφφψ〉, we find

(δhP )11([φψ]+0,J)

∣∣∣∣
G

(t)
O6

= −iλφφO6λ
1
ψψO6

dp
J− 1

2
,0

1 (ψ
1
2 , φ,O6)

− iλφφO6λ
2
ψψO6

(1− δ0,`6)

((
J + 1

2

)
(J + 1)

(∆6 − 1) `6

dp
J+ 1

2
,0

1 (ψ−
1
2 , φ,O6)

+
2 (∆ψ + J − 1) 2 (∆ψ + ∆φ + J − 2) (2∆ψ + 2∆φ + 2J − 5)

(∆6 − 1) `6 (2∆ψ + 2∆φ + 4J − 5) (2∆ψ + 2∆φ + 4J − 3)
dp

J− 1
2
,0

1 (ψ−
1
2 , φ,O6)

+
(−2∆ψ −∆6 + `6 + 4) (2∆ψ −∆6 + `6 − 1)

4 (∆6 − 1) `6

dp
J− 1

2
,0

1 (ψ
1
2 , φ,O6)

)
. (5.32)

For the parity-odd tower, we instead have

(δhP )22

(
[φψ]−0,J

) ∣∣∣∣
G

(t)
O6

= iλφφO6λ
1
ψψO6

(
J + 1

2

J + 1
dp
J+ 1

2
,0

1 (ψ
1
2 , φ,O6)

+
2 (2∆φ + 2J − 1)2 (∆ψ + ∆φ + J − 1)

(2∆ψ + 2∆φ + 2J − 3) (2∆ψ + 2∆φ + 4J − 3) (2∆ψ + 2∆φ + 4J − 1)
dp
J− 1

2
,0

1 (ψ
1
2 , φ,O6)

)

+ iλφφO6λ
2
ψψO6

(1− δ0,`6)

(
1

(∆6 − 1) `6
dp
J− 1

2
,1

1 (ψ−
1
2 , φ,O6)

+
(2J + 1) (−2∆ψ −∆6 + `6 + 4) (2∆ψ −∆6 + `6 − 1)

8 (∆6 − 1) (J + 1)`6
dp
J+ 1

2
,0

1 (ψ
1
2 , φ,O6)

+

(
J + 1

2

)
(∆ψ − 1) 2

(
∆ψ + ∆φ − 5

2

)
(∆ψ + ∆φ + J − 1)

(∆6 − 1) (J + 1)`6
(
∆ψ + ∆φ − 3

2

) (
∆ψ + ∆φ + J − 3

2

)dpJ−
1
2
,0

1 (ψ
1
2 , φ,O6)

+
(2∆φ + 2J − 1) 2 (−2∆ψ −∆6 + `6 + 4) (2∆ψ −∆6 + `6 − 1) (∆ψ + ∆φ + J − 1)

2 (∆6 − 1) `6 (2∆ψ + 2∆φ + 2J − 3) (2∆ψ + 2∆φ + 4J − 3) (2∆ψ + 2∆φ + 4J − 1)
dp
J− 1

2
,0

1 (ψ
1
2 , φ,O6)

)
.

(5.33)

We would like to point out the appearance of dpJ−
1
2
,1

1 (ψ−
1
2 , φ,O6) which indicates that we

may need to extract the data of non-leading twist scalar towers from the scalar 6j symbol
in order to obtain the leading twist spinning towers. This happens for the cases where the
scaling dimensions of O1,2 and `5 are shifted downwards while the scaling dimension of O5

is shifted upwards. We also note that the absence of λ3,4
ψψO6

follows from our parity-definite
choice of three-point structures.18

Using the K coefficients given explicitly in the attached Mathematica notebook, one can
similarly obtain all cases for four fermions as well. For brevity, we reproduce here a few

18The OPE coefficients λ3,4
ψψO6

can only appear through the product of 3−point structures
〈φφO6〉〈ψψO6〉3,4, which are parity-odd under X → −X in embedding space (see footnote 16 as well).
In the s-channel this can only match to the non-diagonal pieces 〈ψφO5〉1,2〈ψφO5〉2,1 for which no double
pole appears: (δhP )12 ([φψ]0,J) = (δhP )21 ([φψ]0,J) = 0.
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cases for `6 = 0:

(δhP )22

(
[ψψ]+0,J

) ∣∣∣∣
G

(t)
φ6

= λ1
ψψO6

λ1
ψψO6

dpJ−1,0
1 (ψ

1
2 , ψ

1
2 , φ6)

+ λ3
ψψO6

λ3
ψψφ6

(
2J

(∆6 − 1)2dp
J,0
2 (ψ−

1
2 , ψ

1
2 , φ6)

+

(
∆ψ + J−2

2

) (
∆ψ + J − 3

2

)

(∆6 − 1) 2 (∆ψ + J − 1)
dpJ−1,0

2 (ψ−
1
2 , ψ

1
2 , φ6)

)
, (5.34)

and
(δhP )11

(
[ψψ]+0,J

)
= (δhP )12

(
[ψψ]+0,J

)
= (δhP )21

(
[ψψ]+0,J

)
= 0. (5.35)

Unlike the parity-even case, parity-odd families have non-zero off-diagonal components:

(δhP )34

(
[ψψ]+0,J

) ∣∣∣∣
G

(t)
φ6

=
λ3
ψψφ6

λ3
ψψφ6

(∆6 − 1)2

(
− dpJ−1,1

2 (ψ−
1
2 , ψ

1
2 , φ6) +

J (J + 1) (2J + 3)

2J + 1
dpJ+1,0

2 (ψ−
1
2 , ψ

1
2 , φ6)

+
(2∆ψ + J − 2) (2∆ψ + J − 1) (2∆ψ + 2J − 3) (2∆ψ + 2J − 1) (4∆ψ + 2J − 5)

64 (∆ψ + J − 1) 2 (4∆ψ + 2J − 3)
dpJ−1,0

2 (ψ−
1
2 , ψ

1
2 , φ6)

+
J (2∆ψ + J − 1)

(
8∆3

ψ + 2
(
4J2 − 8J + 3

)
∆ψ − 4J2 + 4(4J − 3)∆2

ψ + 4J − 3
)

8 (2∆ψ − 1) (∆ψ + J − 1) (∆ψ + J)
dpJ,02 (ψ−

1
2 , ψ

1
2 , φ6)

)
,

(δhP )43

(
[ψψ]+0,J

) ∣∣∣∣
G

(t)
φ6

= (δhP )34

(
[ψψ]+0,J

) ∣∣∣∣
G

(t)
φ6

,

(5.36)
where one can write down (δhP )33

(
[ψψ]+0,J

)
6= 0 and (δhP )44

(
[ψψ]+0,J

)
6= 0 as well. How-

ever, all non-block-diagonal terms such as (δhP )13

(
[ψψ]+0,J

)
are zero as the corresponding

structures do not develop double poles. This is why we do not have terms with the mixed
coefficient λ1

ψψO6
λ3
ψψO6

.

To calculate the scalar coefficients dpJ,0i we will use the Lorentzian inversion formula [9,
12, 16], combined with either dimensional reduction of the 3d block [16, 32] or resummations
of the lightcone expansion [20]. Using dimensional reduction we find for the n = 0 double-
twist operators:

dpJ,01 (φ1, φ2,O6) = −
∞∑

p=0

p∑

q=max(−p,p−2J6)

2κ0,0

2h̄
sin(π(h6 − 2h1)) sin(π(h6 − 2h2))

×A0,0
p,qΩ

h1h2h2h1

h̄,h6+p,2h2

Γ(2(h̄+ q))

Γ2(h̄+ q)

∣∣∣∣
h̄=h1+h2+J

, (5.37)

dpJ,02 (φ1, φ2,O6) = −
∞∑

p=0

p∑

q=max(−p,p−2J6)

2κh21,h12

2h̄
sin2(π(h6 − h1 − h2))

×Ah21,h12
p,q Ωh1h2h1h2

h̄,h6+p,h1+h2

Γ(2(h̄+ q))

Γ(h12 + h̄+ q)Γ(h21 + h̄+ q)

∣∣∣∣
h̄=h1+h2+J

.

(5.38)
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Here we have defined h = 1
2
(∆− J), h̄ = 1

2
(∆ + J), hij = hi − hj, and

κa,b
2h̄

=
Γ(h̄+ a)Γ(h̄− a)Γ(h̄+ b)Γ(h̄− b)

2π2Γ(2h̄)Γ(2h̄− 1)
. (5.39)

The coefficients Aa,bp,q come from performing dimensional reduction for 3d blocks in terms
of the chiral, 2d blocks and were found for a = b = 0 in [32].19 For general a and b we can
compute Aa,b

h,h̄
recursively using the Casimir equation. For explicit results, we will mainly

be interested in the large spin asymptotics, in which case we can restrict to p = q = 0 and
use Aa,b0,0 = 1. Finally, the function Ω is given by [12]:

Ωh1,h2,h3,h4

h5,h6,p
=

Γ(2h5)Γ(h6 − p+ 1)Γ(h5 + h12 − h6 + p− 1)Γ(−h12 + h34 + h6 − p+ 1)

Γ(h5 + h12)Γ(h5 + h34)Γ(h5 − h12 + h6 − p+ 1)

4F3

[
h23 + h6, h6 − h14,−h12 + h34 + h6 − p+ 1, h6 − p+ 1

2h6, h5 − h12 + h6 − p+ 1,−h5 − h12 + h6 − p+ 2
; 1

]

+
Γ(2h6)Γ(h5 + h13 + p− 1)Γ(h5 + h42 + p− 1)Γ(−h5 − h12 + h6 − p+ 1)

Γ(h6 − h14)Γ(h23 + h6)Γ(h5 + h12 + h6 + p− 1)

4F3

[
h5 + h13 + p− 1, h5 + h42 + p− 1, h5 + h34, h5 + h12

h5 + h12 + h6 + p− 1, 2h5, h5 + h12 − h6 + p
; 1

]
. (5.40)

When we study double-twist operators with large spin, or equivalently large h̄, the first
4F3 hypergeometric yields the asymptotic, large-spin prediction while the second 4F3 gives
effects which are exponentially suppressed.

By inserting (5.37) and (5.38) into (5.31), we can obtain δhP for various double-twist
operators of fermions. Below we will consider some examples.

δhP of double-twist towers [φψα]±0,`5 due to scalar exchange:

From (5.32) and (5.33), we find that

(δhP )
(p)
11 = −λφφφ6λ

1
ψψφ6

(−1)`5+1Γ (∆6) (sin (π (−∆ψ −∆φ + ∆6)) + sin (π (∆ψ −∆φ)))

Γ
(

∆6

2

)

× Ω
2∆ψ+1

4
,
∆φ
2
,
∆φ
2
,
2∆ψ+1

4
2∆ψ+2∆φ+4`5−1

4
,
∆6
2
,∆φ

(5.41a)

19In comparison to [32] we use Ahere
p,q = Athere

pq
2 ,h̄−h+q−p, and for Eq. (2.35) there we use c(d)

` = (d−2)`

( d−2
2 )

`

.
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and

(δhP )
(p)
22 = −λφφφ6λ

1
ψψφ6

(−1)`5Γ (∆6) cos
(
π
(
∆ψ − ∆6

2

))
sin
(
π
(
∆φ − ∆6

2

))

Γ
(

∆6

2

)2

×
(

(2`5 + 1)

`5 + 1
Ω

2∆ψ+1

4
,
∆φ
2
,
∆φ
2
,
2∆ψ+1

4
2∆ψ+2∆φ+4`5+3

4
,
∆6
2
,∆φ

− 4 (2∆φ + 2`5 − 1) 2 (∆ψ + ∆φ + `5 − 1)

(2∆ψ + 2∆φ + 2`5 − 3) (2∆ψ + 2∆φ + 4`5 − 3) (2∆ψ + 2∆φ + 4`5 − 1)
Ω

2∆ψ+1

4
,
∆φ
2
,
∆φ
2
,
2∆ψ+1

4
2∆ψ+2∆φ+4`5−1

4
,
∆6
2
,∆φ

)
.

(5.41b)

By expanding the perturbative terms at large `, we can obtain the leading order behavior

(δhP )11([φψ]+0,`5)

∣∣∣∣
G

(t)
φ6

∼ λφφφ6λ
1
ψψφ6

√
π(−1)`5+1Γ (∆6) 2−∆ψ−∆φ−2`5+ 5

2 `
∆ψ+∆φ−∆6−1
5

Γ
(

∆6

2

)
2Γ
(
−∆6

2
+ ∆ψ + 1

2

)
Γ
(
∆φ − ∆6

2

) ,

(5.42a)

(δhP )22([φψ]−0,`5)

∣∣∣∣
G

(t)
φ6

∼
λφφφ6λ

1
ψψφ6

(−1)`5 (−2∆ψ + ∆6 + 2) Γ
(

1
2

(∆6 + 1)
)
`

∆ψ+∆φ−∆6−2
5

2∆ψ+∆φ−∆6+2`5+ 1
2 Γ
(

∆6

2

)
Γ
(
−∆6

2
+ ∆ψ + 1

2

)
Γ
(
∆φ − ∆6

2

) .

(5.42b)

By dividing these by the MFT coefficients at large ` give in (4.9), we obtain the anomalous
dimensions at leading order:

γ[φψ]+0,`5

∣∣∣∣
G

(t)
φ6

=
2

P
(s)
11

(δhP )11

∣∣∣∣
G

(t)
φ6

=
iλφφφ6λ

1
ψψφ6

`∆6
5

2∆6Γ
(

1
2

(∆6 + 1)
)

Γ
(
∆ψ + 1

2

)
Γ (∆φ)√

πΓ
(

∆6

2

)
Γ
(

1
2

(−∆6 + 2∆ψ + 1)
)

Γ
(

1
2

(2∆φ −∆6)
) ,

(5.43a)

γ[φψ]−0,`5

∣∣∣∣
G

(t)
φ6

=
2

P
(s)
22

(δhP )22

∣∣∣∣
G

(t)
φ6

= −
iλφφφ6λ

1
ψψφ6

`∆6
5

2∆6−1
(

∆6

2
−∆ψ + 1

)
Γ
(

∆6+1
2

)
Γ
(
∆ψ + 1

2

)
Γ (∆φ)

√
π (∆ψ − 1) Γ

(
∆6

2

)
Γ
(
−∆6+2∆ψ+1

2

)
Γ
(

2∆φ−∆6

2

) .

(5.43b)
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δhP of parity-even double-twist tower [φψα]+0,`5 due to stress tensor exchange:

By inserting (5.37) and (5.38) into (5.32), we obtain

(δhP )11([φψ]+0,`5)

∣∣∣∣
G

(t)
T

=
3∆φ sin (π`5) Γ (`5 + ∆ψ) Γ

(
`5 + ∆φ − 1

2

)
Γ
(
`5 + ∆φ + ∆ψ − 3

2

)

2
√

2π2cTΓ (`5 + 1) Γ (∆ψ − 1) Γ
(
∆φ − 1

2

)
Γ
(
2`5 + ∆φ + ∆ψ − 1

2

)

×
(

(2∆ψ + 1) (2∆ψ + 2∆φ + 4`5 − 3) 4F3

[ 1
2
, 1

2
, 3

2
−∆φ, 1−∆ψ

1, `5 + 1,−`5 −∆φ −∆ψ + 5
2

; 1

]

− 4 (∆ψ + `5 − 1) (∆ψ + ∆φ + `5 − 2) 4F3

[ 1
2
, 1

2
, 3

2
−∆φ, 2−∆ψ

1, `5 + 1,−`5 −∆φ −∆ψ + 7
2

; 1

]

+ 4

(
`5 +

1

2

)(
∆φ + `5 −

1

2

)
4F3

[ 1
2
, 1

2
, 3

2
−∆φ, 2−∆ψ

1, `5 + 2,−`5 −∆φ −∆ψ + 5
2

; 1

])

+ (non-perturbative terms), (5.44)

where we set

`6 = 2 , ∆6 = 3 , λφφT = − 3∆φΓ
(

3
2

)

2(2π)3/2
√
cT

, λ1
ψψT =

3i(∆ψ − 1)

4
√
cT

, λ2
ψψT = − 3i

2
√
cT
,

(5.45)
where cT is the central charge, which here is defined as the normalization of the stress tensor
two-point function. At large spin, the leading order term is then

(δhP )11([φψ]+0,`5)

∣∣∣∣
G

(t)
T

∼ 3i(−1)`5∆φ2−∆ψ−∆φ−2`5+4`
∆ψ+∆φ−2
5

π3/2cTΓ (∆ψ − 1) Γ
(
∆φ − 1

2

) , (5.46)

and we obtain the anomalous dimension via (4.9):

γ[φψ]+0,`5

∣∣∣∣
G

(t)
T

=
2

P
(s)
11

(δhP )11

∣∣∣∣
G

(t)
T

=
1

`5

3
√

2Γ
(
∆ψ + 1

2

)
Γ (∆φ + 1)

π2cTΓ (∆ψ − 1) Γ
(
∆φ − 1

2

) . (5.47)

δhP of parity-even double-twist tower [ψψ]+0,`5 due to the exchange of a generic
parity-even operator or parity-odd scalar:

Similar to the previous examples, we obtain the relevant δhP by inserting (5.37) and (5.38)
into (5.34). As the expressions are quite lengthy, we will not reproduce the full results but
instead present their asymptotic forms at large spin. We find that

(δhP )11([ψψ]+0,`5)

∣∣∣∣
G

(t)
O6

= (δhP )12([ψψ]+0,`5)

∣∣∣∣
G

(t)
O6

= (δhP )21([ψψ]+0,`5)

∣∣∣∣
G

(t)
O6

= 0,

(δhP )22([ψψ]+0,`5)

∣∣∣∣
G

(t)
O6

∼
(
λ1
ψψO6

)2 (−1)`5+12−2∆ψ+∆6−2`5+`6+2`
2∆ψ−∆6+`6− 1

2
5 Γ

(
1
2

(`6 + ∆6 + 1)
)

Γ
(

1
2

(`6 + ∆6)
)

Γ
(

1
2

(`6 −∆6 + 1) + ∆ψ

)2 ,

(5.48)
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where contributions due to λ2,3,4
ψψO6

come at subleading order.20 By dividing by the MFT
coefficients given in (4.18), we obtain the anomalous dimension at large spin:

γ[ψψ]+0,`5

∣∣∣∣
G

(t)
O6

=
2

P
(s)
22

(δhP )22

∣∣∣∣
G

(t)
O6

=

(
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ψψO6

)2

`∆6−`6
5

2∆6+`6Γ
(
∆ψ + 1

2

)
2Γ
(

1
2

(`6 + ∆6 + 1)
)

√
πΓ
(

1
2

(`6 + ∆6)
)

Γ
(

1
2

(`6 −∆6 + 1) + ∆ψ

)2 .

(5.49)
For example, for stress tensor exchange we can impose (5.45) which yields

γ[ψψ]+0,`5

∣∣∣∣
G

(t)
T

= − 1

`5

48Γ
(
∆ψ + 1

2

)2

πcTΓ (∆ψ − 1)2 , (5.50)

whereas for parity-even scalar exchange it becomes

γ[ψψ]+0,`5

∣∣∣∣
G

(t)
φ6

=
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λ1
ψψO6

)2

`∆6
5

2∆6Γ
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2
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Γ
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2

)2

√
πΓ
(

∆6

2

)
Γ
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−∆6

2
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2

)2 . (5.51)

For the exchange of a parity-odd scalar in the crossed channel, we still have (δhP )ij = 0
unless i = j = 2, which now becomes

(δhP )22([ψψ]+0,`5)

∣∣∣∣
G

(t)
φ6

∼
(
λ3
ψψφ6

)2 (−1)`5Γ
(

∆6

2

)
2−2∆ψ+∆6−2`5+1`

2∆ψ−∆6− 3
2

5

Γ
(

1
2

(∆6 + 1)
)

Γ
(
∆ψ − ∆6

2

)
2

, (5.52)

from which we can extract the anomalous dimension as

γ[ψψ]+0,`5

∣∣∣∣
G

(t)
φ6

=
2

P
(s)
22

(δhP )22

∣∣∣∣
G

(t)
φ6

=

(
λ3
ψψφ6

)2

`∆6+1
5

2∆6−1Γ
(

∆6
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)
Γ
(
∆ψ + 1

2

)
2

√
πΓ
(

∆6+1
2

)
Γ
(
∆ψ − ∆6

2

)2 . (5.53)

We see that the anomalous dimensions in (5.50), (5.51), and (5.53) match precisely to the
results computed using large-spin expansions in [16].

6 Conclusion

In this paper we combined ideas from harmonic analysis for the Euclidean conformal group
[8, 11, 29–31] and the Lorentzian inversion formula [9, 10, 12] to derive the 6j symbol for
fermionic operators in 3d CFTs. That is, by using the Euclidean representation of the 6j
symbol we were able to spin-down the fermionic 6j symbols to the scalar 6j symbols, which
in practice are computed with the Lorentzian formula. As an application we computed the
Mean Field Theory OPE coefficients using the Euclidean inversion formula. We also used
the relation between conformal partial waves and conformal blocks to study the inversion

20We see that this result matches the one calculated using lightcone bootstap methods in [16], once the
change of basis and the difference in conformal block normalization is taken into account; compare (5.48)
here with (3.30c) there.
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of a single block in a fermionic correlator. This determines corrections to the anomalous
dimensions and OPE coefficients of the double-twist operators, including both perturbative
and non-perturbative terms in the large spin expansion.

We believe there are many interesting open questions still to consider in this program.
Since the inclusion of non-perturbative effects in the large spin expansion improves analytic
predictions for the Ising and O(2) model it is natural to ask if the same improvement can be
seen in fermionic CFTs. For example, can one make new precise analytic predictions for the
Gross-Neveu-Yukawa models which can be compared with the numerical bootstrap [34, 35]?
In 3d N = 1 SCFTs such as the supersymmetric Ising [36, 37] or Wess-Zumino [38] models,
can one predict analytical trajectories that cannot be accessed using scalar correlators?
More generally in SCFTs it will be interesting to understand the implications of imposing
analytical bootstrap constraints for all external operators in the same supermultiplet.

Furthermore, by understanding how to spin down a fermionic 6j symbol in 3d it is also
now straightforward to go to higher spin. As a simple example, our results could then also
be used to study correlation functions of conserved currents Jµ in the O(N) vector model.
There are many physically relevant observables, such 〈JJT 〉, which are only accessible with
spinning correlators. Based on [9, 16, 39] we now know that the current and stress tensor lie
on the double-twist trajectories composed of the fundamental scalars, φ, so these correlators
are now within reach of analytic methods.

Finally, we note that our results are directly applicable to the study of Witten diagrams
with external fermionic operators. For example, by studying the contribution of the stress
tensor T µν to a fermionic correlator, e.g. 〈φψψφ〉, we can derive the binding energy for
a two-particle state dual to [φψ]n,` due to tree-level graviton exchange. The anomalous
dimension, or corresponding 6j symbol, can then be used to bootstrap a graviton loop in
AdS4 [12, 40]. In general, if one wants to study an AdS theory with fermions, we need
to understand the tree-level fermionic correlators to fully determine a one-loop scalar four-
point function. We therefore hope the results presented here are useful in the wider study
of AdS4 correlators.
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A Conventions

A.1 Review of Embedding Formalism

Our conventions are identical to those of our previous paper [16] so we will be brief here.
First, we will use the mostly plus metric. Since we are studying fermions, we will need the
double cover of the 3d conformal group SO(3, 2), which is Sp(2,R). As is well-known, the
conformal group can be realized linearly in 2 higher dimensions [41–43]. Here this means
we embed representations of Sp(2,R) into projective, null representations of Sp(4,R) in
embedding space. By imposing the appropriate constraints on the higher-dimensional fields
and structures we recover the action of the conformal group on the Poincaré section,

XA → (xµ, 1, x2) , (A.1)

where we are working in the lightcone coordinates XA = (Xµ, X+, X−), and X± are related
to the Cartesian coordinates as X± = X4 ±X3.

Here we introduce auxiliary spinors [34],

O(x, s) = sα1sα2 . . . sα2`
Oα1α2...α2`(x),

Oα1α2...α2`(x) =
1

(2`)!

∂2`

∂sa1
∂sa2

. . . ∂sa2`

O(x, s),
(A.2)

and we recover the original field

Ψ(X,S) =
1

(X+)∆ψ
ψ(x, s) (A.3)

by going to the Poincaré section and setting

SI =
√
X+

(
sα

xαβs
β

)
. (A.4)

Here we use the matrices γ and Γ to convert the indices,

XI
J ≡ XA(ΓA)IJ , xαβ ≡ xµ(γµ)αβ . (A.5)

The 3d gamma matrices are defined as

(γ0)αβ = i(σ2)αβ , (γ1)αβ = (σ1)αβ , (γ2)αβ = (σ3)αβ , (A.6)

where σi are the standard Pauli matrices:

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (A.7a)

We raise and lower the spinor indices with εαβ = εαβ = i(σ2)αβ, e.g. xα = εαβx
β and

xα = xβε
βα. The embedding space gamma matrices and Sp(4,R) invariant is then defined

as:

Ω = ε⊗ I , Γ0 = γ2 ⊗ γ0 , Γ1 = I⊗ γ1 , Γ2 = I⊗ γ2 , Γ3 = γ0 ⊗ γ0 , Γ4 = γ1 ⊗ γ0

(A.8)
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with the embedding space metric gIJ = diag (−,+,+,+,−).

In lightcone coordinates, the gamma matrices take the form

(Γµ)IJ =

(
(γµ)αβ 0

0 (γµ) β
α

)
, (Γ+)IJ =

(
0 2εαβ

0 0

)
, (Γ−)IJ =

(
0 0

2εαβ 0

)
. (A.9)

A.2 Two and Three Point Functions

To describe the embedding space spinor structures, we define

〈S1X2X3 . . . Xn−1Sn〉 ≡ − S1 ·X2 ·X3 · · ·Xn−1 · Sn
=− (S1)I(X2)IJ(X3)JK · · · (Xn−1)LM(Sn)M .

(A.10)

We normalize the operators such that the two-point function takes the form

〈O∆,`(X1, S1)O∆,`(X2, S2)〉 = i2`
〈S1S2〉2`
X2∆+2`

12

. (A.11)

This is the unique result, but once we go to three points there are multiple structures to
consider. We follow the conventions of [33, 34] and write them as:

〈φ1φ2O3〉 =
〈S3X1X2S3〉`

X
(∆123+`)/2
12 X

(∆231+`)/2
23 X

(∆312+`)/2
31

, (A.12a)

〈ψ1φ2O3〉1 =
〈S1S3〉〈S3X1X2S3〉`−

1
2

X
(∆123+`− 1

2
)/2

12 X
(∆231+`− 1

2
)/2

23 X
(∆312+`+ 1

2
)/2

31

, (A.12b)

〈ψ1φ2O3〉2 =
〈S1X2S3〉〈S3X1X2S3〉`−

1
2

X
(∆123+`+ 1

2
)/2

12 X
(∆231+`+ 1

2
)/2

23 X
(∆312+`− 1

2
)/2

31

, (A.12c)

〈ψ1ψ2O3〉1 =
〈S1S2〉〈S3X1X2S3〉`

X
(∆123+`+1)/2
12 X

(∆231+`)/2
23 X

(∆312+`)/2
31

, (A.12d)

〈ψ1ψ2O3〉2 =
〈S1S3〉〈S2S3〉〈S3X1X2S3〉`−1

X
(∆123+`−1)/2
12 X

(∆231+`)/2
23 X

(∆312+`)/2
31

, (A.12e)

〈ψ1ψ2O3〉3 =
(X23〈S1S3〉〈S2X1S3〉+X13〈S2S3〉〈S1X2S3〉) 〈S3X1X2S3〉`−1

X
(∆123+`−1)/2
12 X

(∆231+`)/2
23 X

(∆312+`)/2
31

, (A.12f)

〈ψ1ψ2O3〉4 =
(X23〈S1S3〉〈S2X1S3〉 −X13〈S2S3〉〈S1X2S3〉) 〈S3X1X2S3〉`−1

X
(∆123+`−1)/2
12 X

(∆231+`)/2
23 X

(∆312+`)/2
31

, (A.12g)

where Xab ≡ −2Xa ·Xb and ∆abc ≡ ∆a + ∆b −∆c.

For integer spin we can also convert to vector notation,

Oα1...α2J =Oµ1...µJγα1α2
µ1
· · · γα2J−1α2J

µJ
,

Oµ1...µJ =

(
−1

2

)J
γµ1
α1α2
· · · γµJα2J−1α2J

Oα1...α2J ,
(A.13)
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where Oµ1...µJ is a symmetric traceless tensor. If we introduce the auxiliary polarization
vectors,

zµ1 . . . zµ`Oµ1...µ` = sα1 . . . sα2`
Oα1...α2` , (A.14)

we find the following relation:
zµ = sαsβγ

αβ. (A.15)

We can now use these relations to convert two and three-point functions to vector notation
for integer spin. In particular, (A.11) and (A.12a) become

〈O∆,`(X1, Z1)O∆,`(X2, Z2)〉 =
1

2`
H`

12

X∆`
12

, (A.16a)

〈φ(X1, Z1)φ(X2, Z2)O(X3, Z3)〉 =
V `

3

X
(∆123−`)/2
12 X

(∆231+`)/2
23 X

(∆312+`)/2
31

, (A.16b)

where we define

H12 ≡ − 2 [(Z1 · Z2)(X1 ·X2)− (X1 · Z2)(Z1 ·X2)] ,

V3 ≡
(Z3 ·X1)(X2 ·X3)− (Z3 ·X2)(X1 ·X3)

X1 ·X2

,
(A.17)

in the conventions of [43].

B Partial Waves and Conformal Blocks

In this appendix we will briefly review the relation between the conformal partial wave
expansion and the conformal block expansion. The goal is to establish the general dictionary
between the two for general four-point functions. The method we use is not new, but it
will be useful to present the results in our conventions, taking care of signs with fermionic
operators. As in the rest of the paper, we work in d = 3 and suppressed indices will always
go from southwest to northeast.

First recall we define our definition for the partial wave and shadow transform is:

Ψ
(s);ab
O5

=

∫
ddx5〈O1O2O5〉a〈O3O4Õ5〉b, (B.1)

S[O](x) =

∫
ddyO(y)〈O(y)O(x)〉. (B.2)

We will also find it useful to define the kinematic functions C:

lim
x1→x2

〈O1(x1)O2(x2)O5(x5)〉a ∼ Ca
O1O2O5

(x12)〈O2(x2)O2(x5)〉. (B.3)

We can then define s-channel conformal blocks for 〈O1O2O3O4〉 as solutions to the
conformal Casimir equation with the following behavior in the limit x3 → x4 and x1 → x2:

G
(s);ab
O5

(xi) ≈ Cp
O1O2O5

(x12)Cq
O3O4O5

(x34)〈O5(x2)O5(x4)〉. (B.4)

41



Here we work in Euclidean space and the order of limits does not matter.

With this definition the four-point function has the following conformal block expansion:

〈O1O2O3O4〉 =
∑

O

λaO1O2Oλ
b
O3O4OG

(s);ab
O (xi), (B.5)

where we define the OPE coefficients by:

〈O1O2O3〉Ω = λaO1O2O3
〈O1O2O3〉a. (B.6)

Now we have to expand the conformal partial wave as a sum of two conformal blocks. To
extract their coefficients, we just need to study the integrand in certain limits. We start by
taking the limit x1 → x2 under the integrand in (B.1) and then performing the x5 integral.
In this limit we have:

Ψ
(s);ab
O5

(xi) ⊃
∫
ddx5C

a
O1O2O5

(x12)〈O5(x2)O5(x5)〉〈O3O5Õ5(x5)〉b

⊃ Ca
O1O2O5

(x12)Sbc(O3O4[Õ5])〈O3O4O5(x2)〉c. (B.7)

To get the second line we have to reorder the operators in the two-point function and
implicitly raise and lower the spinor indices, so the two possible signs cancel. Taking the
x3 → x4 limit we find:

Ψ
(s);ab
O5

(xi) ⊃ Ca
O1O2O5

(x12)Sbc(O3O4[Õ5])Cc
O3O4O5

(x34)(−1)Σ55〈O5(x2)O5(x4)〉. (B.8)

To get the coefficient for the other block we take the limit x3 → x4 under the integrand,
perform the x5 integral and then take the limit x1 → x2:

Ψ
(s);ab
O5

(xI) ⊃ Sac (O3O4[O5])Cc
O1O2O5

(x12)Cb
O3O4O5

(x34)(−1)Σ55〈O5(x2)O5(x4)〉. (B.9)

We therefore find the full partial wave is:

Ψ
(s);ab
O5

(xi) = (−1)Σ55

[
Sbc(O3O4[Õ5])Gac

O5
(xi) + Sac (O1O2[O5])Gcb

Õ5
(xi)

]
. (B.10)

Using the form of the partial wave expansion:

〈O1O2O3O4〉 = 〈O1O2〉〈O3O4〉+

∫

C

dOρ(s)
ab (∆, J)Ψab

O , (B.11)

we find the following relation between the OPE function and the OPE coefficients:

λaO1O2O5
λbO3O4O5

= −Res∆=∆5ρ
(s)
ac (−1)ΣJJScb(O3O4[Õ5])

∣∣∣∣
J=J5

, (B.12)

where we first set J = J5 and then evaluate the residue.
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C Two and Three Point Pairings

C.1 Two Point Pairings and Plancherel Measure

Let us first consider the pairing of scalar two-point functions. It reads as
(
〈φ(x1)φ(x2)〉, 〈φ̃(x1)φ̃(x2)〉

)
=

∫
ddx1d

dx2

vol(SO(d+ 1, 1))
〈φ(x1)φ(x2)〉〈φ̃(x1)φ̃(x2)〉

=
1

2dvol(SO(1, 1))× vol(SO(d))
〈φ(0)φ(∞)〉〈φ̃(0)φ̃(∞)〉,

(C.1)
where vol(SO(1, 1))× vol(SO(d)) is the stabilizer group for two points and the factor 2d is
the Fadeev-Popov determinant.

As we define an operator at infinity as

O(∞) ≡ lim
L→∞

L2∆O(êL) (C.2)

for a unit vector ê. We have 〈φ̃(0)φ̃(∞)〉 = 1 in our conventions, meaning
(
〈φ(x1)φ(x2)〉, 〈φ̃(x1)φ̃(x2)〉

)
=

1

64π2vol(SO(1, 1))
. (C.3)

Like we have done for the three-point structures, we can use weight-shifting operators
to relate two-point functions as well. We can rewrite the two-point function of 〈OO〉∆,J in
terms of weight-shifting operators Da,b acting on 〈OO〉∆−a,J−b, integrate by parts, and act
with the adjoint weight-shifting operators

(
Da,b

)∗ ∝ Da,−b on the other two-point function.
Schematically,

O Õ ∝ O′ ÕS ∝ O′ Õ′

.

We can find the coefficient between the first two diagrams above by direct calculation. For
example, if we choose a = b = 1

2
, we have

〈O1O2〉∆,J = − iD(+,+)
1A D(+,+)A

2

16 (∆− 2)
(
∆− 3

2

)
(∆ + J − 2) (∆ + J − 1)

〈O1O2〉∆−
1
2
,J− 1

2 , (C.4)

where we can integrate by parts and carry these differential operators to the other two-point
function using
(
D+,+
α O∆− 1

2
,J− 1

2

)
· O3−∆,J = O∆− 1

2
,J− 1

2 ·
((
D+,+
α

)∗O3−∆,J
)

= − 1

2J
O∆− 1

2
,J− 1

2 ·
(
D+,−
α O3−∆,J

)
.

(C.5)
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Carrying out the calculation, we find that

(
〈O1O2〉∆,J , 〈O1O2〉3−∆,J

)
=

2J + 1

2J

(
〈O1O2〉∆,J−

1
2 , 〈O1O2〉3−∆,J− 1

2

)
. (C.6)

Note that this recursion relation is independent of which weight-shifting operator we choose:
we get exactly the same relation for all a, b = ±1

2
choices.

Using (C.3), we get

(
〈O1O2〉∆,J , 〈O1O2〉3−∆,J

)
=

2J + 1

64π2vol(SO(1, 1))
. (C.7)

We can use two explicit expressions for the two-point function to compute the Plancherel
measure. It is easy to see this diagrammatically:

O O =NO O = NO
µ(O)

vol(SO(1,1))

,

where we first make use of S2 = N to convert the pairing into a circle and then identify the
circle as the Plancherel measure up to the volume factor; see [29] for details. Therefore, we
conclude that

µ(∆, J) =
vol(SO(1, 1))

N∆,J

〈O1O2〉∆,` · 〈O1O2〉3−∆,`, (C.8)

and we compute it as

µ(∆, J) =
(2∆− 3)(−∆ + `+ 2)(∆ + `− 1)Γ(2`+ 2) cot(π(∆ + `))

128π5
. (C.9)

C.2 Three Point Pairings

In our conventions we have

(
〈φ1φ2O〉, 〈φ̃1φ̃2Õ〉

)
= (−2)J

∫
ddx1d

dx2d
dx3

vol(SO(d+ 1, 1))
〈φ1(x1)φ2(x2)Oµ1...µJ (x3)〉

× 〈φ̃1(x1)φ̃2(x2)Õµ1...µJ (x3)〉, (C.10)

which can be calculated by gauge fixing

(
〈φ1φ2OJ〉, 〈φ̃1φ̃2ÕJ〉

)
=

(−1)JĈJ(1)

2d−J vol(SO(d− 1))
, (C.11)
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where 2d is the appropriate Fadeev-Popov determinant. In 3d this reads as

(
〈φ1φ2OJ〉, 〈φ̃1φ̃2ÕJ〉

)
=

(−1)JΓ (J + 1)

16
√
πΓ
(
J + 1

2

) , (C.12)

where we have the convention vol(SO(n)) = vol(SO(n−1))vol(Sn−1) and we used vol(SO(2)) =
2π. As what really matters is only the ratios of group volumes, this choice does not affect
any physical result.

The pairing of spinning three-point functions can be calculated by reducing them via
the weight-shifting operators and using the scalar pairing above. Schematically,

a c

O3

O1

O2

= Mac
O1O2O3

O3

φ1

φ2 .

The procedure to calculate the matrix Mac is as follows. We first expand the 〈ψψO〉a
and 〈ψφO〉a three-point functions in terms of 〈φφO〉:

ψ∆1
1

O∆,J

m φ∆2
2

=
∑

a=± 1
2

(K−)
m
a

ψ∆1
1

O∆,J

φ∆1+a
1

O∆− 1
2 ,J− 1

2

φ∆2
2S ,

ψ∆2
2

ψ∆1
1

m O∆,J =
∑
a,b

Km
a,b

ψ∆2
2

ψ∆1
1

φ∆2+a

φ∆1+b

O∆,JS

.

We then integrate by parts and act with the adjoint of these weight-shifting operators on
the other spinning three-point function, which produces 〈φφO〉 up to overall coefficients.

By this procedure, we find that

(
〈ψ∆1

1 φ∆2
2 O∆,J〉m, 〈ψ3−∆1

1 φ3−∆2
2 O3−∆,J〉n

)
=

(−1)J−
1
2 Γ
(
J + 3

2

)

16
√
πΓ(J + 1)

(
−1 0
0 1

)
, (C.13a)

(
〈ψ∆1

1 ψ∆2
2 O∆,J〉m, 〈ψ3−∆1

1 ψ3−∆2
2 O3−∆,J〉n

)
=





(−1)JΓ(J + 1)

8
√
πΓ
(
J + 1

2

)




−1 1
2 0 0

1
2 − 2J+1

4J 0 0
0 0 1 0
0 0 0 −J+1

J


 J > 0

1

8π

(
−1 0
0 1

)
J = 0

.

(C.13b)
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D Shadow Coefficients, Partial Waves, and Euclidean
Inversion

D.1 Shadow Coefficients

We define the shadow coefficients as

〈O1O2S[O3]〉a = Sab (O1O2[O3])〈O1O2Õ3〉b, (D.1)

which can be seen in Figure 1 in diagrammatic language as well. We reviewed how these
matrices can be computed via weight shifting operators in section 3.2; here we will simply
present the explicit results.

In our conventions, we have

S1
2([ψ∆ψ

]φ∆φ
O∆,`) = − iπ3/2Γ (∆ψ − 1) Γ

(
1
2

(
`+ ∆−∆φ −∆ψ + 5

2

))
Γ
(

1
2

(
`−∆ + ∆φ −∆ψ + 7

2

))

Γ
(

7
2 −∆ψ

)
Γ
(

1
2

(
`+ ∆−∆φ + ∆ψ + 1

2

))
Γ
(

1
2

(
`−∆ + ∆φ + ∆ψ − 1

2

)) ,

S1
1(ψ∆ψ

[φ∆φ
]O∆,`) =

π sin (π∆φ) Γ (2 (∆φ − 2)) Γ
(

1
2

(
`+ ∆−∆φ −∆ψ + 5

2

))
Γ
(

1
2

(
`−∆−∆φ + ∆ψ + 5

2

))

22∆φ−5Γ
(

1
2

(
`+ ∆ + ∆φ −∆ψ − 1

2

))
Γ
(

1
2

(
`−∆ + ∆φ + ∆ψ − 1

2

)) ,

S1
2(ψ∆ψ

φ∆φ
[O∆,`]) =

π3/2(−1)`+1Γ(∆− 1)Γ(`+ ∆− 1)Γ
(

1
2

(
`−∆ + ∆φ −∆ψ + 7

2

))
Γ
(

1
2

(
`−∆−∆φ + ∆ψ + 5

2

))

Γ
(
∆− 1

2

)
Γ(`−∆ + 3)Γ

(
1
2

(
`+ ∆ + ∆φ −∆ψ − 1

2

))
Γ
(

1
2

(
`+ ∆−∆φ + ∆ψ + 1

2

)) ,

S1
3([ψ∆1

]ψ∆2
O∆,`) =

iπ3/2 (−∆ + ∆1 + ∆2 − 2) Γ (∆1 − 1) Γ
(

1
2 (`+ ∆−∆1 −∆2 + 2)

)
Γ
(

1
2 (`−∆−∆1 + ∆2 + 3)

)

2Γ
(

7
2 −∆1

)
Γ
(

1
2 (`+ ∆ + ∆1 −∆2)

)
Γ
(

1
2 (`−∆ + ∆1 + ∆2 + 1)

) ,

S1
3(ψ∆1

[ψ∆2
]O∆,`) =S1

3([ψ∆2
]ψ∆1

O∆,`),

S1
1(ψ∆1

ψ∆2
[O∆,`]) =

π3/2(−1)`Γ
(
∆− 3

2

)
Γ(`+ ∆− 1)Γ

(
1
2 (`−∆ + ∆1 −∆2 + 3)

)
Γ
(

1
2 (`−∆−∆1 + ∆2 + 3)

)

Γ(∆− 1)Γ(`−∆ + 3)Γ
(

1
2 (`+ ∆ + ∆1 −∆2)
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Γ
(

1
2 (`+ ∆−∆1 + ∆2)

) ,

(D.2)
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where we can get all other nonzero components from the relations

S1
2([ψ∆ψ

]φ∆φ
O∆,`) = −S2

1([ψ∆ψ
]φ−∆φ

O−∆,`),

S1
1(ψ∆ψ

[φ∆φ
]O∆,`) = S2

2(ψ∆ψ
[φ∆φ

]O∆,`−1),

S1
2(ψ∆ψ

φ∆φ
[O∆,`]) = −S2

1(ψ−∆ψ
φ−∆φ

[O∆,`]),

S1
4([ψ∆1

]ψ∆2
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`
∆−∆1−∆2+2

=
S2

3([ψ∆1
]ψ∆2
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∆+∆1−∆2−2

=
S3

2([ψ∆1
]ψ∆2

O∆,`)
2`
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S4
3(ψ∆1

ψ∆2
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S1
1(ψ−∆1
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(D.3)

The block (anti-)diagonal form of shadow matrices reflects the property that shadow
transformation is parity-definite and that we have chosen our three-point structures with
definite parity. As the two point function in (2.5) carries a definite parity, the shadow
matrix relates the same (opposite) parity structures if the shadowed operator is of integer
(half-integer) spin; this is why, say, Sab ([ψ]ψO) is block anti-diagonal whereas Sab (ψψ[O]) is
block diagonal.21

D.2 Bubble Coefficients and Partial Wave Normalization

One of the interesting pairings that we can consider is the so-called bubble integral22

〈· · · Õ′(x) · · ·〉 ·
∫
ddx1d

dx2〈O1(x1)O2(x2)O′(x)〉a · 〈Õ1(x1)Õ2(x2)Õ(y)〉b

= δOO′δ(x− y)BabO1O2;O〈· · · Õ(y) · · ·〉, (D.4)

which we can see in figure 4 in diagrammatic language. By imposing O′ = O and taking
the trace of both sides without acting on 〈· · · Õ′(x) · · ·〉, we can relate the bubble coefficient

21We remind the reader that what we refer to here as parity is simply the inversion Xi → −Xi in
embedding space.

22This follows from the irreducibility of representations. See (2.32) of [29].
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a c

O1

O2

O′
O = δOO′BacO1O2;O O

Figure 4: We define the bubble annihilation matrix B as shown in the figure, where we
suppress its possible dependence on O1 and O2. One can explicitly calculate B by removing
the gray blob above and connecting both ends: This relates B times Plancherel measure to
pairing of two three-point functions, which can then be calculated by going to a fixed conformal
frame and carrying out the explicit calculations. A similar calculation is carried out in 4d in
[29], see appendix C there. Here we repeated it for 3d.

BabO1O2;O to the three point pairing and the Plancherel measure:

BabO1O2;O =

(
〈O1O2O〉a, 〈Õ1Õ2Õ〉b

)

µ (O)
. (D.5)

One straightforward usage of these bubble matrices is the calculation of the partial
wave normalization. We define the s-channel partial wave as the gluing of two three-point
functions

Ψ
(s)ac
O (xi) =

∫
ddx〈O1O2O(x)〉a · 〈O3O4Õ(x)〉c = a c

2

1

O

3

4 .

(D.6)

The normalization of the partial wave is then given by its pairing with itself, that is

(
Ψ

(̃s)ab
O5

,Ψ
(s)cd
O6

)
=

∫
ddx1...d

dx6

SO(d+ 1, 1)
〈Õ1Õ2O5〉a · 〈Õ3Õ4Õ5〉b · 〈O1O2O6〉c · 〈O3O4Õ6〉d,

(D.7)
where ∼ in the first argument of the pairing indicates that external operators Oi are replaced
by Õi. The integral is invariant under conformal transformations, so we also divide by its
volume to obtain a finite result. We will follow the presentation of [29], specifically section
2.7, although there are additional subtleties because we are working with fermions.

First we perform the x3,4 integrals to obtain
(

Ψ
(̃s)ab
O5

,Ψ
(s)cd
O6

)
= δO5Õ6

(−1)2`O6BbdÕ3Õ4;O6

(
〈Õ1Õ2Õ6〉a, 〈O1O2O6〉c

)
, (D.8)

where (−1)2`O6 follows from the change of the order of the three-point functions. Next we
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use (D.5) to find the more symmetric form:

(
Ψ

(̃s)ab
O5

,Ψ
(s)cd
O6

)
=

δO5Õ6
(−1)2`6

µ (O6)

(
〈Õ1Õ2Õ6〉a · 〈O1O2O6〉c

)(
〈Õ3Õ4O6〉b · 〈O3O4Õ6〉d

)
.

(D.9)

Note that changing the order of the three-point functions brings an overall sign
(−1)2(`1+`2+`3+`4) = 1.23 Additionally, for our relevant cases, we will only deal with pairings
of 〈ψ1ψ2O〉 and 〈ψφO〉 which are all independent of scaling dimensions. Since we also have
µ (O) = µ(Õ), the partial wave normalization satisfies the following symmetries:

(
Ψ

(̃s)ab

Õ
,Ψ

(s)cd
O

)
=
(

Ψ
(s)cd
O ,Ψ

(̃s)ab

Õ

)
, (D.10a)

(
Ψ

(̃s)ab

Õ
,Ψ

(s)cd
O

)
=
(

Ψ
(̃s)cd

Õ
,Ψ

(s)ab
O

)
. (D.10b)

D.3 Partial Wave Expansion and Euclidean Inversion Formula

An n−point correlator can be expanded as a tensor product of two irreducible represen-
tations of the Euclidean conformal group, which basically provides us with an integral
representation of a higher-point correlator in terms of lower point ones. This has been
known for almost half a century since the early work of Dobrev et. al. [31] and was revived
in recent years [8, 9, 11, 29]. In the notation of [11], we can schematically write

〈O1 · · · On〉 =

∫
dO
∫
ddx〈O1(x1)O2(x2)O(x)〉aP a

O(x3, . . . xn;x) (D.11)

for a generic n−point correlator. This corresponds to the following diagram

n

3

n− 1

4 2

1

... =

∫
dO µ(O)

〈Õ1Õ2Õ〉c·〈O1O2O〉a

n

3

a c

n− 1

4

...

1′

2′

O

1

2
,

(D.12)
23That this term is 1 follows from Lorentz invariance as we need an even number of fermions in a non-zero

vacuum expectation value.
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c

4

3

1

2

O = ρ
(s)
ba (O)

〈Õ1Õ2Õ〉c·〈O1O2O〉b
µ(O) a

4

3

O

Figure 5: We can take the definition of ρ to be the coefficient of the three-point function
〈O1O2O〉a, which we obtain by pairing a four-point correlator 〈O1O2O3O4〉 with a three-point
structure 〈O3O4O〉c. Note that the overall coefficient also depends on the bubble coefficient
B which is a calculable kinematic term. By pairing both sides with 〈O1O2Õ〉e, we can reduce
this relation to the more standard definition generally used in the literature, such as (2.33) of
[12], (2.40) of [29], or (1.6) of [10]. Note that these references use different conventions so the
formulas are not entirely the same.

where we identify

PaO(x3, . . . , xn;x)
.
= µ(O)

〈Õ1Õ2Õ〉a·〈O1O2O〉c

n

3

c O(x)

n− 1

4

...

1′

2′

.

(D.13)

Here the integration measure is dO = 2π∆JJ ′δ (s− s′) and it is defined over the principal
series such that ∆ = d

2
+ is. We are glossing over the details in this quick review and refer

the reader to [11, 29] for more details.

Let us consider this general expression in the case of 〈O1O2O3O4〉. For four-point
functions, we can decompose P a

O(x3, x4;x) in terms of three-point structures:

P a
O(x3, x4;x) = ρ

(s)
ab (O)〈O3(x3)O4(x4)Õ(x)〉b. (D.14)

Here ρ(s)
ab (O) are partial wave expansion coefficients and are related to OPE coefficients via

(3.17).

With (D.6), we can use the equation above to obtain the partial wave expansion24 of
four-point function:

〈O1O2O3O4〉 = 〈O1O2〉〈O3O4〉+

∫

C
dOρ(s)

ab (O)Ψ
(s)ab
O (xi). (D.15)

24In some papers P aO(x3, . . . , xn;x) is referred to as conformal partial wave as well. We will not be using
these objects in this paper and will reserve this term for Ψab

O defined in (D.6).
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Figure 6: Diagrammatic illustration of the s-channel partial wave expansion of the four-point
function, assuming that the identity contribution is the only non-normalizable contribution.
Instead of separating it, we can deform it onto the principal series and deform back after the
analytic continuation from principal series to physical poles.

Note that we are explicitly writing the identity contribution as the identity block is
actually orthogonal to the partial waves, hence it cannot be expanded in terms of them [9].
It is further argued in [10] that there may be other non-normalizable contributions to the
four-point function that need to be written out explicitly. In particular, any scalar operator
with ∆ < d

2
gives such a contribution. We will assume that either there is no scalar with

∆ < d
2
in the spectrum of the theory or that their contributions can be obtained by analytic

continuation from the principal series.

In (D.15), we also specified that the integration is over the contour C, where recall that
we defined

∫

C
dO ≡

∞∑

JO=0

d
2

+i∞∫

d
2

d∆O
2πi

,

∫

C′
dO ≡

∞∑

JO=0

d
2

+i∞∫

d
2
−i∞

d∆O
2πi

(D.16)

for convenience. Also, note that we give the expansion in terms of s-channel partial waves.
This is indicated by the explicit (s) superscript on ρ and Ψ. Additionally, we leave the
dependence of ρ and ψ on external operators implicit.

The definition of ρ in (D.14) is diagrammatically shown in figure 5. We can pair both
sides with a three-point function and obtain the Euclidean inversion formula:

ρ
(s)
ab (O5) =

∫
ddx1...d

dx5µ(O5)〈Õ1Õ2Õ5〉c · 〈O1O2O3O4〉 · 〈Õ3Õ4O5〉d(
〈Õ1Õ2Õ5〉a, 〈O1O2O5〉c

)(
〈O3O4Õ5〉d, 〈Õ3Õ4O5〉b

) . (D.17)

Note that we can rewrite this as

ρ
(s)
ab (O) =

∫
ddx1...d

dx5〈Õ1Õ2Õ5〉c · 〈Õ3Õ4O5〉d · 〈O1O2O3O4〉
(−1)

2JO5

µ(O5)

(
〈Õ1Õ2Õ5〉a, 〈O1O2O5〉c

)(
〈Õ3Õ4O〉b, 〈O3O4Õ5〉d

) , (D.18)

which we recognize to be

ρ
(s)
ab (O) = ηO(ac)(bd)

(
Ψ

(̃s)cd

Õ
(xi), 〈O1O2O3O4〉

)
. (D.19)
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We could have derived this result by starting from the partial wave expansion of figure
6, pairing it with Ψ

(̃s)cd

Õ
, and utilizing the orthogonality of the partial waves.25

We would like to remind the reader that the diagrams, albeit useful, are to be considered
as schematic expressions only. In particular, they are agnostic to possible signs associated
to the orderings of fermions. As an example, consider (D.12): the equation it stands for is

〈O1O2O3 · · · On〉 =

∫
dOµ(O)

∫
ddxddx′1d

dx′2
〈O1O2O(x)〉a · 〈Õ(x)Õ′2Õ′1〉c · 〈O′1O′2O3 · · · On〉(

〈ÕÕ2Õ1〉a, 〈O1O2O〉c
) ,

(D.21a)
but not

〈O1O2O3 · · · On〉 6=
∫
dOµ(O)

∫
ddxddx′1d

dx′2
〈O1O2O(x)〉a · 〈O′1O′2O3 · · · On〉 · 〈Õ(x)Õ′2Õ′1〉c(

〈ÕÕ2Õ1〉a, 〈O1O2O〉c
) .

(D.21b)
However, one cannot deduce this from the diagram alone.

E Symmetries of 6j Symbols

By representing the 6j symbol as a tetrahedron as in figure 7, we can reveal its symmetries,
as was done in [12]. Explicitly, we can consider the three transformations:

S1 Rotation around the axis that passes through the vertex a and the center of the
triangle ∆bcd, generated by the permutation (15̃4̃)(1̃54)(236)(2̃3̃6̃)(bcd):

{
O1O2O6

O3O4O5

}cdab

= (−1)2`O6

{
Õ5O3O2

O6Õ1O4

}dbac

. (E.1a)

S2 Rotation around the axis that passes through the vertex c and the center of the triangle
25When we pair the partial wave expansion (D.15) with a partial wave, there is actually another term

coming from the pairing of identity exchange with the partial wave. However the pairing of identity exchange
with the partial wave of the same channel is proportional to a tadpole diagram:




2

1

3

4

,

2

1

3

4

O




∝ O
(D.20)

Such diagrams are zero by the irreducibility of the representations unless O = 1, which is never the case for
the partial waves on the principal series.
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1

Figure 7: Diagrammatic form of 6j symbol
(

Ψ
(̃s)cd

Õ5
,Ψ

(t)ab
O6

)
as a tetrahedron.

∆abd, generated by the permutation (125)(1̃2̃5̃)(3̃46)(34̃6̃)(bad):
{
O1O2O6

O3O4O5

}cdab

= (−1)2`O1

{
O2O5Õ3

Õ4O6O1

}cbda

. (E.1b)

S3 Reflection with respect to the plane that passes through the points c, d, and the mid-
point of the line segment ab, generated by the permutation (12)(1̃2̃)(34)(3̃4̃)(66̃)(ba):

{
O1O2O6

O3O4O5

}cdab

= (−1)2`O6

{
O2O1Õ6

O4O3O5

}cdba

. (E.1c)

The overall phases in the front follow from the fermionic nature of the correlators and can
be checked explicitly.

The validity of (E.1) depends on the choice of three point basis. For example, the first
two equalities require us to work in a basis which respects the cyclic permutations; i.e., we
should have 〈O1O2O3〉a = 〈O2O3O1〉a = 〈O2O3O1〉a. Generically, we can always find a
basis which respects this property.

The equality (E.1c) on the other hand requires the basis to respect inversions, i.e. we
should have 〈O1O2O3〉a = 〈O2O1O3〉a. We can always choose a basis to respect this unless
we have `O1 = `O2 . In that case, we can no longer choose two independent bases 〈O1O2O3〉a
and 〈O2O1O3〉a to satisfy the required equality; we need the same basis to satisfy this
condition. However, if we work in a parity definite basis, all nonzero 6j symbols will have
an even number of parity odd three-point structures, therefore the equality holds. Assuming
we are in such a basis, we can use following relations to derive all permutations:

S13 = S23 = S32 = E with (S2 ∗ S1)2 = (S3 ∗ S1)4 = (S3 ∗ S2)2 = E. (E.2)

In summary, we can derive (E.1) and similar identities by considering the inversions and
rotations of the tetrahedron and are valid in a parity definite basis with a cyclic property.
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These conditions are trivially satisfied for external scalars as there is only one three-point
structure.

An interesting set of transformations is the one that does not move the edges 5, 6. There
are only three such permutations:

(12)(1̃2̃)(34)(3̃4̃)(66̃)(ab),

(55̃)(23)(2̃3̃)(14)(1̃4̃)(cd),

(13)(1̃3̃)(24)(2̃4̃)(55̃)(66̃)(ab)(cd),

(E.3)

which yields
{
O1O2O6

O3O4O5

}cdab
= (−1)2`O6

{
O2O1Õ6

O4O3O5

}cdba
= (−1)2`O5

{
O4O3O6

O2O1Õ5

}dcab
= (−1)2`O5

+2`O6

{
O3O4Õ6

O1O2Õ5

}dcba
.

(E.4)

But we also know how to relate

{
O1O2O6

O3O4Õ5

}
to

{
O1O2O6

O3O4O5

}
, and likewise for O6, due to

shadow symmetry of the partial waves.

We may also be interested in interchanging O5,6 in the 6j symbol, and this can be
achieved with the transformation T = (11̃)(24̃)(33̃)(56)(ad)(bc):

{
O1O2O6

O3O4O5

}cdab

= (−1)2(`O5
+`O6)

{
Õ1Õ4O5

Õ3Õ2O6

}badc

. (E.5)

Likewise, with the transformation T = (13̃)(22̃)(44̃)(56̃)(ac)(bd), we get
{
O1O2O6

O3O4O5

}cdab

=

{
Õ3Õ2Õ5

Õ1Õ4Õ6

}abcd

. (E.6)

F OPE Coefficients

F.1 MFT Coefficients for Higher Twist Towers

In section 4 we presented the MFT coefficients for the leading twist towers; in this appendix,
we present the results for higher twist towers.
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For 〈φψψφ〉 :

P
(s)
11

(
[φψ]n,J

)
=

(2J + 1)22∆φ−4Γ(J + 1) cos
(
π
(
∆ψ + ∆φ

))
Γ
(
n+ ∆ψ − 1

)
Γ
(
n+ ∆φ − 1

2

)
Γ
(
J + n+ ∆ψ

)
π3/2n!Γ

(
J + 3

2

)
Γ
(
∆ψ − 1

)
Γ
(
∆ψ + 1

2

)
Γ
(
2∆φ − 1

)
Γ(J + n+ 1)

×
(
2∆ψ + 2∆φ + 4J + 4n− 3

)
Γ
(
J + n+ ∆φ − 1

2

)
Γ
(
−2n−∆φ −∆ψ + 7

2

)
Γ
(
2J + 2n+ ∆φ + ∆ψ − 1

2

)
×

Γ
(
n+ ∆φ + ∆ψ − 5

2

)
Γ
(
J + n+ ∆φ + ∆ψ − 3

2

)
Γ
(
J + 2n+ ∆φ + ∆ψ − 1

)
Γ
(
J + 2n+ ∆φ + ∆ψ − 3

2

) , (F.1a)

P
(s)
22

(
[φ∂ψ]n,J

)
=P

(s)
11

(
[φψ]n,J

) (
∆ψ + n− 1

) (
∆φ + J + n− 1

2

) (
∆ψ + ∆φ + n− 5

2

) (
1
2

(
∆ψ + ∆φ + J − 1

)
+ n

)
2(J + n+ 1)

(
1
4

(
2∆ψ + 2∆φ − 5

)
+ n

) (
∆ψ + ∆φ + J + 2n− 3

2

) (
J + 1

4

(
2∆ψ + 2∆φ + 4n− 3

)) .
(F.1b)

For 〈ψ1ψ2ψ2ψ1〉 :

P
(s)
[ψ1αψ2β ]n,J

= −
(
n(∆1+∆2+2J+2n−2)

4J
c1 c2

c2 (∆1 + ∆2 + J + 2n− 2) (∆1 + ∆2 + 2J + 2n− 2) c3

)

× Γ
(
J + n+ ∆2 − 1

2

)
Γ
(
J + n+ ∆1 + ∆2 − 5

2

)
Γ (J + 2n+ ∆1 + ∆2 − 3)

Γ (2n+ ∆1 + ∆2 − 3) Γ
(
J + 2n+ ∆1 + ∆2 − 5

2

)
Γ (2J + 2n+ ∆1 + ∆2 − 1)

× Γ
(
J + 3

2

)
Γ (n+ ∆1 − 1) Γ (n+ ∆2 − 1) Γ (n+ ∆1 + ∆2 − 3) Γ

(
J + n+ ∆1 − 1

2

)

(J + 1)n!Γ (∆1 − 1) Γ
(
∆1 + 1

2

)
Γ (∆2 − 1) Γ

(
∆2 + 1

2

)
Γ(J)Γ

(
J + n+ 3

2

) ,

(F.2)

and

P
(s)
[ψ1αψα2 ]n,J

= −22∆1+2∆2−6

(
1+J

2
d1 d2

−d2 −J
2
d3

)

× Γ
(
J + 3

2

)
(∆1 + ∆2 + 2J + 2n− 1) Γ (n+ ∆1 − 1) Γ (n+ ∆2 − 1) Γ (n+ ∆1 + ∆2 − 2)

π (2∆1 − 1) (2∆2 − 1) (J + 1)n!Γ (2∆1 − 2) Γ (2∆2 − 2) Γ(J + 1)Γ
(
J + n+ 3

2

)

×Γ
(
J + n+ ∆1 − 1

2

)
Γ
(
J + n+ ∆2 − 1

2

)
Γ
(
J + n+ ∆1 + ∆2 − 3

2

)
Γ (J + 2n+ ∆1 + ∆2 − 2)

Γ (2n+ ∆1 + ∆2 − 2) Γ
(
J + 2n+ ∆1 + ∆2 − 3

2

)
Γ (2J + 2n+ ∆1 + ∆2)

,

(F.3)
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where

c1 =4J2 (∆1 + ∆2 + n− 3) + 4J (∆1 + ∆2 + n− 3) (∆1 + ∆2 + 2n− 2)

+ (∆1 + ∆2 + 2n− 3) (2∆1 + 2∆2 + 2n− 5) ,

c2 =4n

(
∆1 + ∆2 + n− 7

2

)(
1

2
(∆1 + ∆2 + J − 2) + n

)(
J +

1

2
(∆1 + ∆2 + 2n− 2)

)
,

c3 =J2 + J (∆1 + ∆2 + 2n− 2) + (2n+ 1) (∆1 + ∆2 + n− 3) ,

d1 =2J2 (∆1 + ∆2 + 2n− 2) + (2∆1 + 2n− 1) (∆1 + ∆2 + 2n− 2) (2∆2 + 2n− 1)

+ J
(
−9∆1 − 9∆2 + 2

(
∆2

1 + ∆2
2 + 4∆1∆2 + 6n2 + (6∆1 + 6∆2 − 9)n

)
+ 6
)
,

d2 = (∆1 −∆2) J(J + 1)

(
∆1 + ∆2 + J + 2n− 3

2

)
,

d3 =J
(
−11∆1 − 11∆2 + 2

(
∆2

1 + ∆2
2 + 4∆1∆2 + 6n2 + (6∆1 + 6∆2 − 11)n

)
+ 10

)

+ 4 (∆1 + n− 1) (∆2 + n− 1) (∆1 + ∆2 + 2n− 1) + 2J2 (∆1 + ∆2 + 2n− 2) .
(F.4)

For 〈ψψψψ〉 :

P
(s)
[ψαψβ ]n,J

= n
(−1)J+1

(
(−1)J + 1

)
2−2J−4n+1Γ

(
J + 3

2

)
Γ (n+ ∆ψ − 1) Γ (n+ 2∆ψ − 3)

(1− 2∆ψ)2 Γ(J + 2)Γ(n+ 1)Γ (2 (∆ψ − 1)) 2Γ
(
J + n+ 3

2

)

× Γ
(
J + n+ ∆ψ − 1

2

)
Γ
(
J + n+ 2∆ψ − 5

2

)
Γ (J + 2n+ 2∆ψ − 3)

Γ
(
n+ ∆ψ − 3

2

)
Γ (J + n+ ∆ψ − 1) Γ

(
J + 2n+ 2∆ψ − 5

2

)
(
c1 c2

c2
1
n
c3

)
, (F.5)

and

P
(s)
[ψαψα]n,J

=
(−1)J2−2J−4nΓ

(
J + 3

2

)
Γ (n+ ∆ψ) Γ (n+ 2∆ψ − 2) Γ (J + 2n+ 2∆ψ)

(1− 2∆ψ) 2Γ(J + 2)Γ(n+ 1)Γ (2∆ψ − 2) 2Γ
(
J + n+ 3

2

)
Γ
(
J + 2n+ 2∆ψ − 3

2

)

× Γ
(
J + n+ ∆ψ + 1

2

)
Γ
(
J + n+ 2∆ψ − 3

2

)

Γ
(
n+ ∆ψ − 1

2

)
Γ (J + n+ ∆ψ)


 −

(1+(−1)J)(J+1)

J+2(n+∆ψ−1)
0

0
(−1+(−1)J)J
J+2n+2∆ψ−1


 , (F.6)

where

c1 =4J2 (2∆ψ + n− 3) + 8J (∆ψ + n− 1) (2∆ψ + n− 3) + (2∆ψ + 2n− 3) (4∆ψ + 2n− 5) ,

c2 =2J (4∆ψ + 2n− 7) (J + 2 (∆ψ + n− 1)) ,

c3 =4J (J + 2 (∆ψ + n− 1))
(
J2 + 2J (∆ψ + n− 1) + (2n+ 1) (2∆ψ + n− 3)

)
.

(F.7)
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F.2 Corrections to OPE Coefficients for [φψ]+0

In (5.24) we related the OPE function of spinning operators to the scalar 6j symbols, which
we reproduce for reader’s convenience:

ρ(s)
ac (O)Scb(O3O4[Õ])

∣∣∣∣
G

(t),fg
O6

= λ326,fλ146,g

∑

φi,O′,O′6

Kfgab
(
O1 O2 O3 O4 O O6

φ1 φ2 φ3 φ4 O′ O′6

)

S(φ3φ4[Õ′])
η

(s)
O′

(
φ1 φ2 O′6
φ3 φ4 O′

)
. (F.8)

By taking the double poles in ∆ on both sides, we can extract δhP for spinning operators in
terms of scalar data, which we detailed and illustrated in section 5.3. In this appendix, we
will use this equation to extract correction to OPE coefficients for double twist operators
[φψ]+0 due to an exchange of a scalar in the crossed channel.

We see in (5.32) that the δhP for [φψ]+0,J reads as

(δhP )11([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

=− iλφφφ6λ
1
ψψφ6

dp
J− 1

2
,0

1 (ψ
1
2 , φ, φ6),

(δhP )12([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

=(δhP )21([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

= (δhP )22([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

= 0,

(F.9)

as only the first term in (5.28) contributes. For (δP ) on the other hand, we do not need
double poles (single poles are sufficient) and there are also cross terms, hence we have

(δP )11([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

=− iλφφφ6λ
1
ψψφ6

p
J− 1

2
,0

1,+ ,

(δP )12([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

=− λφφφ6λ
3
ψψφ6

(
i (2`5 + 1)

∆6 − 1
p
J+ 1

2
,0

1,−

+
8i (∆ψ + `5 − 1) (∆φ + `5 − 1) (∆ψ + ∆φ + `5 − 2)

(∆6 − 1) (2∆ψ + 2∆φ + 4`5 − 5) (2∆ψ + 2∆φ + 4`5 − 3)
p
J− 1

2
,0

1,−

)
,

(δP )12([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

=iλφφφ6λ
3
ψψφ6

1

∆6 − 1
p
J− 1

2
,0

2,− ,

(δP )22([φψ]+0,J)

∣∣∣∣
G

(t)
φ6

=0,

(F.10)
where we define the shorthand notation

pJ,ni,± ≡ pJ,ni (ψ±, φ, φ, ψ
1
2 , φ6) (F.11)
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for

pJ,n1 (φ1, φ2, φ3, φ4,O6) ≡ lim
∆→∆1+∆2+J+2n

(∆−∆1 −∆2 − J − 2n)
S(φ3φ4[Õ∆,J ])

η
(s)
O∆,J

(
φ1 φ2 O6

φ3 φ4 O∆,J

)
,

(F.12a)

pJ,n2 (φ1, φ2, φ3, φ4,O6) ≡ lim
∆→∆3+∆4+J+2n

(∆−∆3 −∆4 − J − 2n)
S(φ3φ4[Õ∆,J ])

η
(s)
O∆,J

(
φ1 φ2 O6

φ3 φ4 O∆,J

)
.

(F.12b)

We can compute p similar to dp and include both perturbative and nonperturbative
corrections to OPE coefficients. For brevity, we only reproduce the leading piece of the
perturbative correction at large `:

(δP )([φψ]+0,`5)

∣∣∣∣
G

(t)
φ6

=
i
√
π(−1)`5−

1
2 2−∆ψ−∆φ+∆6−2`5+ 5

2 `
∆ψ+∆φ−∆6−1
5

Γ
(
−∆6

2
+ ∆ψ + 1

2

)
Γ
(
∆φ − ∆6

2

)

×



−λφφφ6λ

1
ψψφ6

Γ(∆6+1
2 )H∆6−2

2√
πΓ(∆6

2 )
λφφφ6λ

3
ψψφ6

Γ(−∆6
2

+∆ψ+ 1
2)

2
√
`5Γ(∆ψ−

∆6
2 )

λφφφ6λ
3
ψψφ6

Γ(−∆6
2

+∆ψ+ 1
2)

2
√
`5Γ(∆ψ−

∆6
2 )

0


 , (F.13)

where Ha is the Harmonic number. As a consistency check, we see that setting

∆6 → 0 , λφφφ6 → 1 , λ1
ψψφ6

→ i , λ3
ψψφ6

→ 0 (F.14)

reduces the result to the MFT coefficient (4.10a).

G K Coefficients

In this appendix, we present the explicit expression for the K coefficients defined in (5.25)
for 〈ψφφψ〉. As there are a different number of three-point tensor structures depending on
whether `5,6 = 0, the minimal complete set of nonzero K coefficients differs for each case.
We already presented the results for 〈ψφφψ〉 with `6 = 0 in (5.28), so we will detail the
〈ψφφψ〉 with `6 6= 0 below. For 〈ψ1ψ2ψ2ψ1〉 and 〈ψψψψ〉, the coefficients become quite
lengthy so we do not reproduce them here; please see the attached Mathematica file for
their explicit expressions.

For the correlator 〈ψφφψ〉, the list below constitutes a sufficient set of nonzero K
coefficients if the exchanged operator in t-channel is not a scalar.26 For convenience, we
use the same shorthand notation as earlier:

∆abc = ∆a + ∆b + ∆c , ∆c
ab = ∆a + ∆b −∆c. (G.1)

26For scalar exchange in the t-channel, see (5.28).
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The coefficients are:

K·211

(
ψ1 φ2 φ2 ψ1 O5 O6

φ
− 1

2
1 φ2 φ2 φ

− 1
2

1 O−
1
2 ,− 1

2
5 O6

)
i(∆5− 3

2)(∆125+`5− 9
2)2(∆2

15+`5− 3
2)2

16(∆5−2)(∆6−1)`6(∆5+`5−2)(∆5+`5−1)

K·222

(
ψ1 φ2 φ2 ψ1 O5 O6

φ
− 1

2
1 φ2 φ2 φ

− 1
2

1 O−
1
2 ,

1
2

5 O6

)
− i(∆5− 3

2)(`5+ 1
2)(−∆125+`5+ 11

2 )2(−∆2
15+`5+ 5

2)2

16(∆5−2)(∆6−1)(`5+1)`6(−∆5+`5+2)(−∆5+`5+3)

K·222

(
ψ1 φ2 φ2 ψ1 O5 O6

φ
− 1

2
1 φ2 φ2 φ

− 1
2

1 O
1
2 ,− 1

2
5 O6

)
− i(∆5

12+`5− 3
2)2

4(∆6−1)`6

K·211

(
ψ1 φ2 φ2 ψ1 O5 O6

φ
− 1

2
1 φ2 φ2 φ

− 1
2

1 O
1
2 ,

1
2

5 O6

)
i(`5+ 1

2)(−∆5
12+`5+ 5

2)2

4(∆6−1)(`5+1)`6

K·312

(
ψ1 φ2 φ2 ψ1 O5 O6

φ
− 1

2
1 φ2 φ2 φ

1
2
1 O−

1
2 ,− 1

2
5 O6

)
i(∆5− 3

2)(∆125+`5− 9
2)(∆2

15+`5− 3
2)(∆1

25+`5− 3
2)

8(∆5−2)(∆6−1)(∆5+`5−2)(∆5+`5−1)

K·412

(
ψ1 φ2 φ2 ψ1 O5 O6

φ
− 1

2
1 φ2 φ2 φ

1
2
1 O−

1
2 ,− 1

2
5 O6

)
i(∆5− 3

2)(∆125+`5− 9
2)(∆2

15+`5− 3
2)(∆1

25+`5− 3
2)

8(∆5−2)`6(∆5+`5−2)(∆5+`5−1)

K·321

(
ψ1 φ2 φ2 ψ1 O5 O6

φ
− 1

2
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