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CT-CPP: Coverage Path Planning for 3D Terrain
Reconstruction using Dynamic Coverage Trees

Zongyuan Shen Junnan Song Khushboo Mittal Shalabh Gupta?

Abstract—This letter addresses the 3D coverage path planning
(CPP) problem for terrain reconstruction of unknown obstacle-
rich environments. Due to sensing limitations, the proposed
method, called CT-CPP, performs layered scanning of the 3D
region to collect terrain data, where the traveling sequence is
optimized using the concept of a coverage tree (CT) with a
TSP-inspired tree traversal strategy. The CT-CPP method is
validated on a high-fidelity underwater simulator and the results
are compared to an existing terrain following CPP method.
The results show that CT-CPP yields significant reduction in
trajectory length, energy consumption, and reconstruction error.

Index Terms—Motion and Path Planning; Mapping; Marine
robotics

1. INTRODUCTION

COVERAGE path planning (CPP) [1] aims to find a path
that enables a robot to scan all points in the search space

with minimum overlap [2]. CPP has a wide range of appli-
cations, such as seabed mapping [3], [4], spray-painting [5],
[6], structural inspection [7]–[9], mine-hunting [10], oil spill
cleaning [11], and arable farming [12].

Existing CPP approaches are of two types: 2D and 3D.
While 2D approaches are applied for tasking on 2D sur-
faces [13] (e.g., floor cleaning and lawn mowing), they are
rendered insufficient for applications involving 3D surfaces.
For example, a 2D CPP method can be applied for mapping a
3D underwater terrain by operating an autonomous underwater
vehicle (AUV) at a fixed depth, such that the side-scan sonar
can scan the seabed. However, this approach will be unable to
explore the regions above the AUV, thus generating an incom-
plete terrain map. On the other hand, if the AUV is operated
at a higher level, then the sensors will be unable to scan the
terrain due to their limited field of view (FOV). Therefore,
a 3D CPP method is needed for 3D terrain mapping; see
Section 2 for a review of 3D CPP methods.

A. Summary of the Proposed Method

This letter presents an online 3D CPP method for complete
coverage of a priori unknown environments with an applica-
tion to underwater terrain reconstruction. In this method, a 3D
underwater region is sliced into multiple 2D planes starting
from the ocean surface, as shown in Fig. 1. The AUV can
then perform top-down layered sensing by navigating on these
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Fig. 1. An example of a 3D region represented by a coverage tree.

planes and sensing the region below. However, it is possible
that these planes are partitioned by obstacles into disconnected
subregions, for example, levels 1 and 2 of Fig. 1.

Definition 1.1 (Disconnected Subregions). Two subregions on
a plane are said to be disconnected (or path-disconnected)
if there exists no path on that plane connecting them. Note:
disconnected subregions could be connected in the 3D space.

A simple layered sensing approach will miss the discon-
nected subregions which are on the other side of the obstacle
and achieve only partial coverage. To address this issue, we
developed a novel method, called CT-CPP, using a coverage
tree (CT) [14], where the nodes (except the root node) of CT
represent the disconnected subregions, as shown in Fig 1. CT-
CPP incrementally builds a CT in a top-down manner, which
is used to plan and track the progress of 3D coverage.

Once the AUV reaches a node, it covers the corresponding
subregion using a 2D CPP algorithm [2]. During the coverage
of each planar subregion, the AUV uses the downward-facing
multi-beam sonar sensor to collect data for the 3D terrain
structures that are within the sensor’s range extended at least
up to the plane below. Based on the data, the AUV projects
and stores the information about obstacles intersecting the
plane below by forming a 2D probabilistic occupancy map
(POM) [15]. Since the underwater terrain may contain narrow
regions which can be risky for the AUV to navigate and avoid
collisions, an image morphological operator ‘closing’ [16] is
applied on the POM to close the narrow areas. This serves two
purposes: i) the updated 2D obstacle map is used to identify
the disconnected subregions on that plane. i.e., it adds child
nodes to the CT, and ii) it ensures the AUV’s safety when it
navigates on that plane.

The updated tree is then used to plan the AUV trajectory
by generating an optimized tree traversal sequence using a
heuristics-based solution to the traveling salesman problem
(TSP). The above process continues until the AUV completes
the coverage of all nodes of the tree and no new nodes
are created. Then, the data collected from all nodes are
integrated offline for complete 3D terrain reconstruction. The
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(a) CT-CPP method (b) TF-CPP method

Fig. 2. Coverage trajectories of (a) CT-CPP and (b) TF-CPP methods.

performance of CT-CPP is comparatively evaluated on a high-
fidelity underwater robotic simulator called UWSim [17].

B. Contributions
The main contribution of this letter is development of a

novel online 3D CPP method, called CT-CPP, for unknown
underwater terrain reconstruction considering limited sensing
range, vehicle safety, and disconnected subregions formed by
obstacles. CT-CPP follows a TSP-optimized node traversal se-
quence of an incrementally built CT for complete 3D coverage.
The letter extends our preliminary work [18] by presenting i) a
detailed formulation of the CT-CPP method, ii) generation of
2D symbolic maps for safe navigation on the planes, iii) a TSP-
based tree traversal strategy, and iv) comparative evaluation
showing significant reductions in trajectory length, energy
consumption and reconstruction error.

C. Organization
The letter is organized as follows. Section 2 reviews the

existing 3D CPP methods. While Section 3 formulates the
problem, Section 4 describes the CT-CPP method. Section 5
presents the results and Section 6 concludes the paper.

2. RELATED WORK

A review of existing coverage methods is presented in [1].
While offline methods assume the environment to be a priori
known, online methods (i.e., sensor-based) are adaptive and
compute the coverage paths in situ [2], [13], [18]. Some
relevant 3D CPP approaches are discussed below.

Galceran et. al. [19] presented a method for underwater
terrain reconstruction which relies on a priori known bathy-
metric map. The terrain is classified into high-slope and planar
areas, which are covered using a slicing algorithm and lawn-
mowing paths, respectively. However, its performance can
degrade if the a priori information is incorrect. Lee et. al. [20]
decomposed a 3D underwater space into multiple 2D layers at
various depths, and the AUV performs the 2D coverage [21]
of each layer in a bottom-up manner. The explored areas at
a lower layer are marked as artificial islands at higher layers,
thus avoiding repeated scan of the same region; however, this
bottom-up search could miss several disconnected regions.

Hert et. al. [22] proposed an online 3D CPP method
for underwater environments, called terrain following CPP
(TF-CPP), where the AUV follows the back-and-forth paths
systematically and maintains a constant distance to the ter-
rain. Fig. 2(b) shows an example of the TF-CPP trajectory.
However, as seen in Fig. 2(b), TF-CPP could miss the side
faces of steep mountains. Moreover, this method did not
address the risk issue in constricted areas. In addition, due

Table I: Comparison of Key Features of CT-CPP and TF-CPP
CT-CPP TF-CPP

Terrain Surface Projectively planar Projectively planar

Coverage Pattern Hierarchical multi-level
coverage of a 3D region

Terrain following
and lapping

Approach
Uses coverage tree and
TSP-based optimization
to plan the trajectory

Maintains a safe distance
from the terrain using
sensor readings

Vehicle Safety
Probabilistic occupancy
map to avoid constricted
areas for safety

No clear method to
avoid constricted areas

Energy Efficiency Reduced vertical motions Many vertical motions
Coverage Quality Low reconstruction error Missed side faces

Control Effort Easy to maintain straight
motion at a fixed depth

Difficult to follow
complex terrains

to terrain following, it could generate lot of vertical motions.
In comparison, the CT-CPP trajectory, shown in Fig. 2(a), will
achieve complete 3D coverage (Defn 3.2) by layered sensing,
while ensuring safety in constricted areas. Table I shows a
comparison of the key features of CT-CPP and TF-CPP.

Cheng et. al. [23] presented a 3D coverage strategy for urban
structures using unmanned air vehicles (UAVs), where these
structures are represented by simplified abstract models such
as hemispheres and cylinders. In obstacle-free space, Sadat
et. al. [14] presented a recursive algorithm for non-uniform
coverage of unknown terrains using UAVs. The UAV operates
at various altitudes, and identifies the areas of interest located
at lower altitudes. This dynamically grows a coverage tree,
where each node refers to an area of interest where high-
resolution data is collected. Later in [24], this method was
improved using Hilbert space filling curves to reduce the
trajectory length; however, their method works for obstacle-
free environments. Some sampling-based approaches [8], [9]
are proposed for online exploration; however, they could
generate random vertical motions consuming more energy.

3. PROBLEM FORMULATION

Let U ⊂ R3 be an unknown underwater region containing a
mountainous terrain. It is assumed that this terrain is a projec-
tively planar surface [22]. As shown in Fig. 3, a projectively
planar surface is intersected by a vertical line at only one point
while a surface that is not projectively planar is intersected at
three or more points. The objective is to map this terrain using
an AUV equipped with a downward-facing sonar with a field
of view (FOV) defined by the sensing range r ∈ R+ and
aperture angle θ ∈ [0, π), as shown in Fig. 4. The AUV also
has a forward-facing sonar for safe navigation on a plane.

For 3D CPP, U is sliced into L ∈ N+ equidistant horizontal
planes {A` ⊂ R2, ` = 0, . . . L − 1}, separated by a distance
∆h < r, where A0 is the ocean surface, while AL−1 is the
lowest plane from which the downward-facing sonar beams are
able to reach the seabed. Note that these planes are constructed
incrementally and L is a priori unknown.

Starting from A0, the AUV navigates on each plane to
collect data using its downward-facing sonar sensor within
its FOV. This data is used offline for 3D terrain reconstruc-
tion [25]. Each plane is covered using a 2D-CPP algorithm
(This paper uses the ε∗-algorithm [2] for planar coverage). If
there is an obstacle (e.g., an island) on the ocean surface, it
can be detected by the forward-facing sonar when the AUV
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(a) Projectively planar surface. (b) Not a projectively planar surface.

Fig. 3. Underwater terrain surface types.

navigates on A0. The 2D-CPP algorithm generates a back and
forth motion pattern that consists of laps as defined below.

Definition 3.1 (Lap). A lap is a straight line on which
the AUV navigates without obstruction by an obstacle or a
boundary during the back and forth coverage of a planar
region. Furthermore, the lap width w is defined as the distance
between two adjacent laps. An example is shown in Fig. 2a.

Now we describe how ∆h is selected offline to ensure
that the 3D space between any two successive planes is fully
covered by the sonar’s FOV.

Proposition 3.1. Given the sensor FOV parameters (r, θ), the
3D terrain between any two adjacent planes A`−1 and A` is
completely covered if ∆h is within the bounds

0 < ∆h ≤
(√

r2 − 2.25w2 − 1.5w cot(θ/2)
)
.

Proof. Consider the side face of an obstacle. Suppose the AUV
is navigating at A`−1. Since the sonar FOV with θ < π can
provide only partial coverage of the 3D structures between
A`−1 and A`, the sonar FOV from A`−2 must overlap with
that of A`−1 to cover the gaps. This requires appropriate
selection of ∆h for positioning A`−1 to achieve the minimum
necessary overlap, as shown in Fig. 4a. Now, suppose for
safety consideration, the minimum distance of the closest lap
from the obstacle is 0.5w. Then, the maximum distance the
obstacle could be from this lap is 1.5w, otherwise the AUV
could move to a closest lap to the obstacle. Then, considering
the worst case scenario when the distance between the closest
lap and obstacle is 1.5w, we get from the geometry of Fig. 4a,
(∆h+ 1.5w cot(θ/2))

2 ≤ r2 − (1.5w)2. Similarly, for the
flat face of an obstacle, only distance of 0.5w needs to be
considered. From Fig. 4b, we see that the above bound for
∆h will also guarantee coverage of horizontal surfaces.

Corollary 3.1. For ∆h > 0, w < 2
3r sin(θ/2).

While navigating on a plane, the AUV may detect dis-
connected subregions on the plane below. The process of
identifying disconnected subregions is described in Section
4-B. Let the set of disconnected subregions on a plane A` be
denoted as A`S= {A`s ⊆ A`, s = 1, . . . |A`S |}, where each A`s
is a disconnected subregion such that:
• A`i ∩ A`j = ∅,∀A`i ,A`j ∈ A`S , i 6= j and

•
⋃|A`

S |
s=1 A`s ⊆ A`

Then, the total area formed by all such subregions is:

AC =

L−1⋃
`=0

|A`
S |⋃

s=1

A`s (1)

(a) Complete coverage of a vertical surface

(b) Complete coverage of a horizontal surface

Fig. 4. Setting ∆h for complete coverage of 3D space between any
two successive planes A`−1 and A` with limited sonar FOV.

Thus, complete coverage is achieved if each of these sub-
regions are visited and covered.

Definition 3.2 (Complete Coverage). Let A(k) ∈ A`S be the
subregion visited and covered by the AUV at time instance k.
Then, U is said to achieve complete coverage if ∃K ∈ N+ s.t.
the sequence {A(k), k = 1, . . . ,K} covers AC , i.e.,

AC =

K⋃
k=1

A(k) (2)

Next, we present a 3D CPP method for complete coverage
of AC , and thereby achieving full terrain reconstruction of U .

4. CT-CPP METHOD

This section presents the details of the CT-CPP method.

A. Coverage Tree

A coverage tree is used to track the search progress and
compute the sequence of visiting subregions during the cover-
age operation. Formally, a coverage tree is defined as follows.

Definition 4.1 (Coverage Tree). A coverage tree Q = (N ,B)
is defined as an undirected acyclic graph that consists of:

• A node set N =
{
n`s : s = 1, . . . |A`S |; ` = 0, . . . L− 1

}
,

where a node n`s corresponds to the subregion A`s ∈ A`S
at level `. While n0

1 is the single root node at level 0,
every other node has only one parent.

• A branch set B = {bi : i = 1, . . . |B|}, where each branch
connects a parent node with its child node.

While exploring a node (i.e., a planar subregion) at any
level, the CT is incrementally built online by adding the child
nodes corresponding to the disconnected subregions at the
level below. This requires construction of the 2D symbolic map
for the level below to identify the disconnected subregions on
that plane as described below.
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B. Generation of 2D Symbolic Maps for Navigation on Planes

While exploring any plane A`−1, ` ∈ {1, . . . L − 1}, the
AUV constructs the probabilistic occupancy map (POM) for
A`, i.e., the plane below, using sensor measurements.

1) Construction of the POM: For constructing POM, first
we construct a tiling on A` as follows.

Definition 4.2 (Tiling). A set T ` = {τ `γ ⊂ R2 : γ =
1, . . . |T `|} is a tiling of A` if its elements, called tiles (or
cells) have mutually exclusive interiors and cover A`, i.e.,

• I
(
τ `γ
)⋂

I
(
τ `γ′
)

= ∅,∀γ, γ′ ∈ {1, . . . |T `|}, γ 6= γ′

•
|T `|⋃
γ=1

τγ = A`,

where I
(
τ `γ
)

denotes the interior of the cell τ `γ ∈ T `.

The POM stores the probability of obstacle occupancy at
each cell of the tiling at A`. Given the sensor information
collected by the AUV while navigating at plane A`−1, the
occupancy grid mapping algorithm [15] is used to estimate the
occupancy probability for each cell τ `γ on plane A`, to generate
its probabilistic occupancy map (POM). Let o`γ be a random
variable defined on the set {0,1} to model the occupancy of τ `γ ,
where 0 and 1 denote the obstacle-free and obstacle-occupied
cells, respectively. Due to lack of a priori knowledge of the
environment, all cells are initialized with a probability of 0.5.
Subsequently, the occupancy probability is updated using the
Bayes’ rule as follows

p(o`γ |z1:t, x1:t) =
p(zt|o`γ , z1:t−1, x1:t)p(o

`
γ |z1:t−1, x1:t)

p(zt|z1:t−1, x1:t)
,

(3)
where z1:t and x1:t denote the set of sensor measurements and
set of robot positions, respectively; from the beginning until
time t. Based on the Markov assumption and converting into
the log odds notation [15] we get the recursive relation

l(o`γ |z1:t, x1:t) = l(o`γ |zt, xt)︸ ︷︷ ︸
inverse sensor model

+ l(o`γ |z1:t−1, x1:t−1)︸ ︷︷ ︸
recursive term

, (4)

where l(x) = log p(x)
1−p(x) . Since the prior p(o`γ) = 0.5, we

have l(o`γ) = 0. Also, l(o`γ |zt, xt) =
∑M
m=1 l(o

`
γ |zmt , xt),

where m ∈ N+ denotes the sensor beam, while M ∈ N+

represents the total number of beams in the multi-beam sonar.
The sampling interval is ∆t ∈ R+. If the mth beam detects an
obstacle in τ `γ , then l(o`γ |zmt , xt) is equal to locc, else it is equal
to lfree, where lfree = −locc. If the beam does not even pass
through the cell, then l(o`γ |zmt , xt) = 0. Next, locc and lfree are
computed as follows. Specifically, the total number of beams
crossing a certain cell per scan is given as B =

2Mtan−1( w
2∆h )

θ .
Then, the total number of beams crossing the cell during its
traversal by the AUV is Btotal = w/v

∆t B, where v is the AUV
speed. Now, if all beams detect an obstacle, then considering
the effects of false measurements, we assume that a probability
of 0.9 is achieved about the cell’s obstacle occupancy. Then,
Btotal × locc = log 0.9

1−0.9 . Thus, locc = 0.002.

Fig. 5. The Probabilistic Occupancy Map (POM) before and after the
image morphological closing operation with 3× 3 structure element.

2) Construction of the Symbolic Map: The POM is then
transformed into a symbolic map of A` using a symbolic
encoding [26] Φ` : T ` → Σ, which reads the probability of
each cell τ `γ ∈ T ` and assigns it a state from the alphabet
Σ = {U, S, T}, where U ≡ Unexplored, S ≡ Safe, and
T ≡ Threat. While U is assigned to the cells which have
not been scanned by the AUV sensor, T is assigned to the
cells with high occupancy probability, thus posing a risk to the
AUV. The remaining cells are assigned S, and are considered
safe for the AUV navigation. To compute the T and S cells,
first an image morphological operator ‘closing’ [16] is applied
to the POM to close constricted spaces for safety of the
AUV. The closing operator expands the boundaries of regions
with high occupancy probability cells and shrinks those with
low occupancy probability cells by performing image dilation
followed by erosion. Fig. 5 shows an example where the
closing operator enlarges the regions in constricted spaces with
high occupancy probability. Subsequently, a symbolic map Φ`

is obtained such that the cells whose occupancy probability
is higher than the threat probability pT = 0.2 are marked as
threat (T ), while the others are marked as safe (S). This means
that the 2D coverage planner at that plane will not allow the
AUV to go too close to the risky regions for vehicle safety.

3) Identification of Disconnected Subregions: Once the
symbolic map is obtained, the floodfill algorithm [27] is
applied to identify the set of disconnected subregions A`S .
Specifically, starting at a safe cell which does not belong to
any identified subregion, the algorithm recursively searches for
reachable safe cells in four directions until no more safe cells
can be found. Then, these cells are grouped together to form a
new subregion. The above process repeats until all subregions
are found. These subregions are then added as child nodes to
the current node of the CT.

C. Incremental Construction of the Coverage Tree
Fig. 6 illustrates the process of incremental construction of

the CT. As seen in Fig. 6(a), the tree Q is first initialized
with the root node n0

1 which corresponds to the search area
A0

1 at level ` = 0. The AUV covers n0
1 using a 2D-CPP

algorithm [2], which guarantees complete coverage of any
2D connected region. While navigating A0

1, AUV uses the
downward-facing multi-beam sonar sensors to generate the
POM for level ` = 1. Upon complete coverage of n0

1, the POM
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U: Unexplored T: Threat S: Safe Traversal Sequence Unvisited Node Visited Node Current Node

Fig. 6. Incremental construction of the coverage tree.

is transformed into a symbolic map (see details in Section 4-B)
as shown in Fig. 6(b). The symbolic map reveals that at level
` = 1, there exist two disconnected subregions separated by
obstacles. These newly discovered subregions are updated to
the CT as child nodes n1

1 and n1
2. Then the AUV covers the

node n1
1 and adds its children n2

1 and n2
2 to the tree, as shown

in Figs. 6(c) and (d). Similarly, the AUV covers n1
2 and adds

its children n2
3 and n2

4, as shown in Figs. 6(e) and (f). The
operation stops when there are no unvisited nodes available in
the tree and AC is completely covered.

D. Computation of the Tree Traversal Sequence

With the incremental construction of the CT, a modified
TSP-based strategy is proposed for tree traversal.

Let ek, k ∈ {1, . . . |N |} denote the event that the AUV
finishes coverage of the kth node on the CT. Let Qek be
the tree that has been updated right after the event ek. Let
Nek be the node set of Qek . For the purpose of tracking
the coverage progress, each node of Qek is assigned a state
using another symbolic encoding Φek : Nek → {E,U}, where
E ≡ Explored and U ≡ Unexplored. This encoding generates

the set partition Nek ={NE ,NU}, where NE and NU are the
sets of explored and unexplored nodes, respectively.

Next, a graph G = (V, E) is derived from Qek , whose vertex
set V = {vi : v0 ∈ NE and vi ∈ NU , ∀i = 1, . . . η−1}, where
v0 is the most recently explored node, and |V| = η. The edge
set E = {eij ≡ (vi, vj) : vi 6= vj ,∀vi, vj ∈ V}.

Furthermore, to compute the transition cost between ver-
tices, each vertex vi ∈ V is assigned coordinates (xvi , yvi , zvi),
such that for v0 they denote the current position of the
AUV, while for other nodes, they denote the centroid of the
corresponding subregion. Consider any two nodes vi and vj
located at planes `i and `j , respectively. Further, suppose that
the first common ancestor node of vi and vj on the CT, from
which a unique path exists to vj , is located at level `a. Then,
the edge eij ∈ E between vi and vj is assigned an estimated
transition cost wij ≡ wvivj ∈ R+, as

wij = wupij + whzij + wdownij (5)

where wupij = |h(`i)− h(`a)| corresponds to the vertical
distance between the planes of vi and the ancestor node; and
wdownij = |h(`j)− h(`a)| is the vertical distance between
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Fig. 7. An example of the solution procedure.

the planes of this ancestor node and vj . And whzij is the
heuristic (assuming obstacle-free) horizontal transition cost
between two centroids. Note that the ideal way is to consider
different combinations of entry and exit points as well as the
associated coverage path length in each node. However, this
could increase computational time. Thus, we employed the
following heuristic cost method for simplicity.

whzij =‖ (xvi , yvi)−
(
xvj , yvj

)
‖2 (6)

Using these costs, the weight matrix is obtained as W =
[wij ]η×η , where wii = 0,∀i ∈ {0, . . . η − 1}. The optimal
trajectory is equivalent to the shortest path starting with v0

and covering each vertex once without returning to v0.
This problem can be transformed into the Traveling Sales-

man Problem (TSP) [28] which finds the shortest path for
visiting all vertices and returning back to the start vertex.
To do so, the vertex set V is expanded to VE by adding a
dummy vertex vη such that the transition costs wη,0 = 0 and
wη,j = ∞,∀j ∈ {1, . . . η − 1}. Then, the expanded weight
matrix of size (η + 1)× (η + 1) is given as

WE =



0 w01 w02 · · · w0(η−1) 0
w10 0 w12 · · · w1(η−1) ∞
w20 w21 0 · · · w2(η−1) ∞

...
...

...
...

...
...

w(η−1)0 · · · · · · 0 ∞
0 ∞ ∞ · · · ∞ 0


(7)

The set of all solutions of the TSP associated with the
weight matrix WE , is denoted as CWE

, which is the set of
all Hamiltonian cycles, i.e., the set of all cyclic permutations
of the set VE . A Hamiltonian cycle C ∈ CWE

, providing the
order in which the vertices are visited, is of the form:

C =
(
v(λ) ∈ VE , λ = 0, . . . η + 1 : v(η + 1) = v(0) = vη

)
where v(λ) is the vertex visited at step λ, and v(λ) 6= v(λ′),
∀λ 6= λ′;λ, λ′ = 0, 1, . . . η. The cost of a cycle C is given as:

J (C) =

η∑
λ=0

wv(λ)v(λ+1) (8)

Then, the optimal Hamiltonian cycle C? is

C? ∈ argmin
C∈CWE

J (C) (9)

Since the TSP problem is NP hard [28], we utilize a
heuristic approach to obtain a feasible solution. First, we adopt

Algorithm 1 Coverage Tree based 3D CPP Algorithm.

1: Q ← n0
1; // initialize the tree with the root node

2: Nnew ← ∅; NE ← ∅; NU ← n0
1;

3: Target ← n0
1; // set target to be the root node

4: while NU 6= ∅ do
5: Cover(Target);
6: if IsComplete(Target) then
7: Mark Target as Explored;
8: NU ← NU − Target;
9: NE ← NE∪Target;

10: Nnew ← Children(Target);
11: NU ← NU∪ Nnew;
12: Q ← Q + Nnew; where ′+′ denotes update of

the tree with nodes and associated branches;
13: Target ← Assign(NU ,AUVpos);
14: end if
15: end while
16: return Q;
the nearest neighbor algorithm [28] to obtain an initial tour
which starts and ends at the dummy vertex. Since wη,0 = 0,
v(1) = v0. Then, the 2-opt algorithm [28] is applied over
this initial tour for further improvement. The 2-opt algorithm
iteratively removes two non-adjacent edges and replaces them
with two different edges to minimize the length until no
improvement can be achieved, thus achieving the optimized
tour. Then, the optimized node sequence can be obtained by
removing the dummy vertex from the Hamiltonian cycle C?.

Fig. 7 shows an example of the solution procedure where
V = {v0, v1, v2, v3}, with v0 as the start vertex. A dummy
vertex v4 is inserted into the weighted graph. The optimized
tour generated by the TSP solver is shown below. The final
node sequence is obtained by removing the dummy vertex v4.
Algorithm 1 summarizes the CT-CPP method. Once the AUV
covers a Target (Line 5), it is marked as explored (Line 7),
removed from NU (Line 8) and added to NE (Line 9). Then,
the children of Target are identified (Line 10), added to NU
(Line 11), and the CT is updated (Line 12). Finally, a new
Target is assigned using the TSP optimizer (Line 13). The
algorithm stops when no unexplored nodes are available.

E. Computational Complexity Analysis
The CT is built incrementally, where upon covering a node

the AUV: i) updates the tree by adding the children of this
node and ii) computes the next target node. The computational
complexity of these processes is as follows.

Suppose the AUV has covered node n`s corresponding to
the subregion A`s. During its coverage it generates the POM
for the corresponding subregion on the plane below with the
same size as A`s. Let T `s denote the number of cells in A`s.
Then, the closing operation with a 3× 3 element is applied to
this POM (Section 4-B), which has O(|T `s |) complexity. Next,
the updated POM is transformed into a symbolic map which
has O(|T `s |) complexity. Thereafter, the floodfill algorithm is
applied to this symbolic map to find disconnected subregions,
which has O(|T `s |) complexity. These subregions are added to
the tree as new nodes. Next, a TSP of size η+1 including the
dummy node is formulated (Section 4-D) to optimize for the
tree traversal sequence. An initial solution is obtained using
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(a) Five randomly generated scenes for performance validation.

(b) Coverage trajectory using CT-CPP in scene 1. Node traversal sequence: n0
1 →

n1
1 → n2

1 → n2
2 → n3

2 → n2
3 → n2

4 → n2
5 → n2

6 → n2
7 → n3

1.
(c) Coverage trajectory using TF-CPP in scene 1.

(d) Reconstructed map with point set obtained using CT-CPP in scene 1. (e) Reconstructed map with point set obtained using TF-CPP in scene 1.

(f) Comparison of trajectory lengths. (g) Comparison of energy consumption. (h) Surface reconstructed error using various α.

Fig. 8. Performance evaluation for CT-CPP as compared to TF-CPP.

a nearest-neighbor based heuristic approach with O((η + 1)
2
)

complexity [28]. Then, the 2-Opt greedy algorithm is applied
to improve the solution with O (η + 1) [28] complexity. Since
|T `s | is typically larger than η, the overall complexity for up-
dating the tree and finding the next target node is O(|T `s |). The
average computation time for these processes was ∼ 0.078s
on a 3.40GHz computer with 16GB RAM.

5. RESULTS

The proposed CT-CPP method was validated on a high-
fidelity underwater robotic simulator called UWSim [17], that
interfaces with external control algorithms through the Robot
Operating System (ROS) to simulate the AUV and its sensors.

The AUV, Girona 500, of size 1.5m× 1m× 1m, maximum
operating depth of 500m, and 8 thrusters to control all the
degrees of freedom [29], was simulated with a speed v = 1m/s.
It is equipped with two multi-beam sonar sensors, one facing
downward for terrain data collection, and the other facing
forward for obstacle avoidance. The aperture angle, sensing
range, number of beams and sampling interval of the sonars
were selected as θ = 120◦, r = 150m, M = 128, and
∆t = 1s, respectively [30]. A Doppler Velocity Log (DVL)
and an Inertial Measurement Unit (IMU) were used to obtain
the velocity and heading angle of the AUV at any time. And

a Long Baseline acoustic localization (LBL) system [31] was
used to estimate its location in the GPS-denied environment.

Five scenes of size 450m × 450m × 400m were randomly
generated for performance validation, as shown in Fig. 8a. For
trajectory visualization purpose, Fig. 8b shows scene 1 which
was sliced using a set of 4 planes {A` ⊂ R2, ` = 0, . . . 3}.
Then, on each plane A` a tiling T ` was constructed consisting
of 18×18 cells, with each cell of dimension 25m×25m. The
lap width was chosen as w = 25m. Subsequently, the distance
between two consecutive planes was computed as ∆h = 85m
using Prop. (3.1). Fig. 8b and Fig. 8c present a comparative
evaluation of the coverage trajectories generated by the CT-
CPP and the TF-CPP methods [22], respectively, in scene 1.

The downward-facing multi-beam sonar sensor constantly
collected the terrain data to create a point cloud of ∼ 2 million
data points using the proposed method. Upon completion of
the coverage process, we used the Computational Geometry
Algorithms Library (CGAL) [32] to filter the data. We adopted
a grid-based filtering approach [32] to abstract the point set to
reduce the computational costs, and the k-nearest neighbors
approach [32] to remove the distance-based outliers. There-
after, the α-shapes algorithm [25] provided in the MeshLab
software [33] was used for terrain reconstruction, where α-
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shape is a standard geometric tool to reconstruct surfaces from
an unorganized point cloud. It relies on a parameter α ∈ R+

to control the desired level of details. Fig. 8d and Fig. 8e show
the reconstructed surfaces for scene 1 using the CT-CPP and
TF-CPP methods, respectively. Fig. 8d shows that the proposed
method was able to fully reconstruct the underwater terrain;
while Fig. 8e shows that the TF-CPP method missed the side
surfaces of high mountains, as explained earlier in Section 2.

Three metrics are used for performance evaluation as fol-
lows: i) trajectory length, ii) energy consumption, and iii)
surface reconstruction error. Fig. 8f shows the total trajec-
tory lengths for all five scenes, which indicate that the CT-
CPP method took the shorter path lengths. To compare the
energy consumption, we used the energy model [34]: ∆E =
k1∆h + k2∆v , where k1 = 557.24J/m, k2 = 1118.13J/m
and ∆h and ∆v represent the movements on the horizontal
and vertical direction, respectively. A nonlinear energy model
could be used in future for better energy estimates. Fig. 8g
shows that the CT-CPP method consumed less energy in all
five scenes as compared to the TF-CPP method due to its
frequent vertical motions. Further, we numerically evaluated
the reconstruction errors using different α. Specifically, for
each α, we first obtained two sets of 3D sample points from
the actual surface and the reconstructed surface, respectively.
Then, we partitioned the search area U into cuboids of size
5m × 5m × 400m, and calculated the average height of the
sample points inside each cuboid for both point sets. Note
that the average height of sample points inside the cuboid
occupied by the missing area is equal to zero. Finally, the
Root Mean Square Error (RMSE) is computed between the
reconstructed surface and the actual surface. Fig. 8h shows the
box plots of normalized RMSE with respect to the ocean depth
for different α values using CT-CPP and TF-CPP methods. As
seen, CT-CPP performs better in all five scenes. Thus, CT-
CPP is an alternate method to TF-CPP and it is expected
to outperform the TF-CPP method in a significant number
of scenarios; however, it is possible that for relatively planar
scenarios TF-CPP might perform better.

6. CONCLUSIONS

The letter presents a 3D CPP method, called CT-CPP,
for unknown terrain reconstruction. CT-CPP incrementally
builds a CT as the environment is explored, where the tree
traversal sequence is optimized using a related TSP. It is
shown that CT-CPP is computationally efficient and guarantees
complete coverage of projectively planar surfaces. The method
is comparatively evaluated with an existing method, called
TF-CPP, on a high-fidelity underwater simulator. The results
show that CT-CPP results in reduced trajectory lengths, energy
consumption and reconstruction error.
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