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We study the entanglement behavior of a random unitary circuit punctuated by projective mea-
surements at the measurement-driven phase transition in one spatial dimension. We numerically
study the logarithmic entanglement negativity of two disjoint intervals and find that it scales as
a power of the cross-ratio. We investigate two systems: (1) Clifford circuits with projective mea-
surements, and (2) Haar random local unitary circuit with projective measurements. Remarkably,
we identify a power-law behavior of entanglement negativity at the critical point. Previous results
of entanglement entropy and mutual information point to an emergent conformal invariance of the
measurement-driven transition. Our result suggests that the critical behavior of the measurement-
driven transition is distinct from the ground state behavior of any unitary conformal field theory.

I. INTRODUCTION AND MAIN RESULTS

Entanglement is a central concept in quantum physics,
and it enables some of the most important applications of
quantum mechanics such as quantum teleportation and
quantum computation. For bipartite pure states, the en-
tanglement entropy measures the entanglement of sub-
system A with its complement. In recent years, the en-
tanglement entropy has proven to be an insightful tool
to characterize quantum many-body phases[1–5].

The entanglement entropy, however, is not a complete
characterization of quantum entanglement[6–8]. While
entanglement entropy and associated mutual information
provide a good characterization of entanglement in a pure
quantum state, they measure the total amount of correla-
tion rather than the quantum entanglement between two
regions in a mixed quantum state[9, 10]. How to quantify
the quantum entanglement for bipartite mixed states (or
equivalently tripartite pure states)? One such calculable
measure is known as the entanglement negativity[6, 11].
Recently entanglement negativity as well as other mixed
states entanglement measures have been applied to en-
rich our understanding of various quantum many-body
systems[12–19].

Recently, there are significant interests in the entan-
glement properties of a 1D dynamical quantum system,
driven by random local unitary circuits and random lo-
cal measurements with a certain rate 0 < p < 1 [20–33].
In such random unitary circuits with measurements, the
unitary evolution tends to increase the entanglement en-
tropy [34] whereas the local measurements tend to dis-
entangle the system. This leads to a volume-law entan-
gled phase at a low rate of measurement p < pc and an
area-law entangled phase at a high rate of measurement
p > pc [20–22]. After that, a number of works have stud-
ied various properties of the two phases and the critical
point that separates them [23–33]. Most of the previous
works focused on the entanglement entropy and mutual
information between different regions in the system.

In this work, our goal is to characterize the quantum

entanglement in the 1D random unitary circuits with
measurements by numerically studying the entanglement
negativity between two disjoint intervals. In particular,
we focus on the critical behavior of the entanglement
negativity at the measurement-driven phase transition at
p = pc. We investigate both the Clifford random unitary
circuit and the Haar random unitary circuit, punctuated
by single-site projective measurements at a rate of p. We
numerically identify a simple scaling law of the entan-
glement negativity right at the critical point. For two
small intervals separated by a distance r, the negativity
scales as r−2Λ, where Λ ≈ 3 for both Clifford and Haar
circuit models (within the error bar). Alternatively, the
scaling law can be written as ηΛ for η � 1, where η is
the cross-ratio defined by (5) for the pair of intervals.

It is insightful to compare the power-law scaling of
negativity studied in this work to previously obtained
power-law scaling of mutual information at the same
measurement-driven phase transition [23]. The mutual
information (2) at the critical point has been shown to
scale in a power-law fashion IA,B ∝ η∆ with the cross-
ratio η for η � 1, where ∆ ≈ 2. In other words, the
mutual information for two small disjoint intervals de-
cays as r−2∆ with respect to the distance r between the
two intervals; see also Ref. [21]. ∆ < Λ indicates that
the entanglement negativity decays faster than the mu-
tual information as we increase the distance between the
two intervals. For a mixed quantum state, the bipartite
mutual information IA,B measures the total correlation
between the two regions[9, 10], whereas the negativity as
an entanglement monotone measures the quantum entan-
glement between them[6, 11, 35]. Therefore our results
indicate as the distance between two regions increases,
that the quantum entanglement decays faster than the
total correlation between them.

The most important implication of the power-law neg-
ativity scaling is on the nature of the measurement-driven
phase transition. Many previous results, such as the scal-
ings of entanglement entropy and mutual information,
point to an emergent conformal invariance at this dy-
namical critical point[23, 25, 33]. While the precise na-
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ture of this emergent conformal symmetry is under de-
bate, it remained possible that the entanglement prop-
erty of the late time quantum states being similar to
that in the continuous phase transitions in equilibrium,
at least phenomenologically. In other words, the long-
wavelength physics of the measurement-driven entangle-
ment transition may be captured by that of the ground
state of some conformal field theory (CFT). While the
power-law mutual information is consistent with a uni-
tary CFT[36–38], it is known that the entanglement neg-
ativity of two disjoint intervals must decay faster than
any power law w.r.t. a small cross-ratio η � 1 in a uni-
tary CFT ground state[12, 13, 39]. Therefore our obser-
vation on a power-law scaling of entanglement negativity
shows strong evidence that the critical behavior at the
measurement-driven entanglement transition is distinct
from the ground state behavior of any unitary CFT. This
puts constraints on the nature that conformal symmetry
enters this story. This analysis can also provide a con-
straint on the possible non-unitary CFT description of
the critical point[25, 33].

This paper is organized as follows. In Sec. II, we setup
the Clifford and Haar random circuit models with pro-
jective measurements and introduce the correlation and
entanglement measures (mutual information and entan-
glement negativity) used in this work. In Sec. III, we
present our numerical results on the scaling behavior of
mutual information and entanglement negativity at the
measurement-driven phase transition and discuss their
implications. In Sec. IV, we summarize the main con-
clusions of our work and outlook for the future.

II. SETUP AND BACKGROUND

A. The models

We consider a 1D system consisting of L qubits ar-
ranged on a ring with a periodic boundary condition
(PBC), as illustrated in Fig. 1. We assume L is even
throughout the paper. The PBC makes it easy to study
the dependence of entanglement on the cross-ratio. We
study two types of models: (1) the random Clifford cir-
cuit with single-site projective measurements, (2) the
Haar random unitary circuit model with single-site pro-
jective measurements. We fix the initial state to be
|ψ(0)〉 = ⊗Li=1|0〉i, i.e. the product state with all spin
up in the Pauli Z-basis. The details of the two models
are described below.

1. Random Clifford circuits with measurements

The dynamic of the system is given by random Clifford
unitary circuits on pairs of nearby qubits and projective
measurements of single-site Pauli Z operators indepen-
dently with probability p for each site at any time step.

FIG. 1. The 1D system consists of L qubits (sites) arranged
on a circle with the periodic boundary condition.

See Fig. 2 for an illustration of the bricklayer arrange-
ment of the 2-qubit unitary operators and the position
of measurements in discretized spacetime.

The advantage of the Clifford circuit model is that it
allows an efficient simulation on classical computers [40].
We have simulated the Clifford circuit model for system
sizes up to size L = 768. Similar to previous studies, our
physical quantities are obtained by taking an ensemble
average over late time (pure) quantum states. We shall
refer to this average as late time average.

random unitary

Z-measurement

FIG. 2. A spacetime diagram for the 1D randum Clifford
(Haar) circuit model with projective measurements. The blue
blocks are 2-qubit random unitary operators. Each white dot
is a single-qubit projective measurement in the Z-basis. This
type of measurements occurs with a probability p in every
discrete time step.

2. Haar random unitary circuit with measurements

We also consider a more random evolution on the same
physical system, namely the Haar random circuit with
measurements. Now each blue block in Fig. 2 refers to
a 2-qubit unitary in U(4) group, selected randomly with
respect to the Haar measure of the Lie group U(4). The
measurements are still in the Z-basis as before, and these
measurements remain independent with a probability p.
The Haar random circuit model is much more computa-
tionally expensive, and we have simulated this model up
to size L = 20.
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B. Entanglement and correlation measures

In this section, we briefly introduce the measures of en-
tanglement and correlation studied in this work. Among
them, entanglement entropy is an entanglement measure
of bipartite pure states, mutual information is a measure
of the total correlation for a bipartite mixed state [9, 10],
and the entanglement negativity is an entanglement mea-
sure of bipartite mixed states [6–8].

1. Entanglement entropy and mutual information

First we introduce the entanglement entropy and mu-
tual information. The entanglement entropy, or von Neu-
mann entropy, is defined as

S(ρA) = −Tr(ρA log2 ρA) (1)

where ρA is the (reduced) density matrix on (sub)system
A. We shall sometimes drop the state label and de-
note the entropy as SA. Suppose the whole system is
A ∪ B. For a pure quantum state of the system, the
von Neumann entropy SA characterizes the entanglement
between A and B. In other words, the von Neumann
entropy is an entanglement measure for bipartite pure
states. For a mixed state on A ∪ B, on the other hand,
the von Neumann entropy SA does not characterize the
entanglement between A and B [6–8].

The mutual information is defined as

IA,B = SA + SB − SAB . (2)

It is a measure of the total amount of correlations be-
tween the two subsystems A and B, for possibly mixed
quantum states [9, 10]. Correlation can be either quan-
tum or classical. For example, a separable state

ρAB =
∑
i

piρ
i
A ⊗ ρiB (3)

can have classical correlation, but it has no quantum en-
tanglement between A and B [6–8]. Here {ρiA} and {ρiB}
are density matrices and {pi} is a probability distribu-
tion.

2. Entanglement negativity

To quantify the entanglement between two subsystems
for a possibly mixed quantum state, one may consider a
bipartite mixed state entanglement measure. A number
of such entanglement measures were introduced and stud-
ied; see [7, 8] for a review. These measures must be entan-
glement monotones, i.e., they satisfy the condition to be
non-increasing under local operations and classical com-
munication (LOCC) between the two regions [6, 11]. Fur-
thermore, they vanish for a separable state (3). There-
fore these quantities character quantum entanglement

rather than the classical correlation for possibly mixed
states. Some of these bipartite entanglement measures
have very nice theoretical properties. One such exam-
ple is the squashed entanglement [41], which is additive.
However, calculating it requires a minimization process,
and therefore it is hard to calculation in general.

Among these proposed bipartite mixed state entangle-
ment measures, the entanglement negativity is a calcula-
ble measure [6, 11]. The logarithmic entanglement nega-
tivity1 for state ρ, between A and B, is defined as

E
A|B
N (ρ) = log2‖ρ

TA

AB‖1. (4)

where TA denotes the partial transpose with respect to
region A only, and ‖O‖1 is the trace norm of operator
O. For a more detailed description, please refer to Ap-
pendix A.

In the rest of the paper, we will study the logarithmic
entanglement negativity in random unitary circuits with
measurements. We shall call it entanglement negativity
for short.

III. THE CRITICAL BEHAVIOR OF
ENTANGLEMENT NEGATIVITY

In this section, we discuss our numerical results on the

negativity E
A|B
N as well as mutual information IA,B for

the Clifford and Haar circuit models. All physical quanti-
ties are calculated as an ensemble average of that on pos-
sible late time quantum states. The goal is to understand
quantum entanglement properties of the measurement-
driven phase transition discovered in Refs.[20–23]. Pre-
viously, numerical results [23, 27] provided excellent ev-
idence that single interval entanglement entropy at the
critical point scales with the logarithm of the subsystem
size in both models. Here we divide the 1D system into
two disjoint intervals A and B, and the remaining region
A ∪B, and investigate the entanglement and correlation
between the intervals A and B of the reduced density ma-
trix ρAB obtained by tracing out region A ∪B. While the
mutual information (2) has been studied previously by
Ref.[23], here we focus on the logarithmic entanglement
negativity (4), which is known to distinguish quantum
entanglement from classical correlations between A and
B for a mixed state.

To characterize the scaling behavior of the entangle-
ment at the measurement-driven transition, we choose A
and B to be disjoint arcs of a circle. We use xi ∈ [0, 2π),

1 An alternative expression, which is called entanglement negativ-
ity of state ρ, between regions A and B, is defined as

NA|B(ρ) =
‖ρTA
AB‖1 − 1

2
.

Throughout the paper, we will stick to the logarithmic entangle-
ment negativity instead of this one.
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i = 1, 2, 3, 4 to label the angular positions of the end-
points, as shown in Fig. 3. The cross-ratio is defined as

η =
x12x34

x13x24
, (5)

where xij is the chord distance. For periodic boundary
condition

xij =
L

π
sin
(π
L
|xi − xj |

)
. (6)

We will investigate the scaling of entanglement negativity
in the limit of a small cross-ratio η � 1. Previously, the
scaling of mutual information on two disjoint intervals
has been studied by Ref. [23].

A

B

x1

x2

x3

x4

FIG. 3. A possible choice of disjoint intervals A and B. Also
illustrated are the labels of the endpoints.

A. Determining the critical measurement
probability pc

Previous studies [20–23] have established the phase di-
agram of the Clifford and Haar circuit models and iden-
tified the measurement-driven phase transition. There is
a highly entangled phase, at a small measurement rate
p < pc with volume law entanglement entropy for a sin-
gle interval, and a disentangled phase at a large measure-
ment rate p > pc with an area law entanglement entropy;
see Fig. 4 for an illustration. One can numerically deter-
mine the critical measurement probability pc for both
models.

Our strategy of determining pc is the based on the ob-
servation [23] that the mutual information IA,B has a
sharp peak at pc and it vanishes quickly with |p − pc|
once entering the volume (area) law phase for a small
cross-ratio η. This is illustrated by the blue curve in
Fig. 4. We find that the entanglement negativity ex-
hibits a similar peak at pc, shown by the orange curve in
Fig. 4. Using these sharp features, we can estimate pc for
the measurement-driven phase transition. The details of
data collapse analysis to determine pc in the Clifford cir-
cuit model are presented in the Appendix B. The value
of pc, which we shall use in the remaining part of this
paper, is:

A

B
|A| = |B| = L/8

0 1pc

volume law area law

E
A|B
N

IA,B

FIG. 4. Schematic phase diagram of the random circuit model
with projective measurements, as a function of measurement
rate p. The volume law phase (left) and area law phase (right)
are separated by the measurement-driven entanglement tran-
sition at pc, the critical measurement rate. For relatively
small disjoint intervals A and B, fixed as two antipodal re-
gions with |A| = |B| = L/8 (η ≈ 0.146) in this diagram, both
the mutual information and the entanglement negativity pro-

vide a sharp feature of the critical point. Both IA,B and E
A|B
N

are only nonzero nearby the critical point, and they quickly
vanish upon entering either the volume law phase or the area
law phase.

• pc ≈ 0.16 for the Clifford circuit model, consistent
with Ref. [23].

• pc ≈ 0.26 for the Haar circuit model with L = 20,
consistent with Ref. [21, 26].

B. Scaling of entanglement negativity at pc

The main result of this work is a power-law dependence
of entanglement negativity on the cross-ratio (5), right at
the critical point. We compare this power-law behavior
with that of the mutual information; see Fig. 5 for the
plot. We vary the size and position of the interval when
we collect data. (Namely, we symmetrically adjust the
position of the four points on the ring while keeping two
intervals of equal length.) In both the Clifford circuit
model and the Haar circuit model, we obtain the same
power-law behavior for two disjoint intervals A and B in
Fig. 3:

• E
A|B
N ∝ ηΛ, where Λ ≈ 3.

• IA,B ∝ η∆, where ∆ ≈ 2. This result agrees with
Ref. [23].

More precisely, we find that

• ΛClifford = 3.04± 0.08 and ΛHaar = 2.73± 0.28.

• ∆Clifford = 2.16± 0.03 and ∆Haar = 1.89± 0.26.

Here the error bars come from the standard deviation of
the linear fit.

Both the entanglement negativity and the mutual in-
formation scale as a power of the cross-ratio, albeit that
the power Λ ≈ 3 is different from ∆ ≈ 2. The mutual
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FIG. 5. Mutual information IA,B and (logarithmic) entan-

glement negativity E
A|B
N scales as a power of cross-ratio η

at the critical point, for small η. (We take pc = 0.16 and
L = 512 for Clifford and pc = 0.26 and L = 20 for Haar.)
The first figure suggests that the power-law scaling exponent
of the mutual information are ∆Clifford = 2.16 ± 0.03 and
∆Haar = 1.89 ± 0.26. The second figure suggests that the
scaling exponent of the (logarithmic) entanglement negativ-
ity are ΛClifford = 3.04± 0.08 and ΛHaar = 2.73± 0.28.

information characterizes the total amount of correlation
between two regions, including both classical correlation
and quantum entanglement. On the other hand, the en-
tanglement negativity quantifies the amount of quantum
entanglement between two regions. The scaling dimen-
sion Λ > ∆ physically means that the quantum entan-
glement between two disjoint intervals drops faster than
the correlation when the distance between the intervals
increases. It is physically reasonable to expect Λ ≥ ∆,
because the amount of quantum entanglement must be
bounded by the total amount of correlations.2

Can these critical phenomena be captured by an effec-
tive field theory? As observed in previous studies[23, 25,
33], the power-law behavior (IA,B ∝ η∆) of the mutual
information (also see Ref. [21] for the 0-th Rényi mu-
tual information) suggests an emergent conformal field

2 Depending on the specific entanglement measure in question, the
bound may not look simple. However, in the context of the
stabilizer states, which is relevant to the random Clifford circuit

model with measurement, a simple bound exists: IA,B ≥ 2E
A|B
N ;

see Theorem A.2 in Appendix A.

theory (CFT) description of the critical point. One way
this might work is to match the entanglement behav-
ior of the measurement-driven transition to that of some
CFT ground-state. For a unitary CFT ground state, the
mutual information of two disjoint intervals is known to
depend on the full operator content of the theory [36, 37],
and calculation must be done case by case. Nevertheless,
if the CFT is compact and unitary, the 2nd Renyi mu-
tual information is rigorously shown to be a power of η
at small η, and the power is determined knowing the di-
mension of the lowest non-unit operator in the CFT [38].
Therefore, the scaling of mutual information is analo-
gous to that for a unitary CFT ground state. The power
constrains the nature of any CFT that may describe the
measurement-driven transition.

The same question arises for entanglement negativity:
what does the scaling of negativity imply about the na-
ture of the measurement-drive transition? As a main re-
sult of this paper, we numerically observe a power-law de-
pendence of the logarithmic entanglement negativity (4)

on the cross-ratio (5) at the critical point (E
A|B
N ∝ ηΛ).

For unitary CFT ground states, the entanglement neg-
ativity is known to decay faster than any power law
of cross-ratio for small η [12, 13, 39]. Thus our result
suggests that the entanglement behavior at the critical
point of the measurement-driven transition is distinct
from that of any unitary CFT ground state.

Nonunitary CFTs [42, 43] are natural candidates of the
low-energy effective field theory because they obey the
conformal symmetry, and the behavior of entanglement
negativity may not obey the same rules as the unitary
CFTs [12, 13], as discussed in Ref. [44] and the references
therein. However, a careful future study is needed to de-
termine the relevance and the nature of possible emer-
gent nonunitary CFT effective description of the critical
point in the Clifford and Haar circuit models. The scal-
ing exponent Λ ≈ 3, can provide useful information in
constraining the nature of this non-unitary CFT.

C. Different “Quantumness” of Haar vs. Clifford
circuit models

The Clifford circuit model and the Haar circuit model
have almost identical scaling exponents within the error
bar, for both the mutual information and the entangle-
ment negativity, as shown in Fig. 5. However, we have
observed a slight difference in the “quantumness” of these
two models, which we describe below.

For a generic mixed quantum states, while mutual in-
formation (2) measures the total amount of (both clas-
sical and quantum) correlation between two disjoint in-
tervals A and B, the entanglement negativity vanishes
for any separable states and therefore characterizes the
quantum entanglement between the two intervals. Con-
sequently the ratio of the negativity to the mutual in-
formation provides a measure of how much correlation
comes from quantum entanglement between two regions
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A and B, i.e. the “quantumness” of the state. To com-
pare the Clifford and the Haar circuit models, we define
the following quantity:

R(η) ≡

(
E
A|B
N (η)

IA,B(η)

)
Haar

/(
E
A|B
N (η)

IA,B(η)

)
Clifford

(7)

to feature the excess amount of “quantumness” in the
Haar circuit model as compared to Clifford circuit model.
η is the cross-ratio defined in (5).

Our numerical data suggests that R(η) depends weakly
on the cross-ratio η:

R(η) = R0η
δ, R0 = 2.94, δ = −0.04± 0.39. (8)

R(η) ≈ 3 in the whole range of cross-ratio that we sim-
ulate. While this does not imply any difference in the
effective field theory description of the two models, this
does suggest that there is a larger fraction of quantum
entanglement in the Haar circuit model than the Clifford
circuit model. Therefore the Haar circuit model appears
to be more quantum than the Clifford circuit model at
the measurement-driven transition.

IV. SUMMARY AND DISCUSSION

In this work, we have numerically studied the correla-
tion and entanglement between two disjoint intervals at
the measurement-driven phase transition in 1D Clifford
and Haar random unitary circuits. We focus on the mu-
tual information (2) and the logarithmic entanglement
negativity (4). The late time quantum states are generi-
cally mixed on the union of the two intervals. Therefore,
the mutual information measures the total correlation be-
tween the two intervals, whereas the entanglement neg-
ativity characterizes the quantum entanglement between
the two intervals. We numerically simulate 1D systems
with a periodic boundary condition, up to a system size
L = 768 for the Clifford circuit model and L = 20 for the
Haar circuit model. We identified a power-law behav-
ior of the (logarithmic) entanglement negativity at small
interval sizes. For a pair of disjoint intervals A and B,

E
A|B
N ∝ ηΛ with Λ ≈ 3 (9)

at η � 1, where η is the cross-ratio for the pair of disjoint
interval defined in (5).

It is interesting to compare (9) with recently obtained
power-law behavior of the mutual information [23].

IA,B ∝ η∆ with ∆ ≈ 2 (10)

at η � 1. The fact that the scaling dimension Λ > ∆
suggests that the quantum entanglement between two
disjoint intervals decays faster than the correlation as we
increase the distance between the intervals. Moreover,
we have observed that the Haar circuit model is “more
quantum” than the Clifford circuit model, by comparing

the ratio (7) of the entanglement negativity to mutual
information in the two models.

As the main conclusion of this work, the power-law de-
pendence of negativity on the cross-ratio indicates that
the description of the measurement-driven transition in
random unitary circuits is distinct from the ground state
of any unitary conformal field theory. Previous studies
on the scaling of single interval von Neumann and Renyi
(entanglement) entropies, as well as the mutual infor-
mation for two disjoint intervals, point to an emergent
conformal invariance of the critical point[33]. However,
the precise nature of the CFT describing the phase tran-
sition is unclear[23, 33]. Remarkably, unlike the power-
law mutual information between two disjoint intervals,
in a unitary CFT ground state, the negativity always de-
cays faster than any power law of cross-ratio η for small
η [12, 13]. Therefore, the power-law behavior of entangle-
ment negativity provides direct evidence that the entan-
glement property of the measurement-driven transition
is distinct from that of the ground state of any unitary
CFT.

Conformal symmetry may, instead, enter the story
through statistical mechanical models. In such cases, the
resulting property does not necessarily match the ground
state properties [45]. Previously, Vasseur et al. [46] ar-
gued a vanishing central charge (c = 0) for the CFT
corresponding to the measurement-driven transition, and
indicated that this CFT belongs to a class of non-unitary
Logarithmic CFT. This is achieved by using the replica
trick and mapping the entanglement entropy in a random
unitary circuit with measurements to the change of free
energy of a 2D statistical mechanical model w.r.t. twist-
ing the boundary condition[25, 26, 32, 47]. The critical
point of the statistical mechanical model belongs to the
(Q!)-state Potts model in the Q → 1 limit, in the uni-
versality class of 2D percolation, perturbed by a relevant
2-hull operator. In the current work, inspired by recent
numerical evidence of emergent conformal invariance in
the mutual information, we assume the critical behavior
of the measurement-driven transition is described by a
CFT ground state, analogous to continuous phase tran-
sitions in equilibrium. The power-law behavior of entan-
glement negativity hence suggests this CFT cannot be
unitary. Currently, it is not clear how to exactly map
the entanglement negativity to a 2D statistical mechan-
ics model, employing the idea of Ref. [46]. This is an
interesting question to be addressed in the future.

While the power-law negativity in this work provides
an extra constraint on the critical theory, many ques-
tions remain open for this entanglement phase transition.
For example, how to extract other critical exponents of
this dynamical critical point? What is the precise nature
of the conformal symmetry that emerged at the critical
point of the measurement-driven phase transition? How
to understand the scaling power that we observed? We
leave these questions to future works.
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Appendix A: Entanglement of stabilizer states

In this appendix, we provide some details of the en-
tanglement of stabilizer states. In Section A 1, we pro-
vide a brief review of the stabilizer states and set up the
notation for the remaining discussion. In Section A 2,
we review the calculation of entanglement entropy (bi-
partite pure state entanglement measure) of the stabi-
lizer states. In Section A 3, A 4 and A 5, we describe
a method to calculation entanglement negativity (a bi-
partite mixed state entanglement measure) of stabilizer
states. While this appendix is relatively self-contained,
we mention that various statements in this appendix may
be seen from a useful alternative viewpoint on the mul-
tipartite entanglement of stabilizer states [49].

As a reminder, Clifford unitary operators and projec-
tive measurements in the Z-basis, when applied to a
stabilizer state, corresponds to an update of the stabi-
lizer generators. The state after each step of evolution is
again a stabilizer state. Therefore, the states we consider
in the random Clifford circuit model with measurements
are stabilizer states. For a review of how to update the
stabilizers for Clifford unitary evolution and projective
measurement, see [40, 50] and appendices of [23] and [34].

1. Stabilizer states

We will consider a quantum system built up from a set
of qubits. The number of qubit of the whole system is L.
In other words, the total Hilbert space is

H = H⊗L2 , H2 = span{|0〉, |1〉}. (A1)

Below, we define three concepts: stabilizer group, sta-
bilizer generators, and stabilizer states.

Definition A.1. (stabilizer group) The stabilizer group
G is defined to be the Abelian group generated by the
following operators {g1, g2, · · · , gL} acting on H. These
operators, which we shall call stabilizer generators, sat-
isfy:

1. Each gi is a product of Pauli operators. In other
words, it is a product of operators acting on in-
dividual sites, and on each site, the operator (up
to a phase factor) can be chosen from the set
{I,X, Y, Z}. Here I is the identity, X, Y , Z are
single-qubit Pauli operators.

2. g†i = gi and gigj = gjgi, ∀i, j.

3. The set of operators are independent, i.e.

gi 6=
∏
j 6=i

g
sj
j , sj = 0, 1 (A2)

Remark. The definition implies g2
i = 1. It follows from

the definition that |G| = 2L, where |G| is the number
of group element. Due to the independence condition,
the stabilizer generators can independently take ±1. For
each choice, there is a unique quantum state (up to the
overall phase factor) that has these as the eigenvalues.

Definition A.2. (stabilizer Hamiltonian) We define the
following Hamiltonian as the stabilizer Hamiltonian of G:

H = −
L∑
j=1

gj , (A3)

where {g1, g2, · · · , gL} is the set of stabilizer generators.

Definition A.3. (stabilizer state) The stabilizer state
of G is the unique quantum state (up to an overall phase
factor) |ψ〉 that satisfies

h|ψ〉 = |ψ〉, ∀h ∈ G. (A4)

Remark. The stabilizer state is the unique ground state
of the stabilizer Hamiltonian (A3).

We define the following projector:

P ≡ 1

|G|
∑
h∈G

h ⇔ P =
1

|G|

L∏
j=1

(1 + gj). (A5)

It satisfies

P = P † (A6)

P 2 = P. (A7)

In fact, P is the projector to the ground subspace of the
stabilizer Hamiltonian and therefore

P = |ψ〉〈ψ|. (A8)
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In this way, we get a neat formula for the ground state
density matrix.

Let us consider a subsystem A of the system and let
the system be AB. Let LA be the number of qubits in
A. Let GA be the subgroup of stabilizers supported on
A. See the formal definition below.

Definition A.4.

GA ≡ {hA |hA ⊗ 1B ∈ G}. (A9)

It is easy to say GA is isomorphic to a subgroup of G.
The reduced density matrix of the stabilizer state on

subsystem A, ρA ≡ TrB |ψ〉〈ψ|, can be written as

ρA =
|GA|
2LA

PA, PA ≡
1

|GA|
∑

hA∈GA

hA (A10)

or simply

ρA =
1

2LA

∑
hA∈GA

hA. (A11)

One easily verifies that PA in (A10) is a projector, and
therefore

ρ2
A =

|GA|
2LA

ρA. (A12)

A density matrix satisfying (A12) must have a flat en-
tanglement spectrum. In other words, all the nonzero
eigenvalues of ρA are the same: λ = |GA|/2LA . Further-
more, |GA| = 2mA for some nonnegative integer mA.

2. Entanglement entropy of stabilizer states

With the knowledge of the stabilizer states discussed
above, it is straightforward to calculation its entangle-
ment entropy. For a stabilizer state ρA, defined in (A10),
we have

S(ρA) = Sα(ρA) = (LA −mA), α ∈ [0, 1) ∪ (1,∞)
(A13)

Here S(ρA) = −Tr(ρA log2 ρA) is the von Neumann en-
tropy and Sα is the Renyi entropy of order α, defined as

Sα(ρA) =
1

1− α
log2[Tr (ρA)α]. (A14)

Note that Renyi entropy is not defined for α = 1. Nev-
ertheless, Renyi entropy at the limit α → 1 (in both 1+

and 1− direction) gives us the von Neumann entropy. As
an aside, we can infer from (A13) that mA ≤ LA.

A practically useful method is to write the binary vec-
tors of a known set of stabilizer generators {g1, · · · , gL}
as a L× 2L matrix over F2:

M = (MA|MB), (A15)

where MA is a L × 2LA matrix and MB is a L × 2LB
matrix; we have partitioned the systems into A and B
of length LA and LB = L − LA. Here each stabilizer
generator is mapped to a row of length 2L. (Explicitly,
we shall choose the binary representations I = (00), X =
(10), Z = (01), Y = (11).)

We have the formula:

mA = LAB − Rank[2](MB), (A16)

where the rank Rank[2](MB) is defined over field F2.
It is easy to see, the von Neumann entropy of a stabi-

lizer state, ρA of (A10), is

S(ρA) = Rank[2](MA)− LA. (A17)

Example A.1. Let L = 2 and the set of stabilizer gen-
erators be {XX,ZZ}. Then the matrix M reads

M =

(
1 0 1 0
0 1 0 1

)
. (A18)

Let LA = 1, then

MA =

(
1 0
0 1

)
⇒ Rank[2](MA) = 2. (A19)

According to (A17), we have S(ρA) = 1.

3. Entanglement negativity basics

Entanglement negativity is a bipartite mixed state
entanglement measure. While it goes back to (Renyi
α = 1/2) entanglement entropy for a pure state, for a
mixed state it is in general different from any linear com-
binition of entanglement entropies. It characterizes the
quantum entanglement between two regions A and B for
a possibly mixed state ρAB , rather than the correlations
between A and B. For example, we may consider a sep-
arable state

ρAB =
∑
i

pi ρ
i
A ⊗ ρiB (A20)

where {pi} is a probability distribution and ρiA, ρiB are
density matrices. In general, a separable state can have
nontrivial correlation between the two subsystems be-
cause, it is possible that the mutual information

IA,B(ρAB) ≡ S(ρA) + S(ρB)− S(ρAB) > 0. (A21)

However, for a separable state, the correlation is classi-
cal. This correlation can be generated from local opera-
tion and classical communication (LOCC). Therefore, it
cannot be used as a resource for quantum teleportation.

As a quantity non-increasing under LOCC [11], (log-
arithmic) entanglement negativity can characterize the
quantum entanglement between A and B, for a mixed
state ρAB .
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Definition A.5. (logarithmic entanglement negativity)
For ρAB , let us define the logarithmic entanglement neg-
ativity as

E
A|B
N (ρAB) = log2‖ρ

TA

AB‖1. (A22)

Below, we explain what is TA and the trace norm ‖A‖1.
To define TA, we need to specify an orthonormal basis

of subsystem A, and the operation TA will (in general) be
different if we pick a different basis. (Nevertheless, one
can show that different TA will result in the same trace
norm ‖ρTA

AB‖1. For this reason, we do not need to care
about the basis choice.

Let us pick an orthonormal basis {|iA〉} of HA for TA
and for convenience, we also pick an orthonormal basis
{|jB〉} for HB . Then, TA can be defined as the linear
transformation on the operators acting on HAB that sat-
isfies

(|iA, jB〉〈i′A, j′B |)TA = |i′A, jB〉〈iA, j′B |. (A23)

The trace norm ‖A‖1 is defined as

‖A‖1 ≡ Tr
√
A†A. (A24)

When A is a Hermitian operator, ‖A‖1 equals to sum of
the absolute values of the eigenvalues of A. Note that
ρTA

AB is a Hermitian operator when ρAB is a density ma-
trix.

Remark. If ρAB = |ψAB〉〈ψAB | is a pure state density
matrix, then

E
A|B
N (ρAB) = S 1

2
(ρAB). (A25)

Entanglement negativity is more interesting if we con-
sider a tripartite pure state |ψABC〉 or consider a mixed
state ρAB .

4. Entanglement negativity of stabilizer states

Let |ψABC〉 be a stabilizer state on a tripartite system
ABC. We trace out the subsystem C and get

ρAB =
|GAB |
2LAB

PAB , PAB ≡
1

|GAB |
∑

hAB∈GAB

hAB .

(A26)
This fact has been discussed around (A10).

Let us denote the set of stabilizer generators of the
subgroup GAB as {hiAB}

mAB
i=1 , where the integer mAB is

the number of stabilizer generators of GAB . Then, a ques-

tion is how to calculate E
A|B
N (ρAB) efficiently given these

stabilizer generators.
We find that it is useful to define a mAB ×mAB sym-

metric matrix J over field F2:

Jij =

{
1 {hiA, h

j
A} = 0,

0 otherwise,
(A27)

where we have factorized the stabilizer generators as

hiAB = hiA ⊗ hiB . (A28)

Note that, Jii = 0 for all i. Therefore, J may also be
treated as a skew-symmetric matrix over F2.

Theorem A.1. For a stabilizer density matrix ρAB in
(A26),

E
A|B
N (ρAB) =

1

2
Rank[2](J), (A29)

where Rank[2](J) is the rank of J over field F2.

Theorem A.1 is useful in the calculation of the entan-
glement negativity of stabilizer states. See Sec. A 5 below
for the proof.

Theorem A.2. For a stabilizer density matrix ρAB in
(A26),

2E
A|B
N (ρAB) ≤ IA,B(ρAB). (A30)

Remark. The same bound does not generalize to ar-
bitrary quantum states. A simple way to see this is to
observe that we can find a pure state |ϕAB〉 on a 2-qubit
system such that S 1

2
(ρA) ≥ λS(ρA) for any real number

λ. Here ρA is the reduced density matrix of |ϕAB〉.

Proof. We only need to show

Rank[2](J) ≤ mAB −mA −mB . (A31)

This is because we can rewrite the left-hand side of (A30)
using Theorem A.1 and rewrite the right-hand side using
(A13).

For the calculation of Rank[2](J), we have the freedom
to choose the set of stabilizer generators of GAB . Let us
choose the following set

{hiA ⊗ 1B}mA
i=1 ∪ {1A ⊗ h

j
B}

mB
j=1 ∪ {l

k
A ⊗ rkB}

mAB−mA−mB

k=1 ,

(A32)

where {hiA}
mA
i=1 is the set of generators of GA and {hjB}

mB
j=1

is the set of generators of GB . We have factorized the
stabilizer generators of GAB into a product on A and B.

In the basis (A32), the matrix J takes a simple form

J =
(

0
)⊕ma ⊕

(
0
)⊕mb ⊕ J ′, (A33)

where J ′ is a symmetric (mAB −mA −mB) × (mAB −
mA −mB) matrix over field F2, defined according to

J ′kk′ =

{
1 {lkA, lk

′

A } = 0,
0 otherwise.

(A34)

It is obvious from (A33) that Rank[2](J) ≤ mAB −
mA −mB . This completes the proof.

Below are two simple examples that illustrate the cal-
culation.
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Example A.2. Let LA = LB = 1 and the set of stabi-
lizer generators of GAB be {XX,ZZ}. Then the matrix
J is 2× 2:

J =

(
0 1
1 0

)
⇒ Rank[2](J) = 2. (A35)

Therefore, according to Theorem A.1, E
A|B
N (ρAB) = 1.

This result makes sense because the stabilizer state for
this case is a Bell state

|ψAB〉 =
1√
2

(|00〉+ |11〉), (A36)

written in the Z-basis.

Example A.3. Let LA = LB = LC = 1 and the set of
stabilizer generators of G be {ZZI, IZZ,XXX}. Then
the subgroup GAB has a unique generator ZZ, and there-
fore the matrix J is 1× 1:

J =
(

0
)
⇒ Rank[2](J) = 0. (A37)

Therefore, according to Theorem A.1, E
A|B
N (ρAB) = 0.

This result makes sense because the stabilizer state for
this case is the GHZ state

|ψABC〉 =
1√
2

(|000〉+ |111〉), (A38)

written in the Z-basis.

5. The proof of Theorem A.1

The following three lemmas directly lead to the proof
of Theorem A.1.

Lemma A.3. Rank[2](J) is invariant under the change
of the generators of GAB.

Proof. Any change of generators can be done by a se-
quence of (1) permutations of generators (2) multiplying
one generator to another. These operations induce an
operation on the matrix J :

1. Switch two rows a ↔ b and then switch two
columns a↔ b. (Here, a 6= b.)

2. Add the a-th row to the b-th row and then add the
a-th column to the b-th column over the field F2.
(Here, a 6= b.)

It is easy to see that these two operations do not change
Rank[2](J). This completes the proof.

Lemma A.4. It is possible to choose a “standard basis”
of stabilizer generators of GAB:

∪ma
i=1{a

i
AB , b

i
AB} ∪

mc
s=1 {csAB}, (A39)

such that

1. The nonnegative integers ma and mc satisfy

2ma +mc = mAB . (A40)

2. When we write

aiAB = aiA ⊗ aiB ,
bjAB = bjA ⊗ b

j
B ,

csAB = csA ⊗ csB ,
(A41)

we have

{aiA, biA} = 0, ∀i,
[aiA, b

j
A] = 0, i 6= j,

[aiA, a
j
A] = [biA, b

j
A] = 0, ∀i, j,

[aiA, c
s
A] = [biA, c

s
A] = 0, ∀s, i,

[csA, c
t
A] = 0, ∀s, t.

(A42)

Equivalently, in the standard basis (A39), we have
a block-diagonal J :

J =

(
0 1
1 0

)⊕ma

⊕
(

0
)⊕mc

. (A43)

Proof. Note that the matrix J , defined in (A27) can also
be treated as a skew-symmetric matrix over F2. (On F2,
we have 1 + 1 = 0.) We can apply the standard method
to bring it to the standard form (A43). The procedure
is to applying a sequence of pairs of row and column
operations, where the column operation is similar to the
row operation. This sequence of operations is suitable
for our purpose because it corresponds to a sequence of
redefinition of stabilizer generators. This completes the
proof.

Lemma A.5. In terms of the number ma defined above,

E
A|B
N (ρAB) = ma. (A44)

Proof. The proof is based on a few simple observations:

1. Let {hiAB}
mAB
i=1 be the set of generators of stabilizer

group GAB . Let

h̃iAB ≡ (hiAB)TA . (A45)

Then {h̃iAB}
mAB
i=1 generates another stabilizer

group, which we may denote as G̃AB .

2. A simple property of partial transpose:

[(λA⊗λB)·(µA⊗µB)]TA = (µTA

A ·λ
TA

A )⊗(λB ·µB). (A46)

3. We must have

(hiABh
j
AB)TA = ±h̃iABh̃

j
AB (A47)

because that each stabilizer generator is a tensor
product of factors acting on A and B. We obtain
“+” if hiA and hjA commute and we obtains “−” if

hiA and hjA anti-commute.
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With these simple observations, we find that the density
matrix ρAB , written the standard basis (A39) as

ρAB =
1

2LAB

ma∏
i=1

(1 + ai + bi + aibi)

mc∏
s=1

(1 + cs), (A48)

is of the following form after the partial transpose:

ρTA

AB =
1

2LAB

ma∏
i=1

(1 + ãi + b̃i − ãib̃i)
mc∏
s=1

(1 + c̃s). (A49)

Because different stabilizer generators {ãi, b̃j , c̃s} can in-
dependently take ±1, one can easily verify (A44). This
completes the proof.

Appendix B: Data collapse details

Near the critical point (p ≈ pc), we expect the physical
quantities of interest, e.g., entanglement entropy, mutual
information and entanglement negativity to scale as a
function of (p− pc)L1/ν . Here the dimensionless number
ν as related to the correlation length by

ξ ∼ |p− pc|−ν . (B1)

The function can be different for different quantities.
To calculate pc and ν, we perform data collapse for

the mutual information IA,B and the entanglement neg-

ativity E
A|B
N in the random Clifford circuit model with

measurements:

IA,B = f((p− pc)L1/ν) (B2)

E
A|B
N = f̃((p− pc)L1/ν), (B3)

where we have fixed the two intervals to be antipodal
regions with length |A| = |B| = L/8 whereas f(·) and

f̃(·) are functions.
We further perform data collapse for random Haar cir-

cuit model with measurements. This time, we consider
the difference of half-chain entanglement entropy:

S1(p)− S1(pc) = g((p− pc)L1/ν), (B4)

where g(·) is a function.
By following the protocol in Ref. [51], we find that

pc = 0.16(0.26), ν = 1.07(1.35) in the Clifford (Haar)
case. The results for pc in both models are consistent
with Ref. [23] and [21]. For the critical exponent ν, our
result in the Clifford circuit model is close to that of
Ref. [23], but our results of Haar random circuit model

differs with ν = 2.01 in Ref. [21]. This is understandable,
as in the random Haar case the finite size effect is more
significant.
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FIG. 6. (Top and middle) Data collapse for the mutual in-

formation IA,B and logarithmic negativity E
A|B
N at the crit-

ical point pc = 0.16 for the hybrid Clifford circuit model.
Here we fix the two intervals to be antipodal regions with
length |A| = |B| = L/8. Thus, the cross-ratio is fixed at
η = sin2(π

8
) ≈ 0.146. (Bottom) Data collapse for the half-

chain entanglement entropy S1(p) − S1(pc) for the random
Haar model.
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