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Abstract. Extending work of Carty, we show that H1 solutions of a simplified 1D BGK model
decay exponentially in L2 to a subclass of the class of grossly determined solutions as defined by
Truesdell and Muncaster. In the process, we determine the spectrum and generalized eigenfunctions
of the associated non-selfadjoint linearized operator and derive the associated generalized Fourier
transform and Parseval’s identity. Notably, our analysis makes use of rigged space techniques
originating from quantum mechanics, as adapted by Ljance and others to the nonselfadjoint case.
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1. Introduction

In this paper, extending a line of inquiry initiated by Carty [C16, C17], we consider the spectral
decomposition and decay to grossly determined solutions of a simplified BGK model

∂f

∂t
(t, x, v) + v

∂f

∂x
(t, x, v) = −f(t, x, v) +

∫
R
w(r)f(t, x, r)dr, (1.1)
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where w(v) = e−v2/
√
π and the unknown function f(t, x, v)w(v) represents the molecular density

function of a rarefied gas, with f(x, t, ·)w(·) corresponding to the probability distribution of veloci-
ties v at point (x, t). The linear integro-partial differential equation (1.1) was derived by Cercignani
in the context of the slip-flow problem [Ce] as a decoupled density equation by reduction from the
full 1D BGK model, itself a simplification of Boltzmann’s equation. Whereas Boltzmann’s equation
or the full BGK model has 5 conserved moments, corresponding to mass, momentum, and energy,
(1.1) has only one, corresponding to mass: namely, the integral ρ(x, t) :=

∫
Rw(r)f(x, t, r)dr.

The notion of grossly determined solutions of a kinetic equation, introduced by Truesdell and
Muncaster [TM] in the context of Boltzmann’s equation, consists of a manifold of solutions that is
invariant under the time-evolution of the equation, each solution of whose evolution is determined
entirely by the spatial distribution of its (finitely many) conserved moments. It was conjectured
in [TM] that all solutions of an appropriately defined class converge time-asymptotically to some
class of grossly determined solutions, the evolution of which, depending only on the macroscopic
fluid-dynamical quantities corresponding to moments of the kinetic equation, can be considered
as a nonlocal generalization of the classical compressible Navier-Stokes equations. See [C16] for
further discussion.

In the suggestive pair of papers [C16, C17], Carty by a combination of Case’s method of ele-
mentary solutions [Ca, Ce], Fourier transform techniques, and direct first-principles computation,
addressed for model (1.1) the questions of existence and converence to grossly determined solutions,
obtaining a number of interesting results. In particular, for Fourier modes ξ ∈ (−

√
π,+

√
π), he

deduces the spectra of the generator Lξ of the associated Fourier transformed evolution equation,
and computes associated continuous and point eigenfunctions. He observes that superpositions
of point eigenfunctions make up a family of grossly determined solutions [C16, Main Theorem],
while continuous eigenfunctions, having spectra with uniformly negative real part, are exponen-
tially decaying. From these observations, he concludes [C17, Discussion, Section 6] that elementary

solutions, defined as solutions with initial data f0 having Fourier transform f̂0(ξ) compactly sup-
ported in (−

√
π,+

√
π) and satisfying mild additional assumptions (detailed in [C17, Thm. 10]),

decay to the class of grossly determined solutions given by superpositions of point eigenfunctions.
However, Carty stops short of stating a precise theorem on convergence. In particular, in the

absence of a Parseval type identity, it is unclear in what norm the (transient) continuous eigenmodes
might decay, other than an artificial one defined in terms of the spectral decomposition itself.
Moreover, the issue of completeness of the spectral decomposition is left unaddressed, even in the
class of (necessarily real analytic) solutions with compactly supported Fourier transform considered
in [C17]. Thus, there are a number of interesting questions left for further investigation in this work.

The purpose of the present paper is to address these remaining questions: more precisely, to
place Carty’s specialized computations in a larger functional analytic framework, from which we
can then determine completeness, convergence, etc. in a systematic way. The framework that
we find useful for this problem is the theory of rigged spaces (e.g., [N60, L70, R83]) introduced in
quantum mechanics for the study of spectral decomposition in the presence of continuous spectrum,
and especially the work of Ljance [L70] on “completely regular” (or “small-dimensional” in a certain
prescribed sense) perturbations of multiplication operators.

Denote by L2
w the weighted L2 space of functions of the velocity v, with associated inner product

(f, g)L2
w
:=

∫
R f(v)g(v)w(v)dv. Denote by 1 the “unit” function 1(x, v) ≡ 1. Then, we may rewrite

(1.1) as

∂tf = Lf, where Lf := −(v∂x + 1)f + (f, 1)L2
w

1. (1.2)

Evidently, 1(x, ·) ∈ L2
w is the Maxwellian, or equilibrium state for which the collision operator

Q(f) := (f, 1)L2
w

1 − f over L2
w (i.e., the righthand side of (1.1)) vanishes.
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Taking the Fourier transform of f in x, following Carty [C16, C17], we obtain

∂tf̂ = Lξ := −(ivξ + 1)f̂ + (f̂ ,1)L2
w

1, 1(v) ≡ 1 ∈ L2
w(R),

where f̂ denotes Fourier transform in x and ξ is the associated Fourier frequency, reducing the
problem to the study of (8.2) and the spectral decomposition of Lξ (for ease of writing we use
the same symbol 1 to denote the constant function over x, v and over v alone). Noting that Lξ

decomposes into the sum of the multiplication operator Sξ := −(ivξ+1) and the rank-one operator
V := (·, 1)L2

w
1, we find ourselves, finally, in the setting studied by Ljance [L70].

The spectral decomposition of multiplication operator Sξ consists entirely of essential spec-
trum, with associated generalized eigenfunctions given by delta distributions. The content of [L70],
roughly speaking, is that the spectral decomposition of the perturbed operator Lξ = Sξ + V – or,
indeed, any such “small-dimensional” perturbation of a multiplication operator Sξ – consists of the
same set of essential spectra as Sξ, with associated generalized eigenfunctions given by generalized
delta-functions (in particular, again diagonalizable), together with a (possibly empty) set of isolated
point spectra of finite multiplicity. These eigenmodes are shown to be complete in the sense that
the associated forward and backward generalized Fourier transforms satisfy a “generalized Parse-
val inequality” for functions in appropriately restricted domains, relating Hilbert inner product of
two functions to their spectral expansions in terms of generalized eigenfunctions, or “generalized
Fourier transforms.” Moreover, there is presented a calculus based on analytic continuation by
which eigenmodes may be represented, and in principle computed or estimated.

Here, applying the abstract formalism of [L70] to the rank-one perturbation (1.2), we show that
the left and right continuous eigenmodes of Lξ may be computed explicitly, and associated forward
and backward generalized Fourier transforms Uξ and Bξ as multiples of a Hilbert transform– see
(5.9). For Fourier frequencies ξ ̸= ±

√
π, this yields estimates

∥Uξg∥L2
w
≤ C1(ξ)∥g∥L2

w
and ∥Bξf∥L2

w
≤ C2(ξ)∥f∥L2

w
,

with constants Cj depending on ξ. For general ξ, we have the uniform estimates

∥Uξg∥H−1
w

≤ C1∥g∥H1
w
and ∥Bξf∥L2

w
≤ C2∥f∥L2

w
;

see Proposition 7.6. Similar estimates hold for discrete eigenmodes induced by the rank one per-
turbation, as encoded by an associated projector Pλ∗(ξ); see Corollary 7.8. Together with the
generalized Parseval inequality, these yield respectively completness of the spectral decomposition
with respect to L2

w and uniform bounds from H1
w to L2

w of the solution operator for (1.1); see
Theorems 7.5 and (7.9). From the latter, we obtain rigorous H1

w → L2
w time-exponential decay

bounds on the continuous part of the spectral decomposition, yielding time-exponential decay to
grossly determined solutions in L2

w for data in H1
w, at the sharp rate O(e−t); see Theorems 8.1–8.6.

An auxiliary argument based on Prüss’ Theorem and C0 semigroup estimates gives exponential
decay from L2

2 → L2
w at a lesser rate O(e(ϵ−1)t), ϵ > 0, to a different grossly determined solution

consisting of an appropriate Fourier truncation of the grossly determined solution of Theorems 8.3–
8.6; see Theorem 9.6. In passing, we establish a convenient finite-codimension parametric version
of Prüss’ theorem, Corollary 9.3, that appears of independent interest. We note that in both
settings- the rigged-space framework of our first set of results, and the semigroup framework of the
second- the appearance of an additional, unbounded, parameter given by the Fourier frequency ξ,
significantly complicates the analysis by the need for uniformity of all estimates with respect to ξ.

These results rigorously recover and in complete the analysis begun in [C16, C17]. The methods
used in this rank-one case would appear to apply to any finite-rank perturbation. In particular,
it should apply to the linearization of the full BGK equation, which has a rank-5 linearized col-
lision operator corresponding to projection onto the tangent space of the 5-dimensional manifold
of Maxwellians, to yield a similar result of exponential decay to grossly determined solutions. A
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very interesting open problem would be to determine the implications as regards decay to grossly
determined solutions for the full nonlinear equation.

Another very interesting direction is the study of the full Boltzmann equation with hard potential,
for which [G62] the associated linearized operator Lξ is a compact perturbation, hence arbitrarily
well approximated by finite-rank ones. This would be interesting not only from the standpoint of
grossly determined solutions, but also of explicit description of the spectral decomposition of the
linearized operator, hopefully giving detailed estimates like [BM05], or L∞ resolvent estimates as
conjectured in [Z17] (see also [PZ16].

From the standpoint of general theory, our analysis provides a very interesting case study for
the nonselfadjoint rigged space framework of [L70], for which essentially all spectral computations
can be explicitly carried out- see the computations of essential and discrete spectra in Theorem 7
and Proposition A.1- and the first to our knowledge in which the theory is applied to obtain time-
asymptotic bounds for an interesting physical system. Moreover, the results highlight what seems
to us a fundamental direction for further development of the rigged space approach to behavior of
nonselfadjoint systems, namely, the issue of loss of derivatives/unbounded condition number of Uξ,
an extreme version of nonunitarity of eigenvases for nonselfadjoint operators in general. Different
from the selfadjoint case discussed, e.g., in [A69, A96], this means that sharp evolutionary behavior
is not immediately obtained from the spectral decomposition of the generator, but may, as here,
involve substantial cancellation between modes, an issue standardly treated by the use of resolvent
bounds in place of exact spectral decomposition. The questions suggested here are whether (i)
cancellation may (at least in some cases) instead be detected directly from a very explicit description
of the spectral expansion, thus combining the useful aspects of detailed eigenexpansion and control
of conditioning, and (ii) resolvent estimates or some analog may be obtained from the rigged space
formulation itself. These aspects are discussed further in Sections 9 and 10.

Plan of the paper. In Section 2, we recall the rigged space framework of [L70], which we
use in Sections 3–7 to obtain a detailed spectral decomposition of the (linear) scalar BGK model
(1.1). In Section 8, we use the spectral decomposition to obtain existence and decay to grossly
determined solutions of solutions of (1.1), with a loss of two derivatives in velocity v. This is
repaired in Section 9 using a different, C0 semigroup argument requiring less spectral detail, but
giving a lower exponential rate. We conclude the main text with discussion and perspectives in
Section 10. Finally, an exact computation of discrete spectrum is given in Appendix A.

2. Rigged Spaces

We consider the Hilbert space L2
w(R), where w(x) = e−x2

/
√
π will be denoted by H. Let

Ω = Ωε = {z ∈ C : |ℑz| < ε}, ε > 0.

Definition 2.1. An element ϕ ∈ H is called regular if there exists an extension z → ϕ(z) from the
real x-axis to the complex z-plane, which is holomorphic in Ω. A regular element ϕ ∈ H is called
completely regular if for each ε1 ∈ [0, ε) the following holds

sup
y∈[−ε1,ε1]

∫
R
|ϕ(x+ iy)|2w(x)dx <∞.

The linear spaces of regular and completely regular elements will be denoted by Φ0 and Φ respec-
tively.

The space Φ (of completely regular elements) is regarded as a sequential Hilbert space with
topology defined by the norms:

||ϕ||y :=
{1

2

∫
R
[|ϕ(x+ iy)|2 + |ϕ(x− iy)|2]w(x)dx

}1/2
, y ∈ [0, ε).

4



We denote by Φ∗ the space of semilinear continuous functionals defined on Φ, and by ⟨ϕ∗, ϕ⟩ the
value of the functional ϕ∗ ∈ Φ∗ at the point ϕ ∈ Φ. For each ϕ∗ ∈ Φ∗ there exists y ∈ [0, ε) such
that

|ϕ∗|−y = sup
0̸=ϕ∈Φ

|⟨ϕ∗, ϕ⟩|
||ϕ||y

<∞. (2.1)

And, we have the following embeddings:

Φ ⊂ H ⊂ Φ∗. (2.2)

We shall now find an analytic representation of the functional ϕ∗ ∈ Φ∗. These functionals will
be called generalized elements of the space H.

In particular, if the sesquilinear form

Φ∗⟨·, ·⟩Φ : Φ∗ × Φ → C

denotes the duality pairing between Φ∗ and Φ, then

Φ∗⟨f, ϕ⟩Φ = (f, ϕ)L2
w(R), f ∈ L2

w(R), ϕ ∈ Φ, (2.3)

that is, the pairing Φ∗⟨·, ·⟩Φ is compatible with the inner product in L2
w(R). Let R ∈ B(Φ,Φ∗).

Since Φ is reflexive, (Φ∗)∗ = Φ, one has

R : Φ → Φ∗, R∗ : Φ → Φ∗.

Moreover, R∗ is defined as follows

Φ∗⟨Rϕ,ψ⟩Φ = (Φ∗)∗⟨ϕ,R∗ψ⟩Φ∗ = Φ⟨ϕ,R∗ψ⟩Φ∗ = Φ∗⟨R∗ψ, ϕ⟩Φ. (2.4)

From this point on, we will drop subscripts in (2.4).

Definition 2.2. We denote by Φ∗
−η the class of complex-valued functions z → ϕ∗(z) which are

holomorphic for |ℑz| > η and satisfy the condition

sup
|y|>η

∫
R
|ϕ∗(x+ iy)|2w(x)dx <∞.

For each function ϕ∗ ∈ Φ∗
−η the boundary values ϕ∗(x±iη) exist for almost all x ∈ R. In addition,

|ϕ∗(z)w1/2(z)| → 0 as |z| → ∞

uniformly in the region |ℑz| > η.

Definition 2.3. For arbitrary ϕ ∈ Φ and ϕ∗(·) ∈ Φ∗
−η we define

⟨ϕ∗, ϕ⟩ : =
∫
γ
ϕ∗(z)ϕ(z)w(z)dz,

⟨ϕ, ϕ∗⟩ : = ⟨ϕ∗, ϕ⟩,
(2.5)

where ∫
γ
:=

∫ ∞−iγ

−∞−iγ
−
∫ ∞+iγ

−∞+iγ
(2.6)

and γ is an arbitrary number in [η, ε).

Clearly, (2.5) defines a generalized functional ϕ∗ ∈ Φ∗. We say that the function ϕ∗(·) in (2.5)
represents the functional ϕ∗. Moreover, one can show that for each generalized element there exists
a unique representing function.
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Remark 2.4. Let ϕ∗ ∈ Φ∗ be represented by ϕ∗(·). We define

||ϕ||−η :=
{1

2

∫
R
[|ϕ∗(x+ iη)|2 + |ϕ∗(x− iη)|2]w(x)dx

}1/2
. (2.7)

Using the Fourier transform, one can show that the norm (2.1) is equivalent to the norm (2.7).

3. The simplified BGK model

We consider now the linear integro-partial differential equation

∂f

∂t
(t, x, v) + v

∂f

∂x
(t, x, v) = −f(t, x, v) +

∫
R
w(r)f(t, x, r)dr,

a simplification of the 1D Boltzmann equation for the slip-flow problem [Ce], where f(t, x, v)w(v)
represents the molecular density function of a rarefied gas. Here, the role of ϕ ∈ H in the previous

section is played by the unknown f(v) ∈ L2
w, with weight w(v) = e−v2/

√
π corresponding to a

Maxwellian distribution.

3.1. Associated Spectral Problem. We first take the Fourier transform of equation (1.1) in the
spatial variable, that is,

∂f̂

∂t
(t, ξ, v) = −viξf̂(t, ξ, v)− f̂(t, ξ, v) +

∫
R
w(r)f̂(t, ξ, r)dr. (3.1)

Next, we introduce the following operator associated with the right-hand side of (3.1) and acting
in the weighted L2 space L2

w, which is the standard one considered for Boltzmann’s equation [G62].

(Lg)(ξ, v) : = −viξg(ξ, v)− g(ξ, v) +

∫
R
w(r)g(ξ, r)dr,

g ∈ dom(L) = {h ∈ L2(R2;w(v)dξdv) : Lg ∈ L2(R2;w(v)dξdv)},
and

(Lξg)(v) : = −viξg(v)− g(v) +

∫
R
w(r)g(r)dr,

g ∈ dom(Lξ) = {h ∈ L2
w(R; dv) : Lξg ∈ L2

w(R; dv)}.
We also decompose Lξ into the sum Mξ and V , i.e.

Lξ : =Mξ + V, dom(Lξ) = dom(Mξ),

(Mξg)(v) : = −viξg(v)− g(v),

g ∈ dom(Mξ) = {h ∈ L2
w(R; dv) :Mξh ∈ L2

w(R; dv)},
(V g)(v) : = (g,1)L2

w
1, 1 = 1 for a.e. v ∈ R.

(3.2)

Notice that V 2 = V ∗ = V ∈ B(L2
w(R; dv)).

3.2. Spectrum of Lξ.

Definition 3.1. A closed operator M ∈ C (X), where X is a Banach space is said to be semi-
Fredholm if ran(M) is closed and at least one of dimker(M) and codim ran(M) is finite.

Definition 3.2 (Kato). Let ∆ be the set of all complex numbers λ such that M − λI is semi-
Fredholm. The essential spectrum of M denoted by σess(M) is the set of all complex numbers that
are in the complementary set of ∆, that is,

σess(M) := {λ ∈ C : either ran(M − λI) is not closed or

ran(M − λI) is closed, but dimker(M − λI) = codim ran(M − λI) = ∞}.
6



Remark 3.3. In general ∆ from Definition 3.2 is the union of a countable number of components
∆n, and νn(λ) := dimker(M − λI), µn(λ) := codim ran(M − λI) are constant in each ∆n except
for an isolated set of values λnj of λ. If νn = µn = 0, ∆n is a subset of ρ(M) except for the isolated
eigenvalues λnj of M with finite algebraic multiplicities. If νn > 0, λnj behave like ’isolated
eigenvalues’, in the sense that their geometric multiplicities are larger than geometric multiplicities
of eigenvalues that are in their immediate neighborhood.

Since Mξ in (3.2) is a multiplication operator, it is clear that σ(Mξ) = σess(Mξ) = {λ ∈ C : λ =
−1 + iω, ω ∈ R} for ξ ̸= 0, and σ(M0) = σess(M0) = {−1}. Moreover, since the operator V is
Mξ-compact (or relatively compact with respect Mξ), by [K80, Theorem 5.35.],

σess(Lξ) = σess(Mξ) = {λ ∈ C : λ = −1 + iω, ω ∈ R}, ξ ̸= 0,

σess(L0) = σess(M0) = {−1}.
(3.3)

Definition 3.4 (Kato). An operator V is said to be M -degenerate If V is M -bounded and
dim ran(V ) is finite. One can show that a M -degenerate operator is M -compact.

Let V be M -degenerate, then for any λ ∈ ρ(M),

K̃(λ) : = I + V R0(λ) = I + V (M − λI)−1,

˜̃K(λ) : = I +R0(λ)V = I + (M − λI)−1V
(3.4)

are bounded operators in B(L2
w(R)) and

ω(λ) = det(I + V (M − λI)−1) = det(I + (M − λI)−1V )

is well defined.
Hence, for Mξ and V from (3.2) we can rewrite K̃(λ, ξ) and ˜̃K(λ, ξ) from (3.4) as

K̃(λ, ξ) = I + (·, (R0(λ, ξ))∗1)L2
w

1,

˜̃K(λ, ξ) = I + (·,1)L2
w
R0(λ, ξ)1.

We also introduce the operator K(λ, ξ) := I + V R0(λ, ξ)V = I + V (Mξ − λI)−1V ∈ B(L2
w(R)).

Notice that for Mξ and V from (3.2)

ω(λ, ξ) = det(K(λ, ξ)) = det(K̃(λ, ξ)) = det( ˜̃K(λ, ξ)) = det(1 + (R0(λ, ξ)1,1)L2
w
)

= 1−
∫

R

w(v)dv

viξ + 1 + λ
.

In general, ω and K are meromorphic functions of λ in any domain of the complex plane consisting
of points of ρ(M) and of isolated eigenvalues of M with finite algebraic multiplicities. In our case,
ω(·, ξ) and K(·, ξ) are analytic functions in any domain of the complex plane consisting of points
of ρ(Mξ). Let µ(λ) be a numerical meromorphic function defined in a domain ∆ of the complex
plane. We define the multiplicity function v(λ, µ) of µ by

v(λ, µ) =


k, if λ is a zero of µ of order k,

−k, if λ is a pole of µ of order k,

0, for other λ ∈ ∆.

We also define the multiplicity function ν̃(λ, L), where L =M + V by

ν̃(λ, L) =


0, if λ ∈ ρ(L),

dim(P ), if λ is an isolated point of σ(L),

+∞, otherwise,
7



where P is the projection associated with the isolated point of σ(M). The following theorem holds

Theorem 3.5. Fix ξ. Let Mξ be the operator from (3.2) and λ ∈ C \ σess(Mξ). Then

ν̃(λ, Lξ) = v(λ, ω(·, ξ)), λ ∈ C \ σess(Mξ).

Moreover, if λ ∈ σ(Lξ)\σess(Lξ), then λ is a zero of the function ω(·, ξ) and an isolated eigenvalue
of Lξ, and the algebraic multiplicity of λ as an eigenvalue of Lξ coincides with the order of λ as a
zero of ω(·, ξ). Moreover, the operator K−1(λ, ξ) exists and is bounded in H for all λ /∈ σess(Lξ)
except for a finite number of λj(ξ). And σd(Lξ) = {λj(ξ)}. Finally, if λ ∈ ρ(Lξ), then

R(λ, ξ) = R0(λ, ξ)−R0(λ, ξ)V K−1(λ, ξ)V R0(λ, ξ). (3.5)

Proof. It follows from [K80, Theorem 6.2] after a slight modification. □

Next, we describe the discrete spectrum of Lξ.

Proposition 3.6. For any ξ ∈ (−
√
π,

√
π) there exists a unique λ∗(ξ) ∈ (−1, 0] such that ω(λ∗(ξ), ξ) =

0. Moreover, the multiplicity of such λ∗(ξ) as a zero of ω(·, ξ) is one. And if ξ ∈ C \ (−
√
π,

√
π),

then ω(·, ξ) does not vanish. Moreover, λ∗(·) is a continuous function of ξ for ξ ∈ (−
√
π,

√
π),

−1 < λ∗(ξ) ≤ 0, lim
ξ→−

√
π
+ λ∗(ξ) = −1 and lim

ξ→
√
π
− λ∗(ξ) = −1.

Proof. Notice that for any fixed ξ, ω(·, ξ) is defined only for λ ∈ C \σess(Mξ). Let λ ∈ C \σess(Mξ)
and λ = a+ ib, then∫

R

w(v)dv

viξ + 1 + λ
=

∫
R

w(v)dv

(vξ + b)i+ 1 + a
=

∫
R

(1 + a− (vξ + b)i)w(v)dv

(1 + a)2 + (vξ + b)2
.

Notice that if b := ℑλ ̸= 0, then
∫

R
−(vξ+b)w(v)dv
(1+a)2+(vξ+b)2

̸= 0 which implies that ω(·, ξ) does not vanish.

On the other hand, when b = 0,
∫

R
−(vξ)w(v)dv
(1+a)2+(vξ)2

= 0 (the integrand is an odd function). Hence,∫
R

w(v)dv

viξ + 1 + λ
=

∫
R

(1 + λ)w(v)dv

(1 + λ)2 + (vξ)2
.

Note that if λ ∈ R, then λ ∈ C \ σess(Mξ) if and only if λ ̸= −1. Next, we analyze the function
ω(·, ξ) for λ ∈ (−∞,−1)∪ (−1,∞). In particular, if ξ ̸= 0, by the dominated convergence theorem,

lim
λ→−1+

ω(λ, ξ) = lim
λ→−1+

(
1−

∫
R

(1 + λ)w(v)dv

(1 + λ)2 + (vξ)2
) v=(1+λ)u

= lim
λ→−1+

(
1− 1√

π

∫
R

e−(1+λ)2u2
du

1 + (uξ)2
)

=
(
1− 1√

π

∫
R

du

1 + (uξ)2
)
=

(
1− 1√

π|ξ|
arctan(|ξ|u)

∣∣∣∞
−∞

)
= 1−

√
π

|ξ|
.

(3.6)

On the other hand, if ξ = 0

lim
λ→−1+

ω(λ, 0) = lim
λ→−1+

(
1−

∫
R

(1 + λ)w(v)dv

(1 + λ)2
)
= lim

λ→−1+
(1− 1

1 + λ
) = −∞.

Similarly, if ξ ̸= 0

lim
λ→−1−

ω(λ, ξ) = 1 +

√
π

|ξ|
. (3.7)

And, if ξ = 0, limλ→−1− ω(λ, 0) = ∞. By applying the dominated convergence theorem, one can
also show that for any ξ ∈ R

lim
|λ|→∞

ω(λ, ξ) = 1. (3.8)
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Next, we calculate the derivative of ω(ξ, ·) by applying a corollary of the dominated convergence
theorem on differentiation under integral sign. If λ > −1, then

d

dλ
ω(λ, ξ) =

d

dλ

(
1−

∫
R

(1 + λ)w(v)dv

(1 + λ)2 + (vξ)2
) v=(1+λ)u

=
d

dλ

(
1− 1√

π

∫
R

e−(1+λ)2u2
du

1 + (uξ)2
)

= − 1√
π

∫
R

−2(1 + λ)u2e−(1+λ)2u2
du

1 + (uξ)2
=

2(λ+ 1)√
π

∫
R

u2e−(1+λ)2u2
du

1 + (uξ)2
> 0

(the integrand is a positive cotinuous function).

(3.9)

Similarly, if λ < −1, then

d

dλ
ω(λ, ξ) =

−2(λ+ 1)√
π

∫
R

u2e−(1+λ)2u2
du

1 + (uξ)2
> 0. (3.10)

By (3.6), (3.7), (3.8), (3.9) and (3.10), we see that for each fixed ξ ∈ (−∞,−
√
π] ∪ [

√
π,∞) ω(·, ξ)

doesn’t vanish for any λ ∈ (−∞,−1) ∪ (−1,∞) (also, see Figure 1C). Now, we consider three
different cases: ξ ∈ (0,

√
π), ξ = 0 and ξ ∈ (−

√
π, 0).

Case 1. Let ξ ∈ (0,
√
π). From (3.6), (3.7), (3.8), (3.9) and (3.10) it is clear that there exists a

unique λ∗(ξ) ∈ (−1,∞) such that ω(λ∗(ξ), ξ)=0 (also, see Figure 1B). Next, we rewrite the function
ω in the following way:

ω(λ, ξ) = 1− 1

ξ
f
(1 + λ

ξ

)
,

where f(x) =
∫

R
xw(v)dv
x2+v2

. By (3.6), (3.7) and (3.8), we see that

lim
x→0+

f(x) =
√
π, lim

x→0−
f(x) = −

√
π, lim

|x|→∞
f(x) = 0. (3.11)

Moreover,
d

dλ
ω(λ, ξ) = − 1

ξ2
f ′
(1 + λ

ξ

)
Therefore, f is a one-to-one differentiable function on (−∞, 0) ∪ (0,∞). Next, for ξ ∈ (0,

√
π), we

find a unique λ∗(ξ) ∈ (−1,∞) such that ω(λ∗(ξ), ξ)=0, that is, 0 = ω(λ∗(ξ), ξ) = 1− 1
ξ f

(
1+λ∗(ξ)

ξ

)
,

or,

f
(1 + λ∗(ξ)

ξ

)
= ξ, or, λ∗(ξ) = ξf−1(ξ)− 1.

Hence,

λ∗(ξ) = ξf−1(ξ)− 1 = xf(x)− 1 =

∫
R

x2w(v)dv

x2 + v2
− 1 > −1, f−1(ξ) = x, x ∈ (0,∞).

On the other hand, if f−1(ξ) = x, x ∈ (0,∞), then

λ∗(ξ) =

∫
R

x2w(v)dv

x2 + v2
− 1 =

∫
R
w(v)dv −

∫
R

v2w(v)dv

x2 + v2
− 1 = −

∫
R

v2w(v)dv

x2 + v2
< 0.

Hence, λ∗(·) is a continuous function of ξ for ξ ∈ (0,
√
π) and −1 < λ∗(ξ) < 0. Next, we find

limξ→0+ λ
∗(ξ) and lim

ξ→
√
π
− λ∗(ξ). It follows from (3.11) and the dominated convergence theorem

that

lim
ξ→0+

λ∗(ξ) = lim
ξ→0+

(ξf−1(ξ)− 1) = lim
x→∞

(xf(x)− 1) = − lim
x→∞

∫
R

v2w(v)dv

x2 + v2
= 0,

lim
ξ→

√
π
−
λ∗(ξ) = lim

ξ→
√
π
−
(ξf−1(ξ)− 1) = lim

x→0+
(xf(x)− 1) = − lim

x→0+

∫
R

v2w(v)dv

x2 + v2
= −1.
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Moreover, one can show that λ∗(·) is strictly decreasing function of ξ for ξ ∈ (0,
√
π). Indeed,

(λ∗)′(ξ) = −
ω′
ξ(λ

∗(ξ), ξ)

ω′
λ(λ

∗(ξ), ξ)
. (3.12)

By (3.9), ω′
λ(λ

∗(ξ), ξ) > 0 for ξ ∈ (0,
√
π). And, by applying a corollary of the dominated conver-

gence theorem on differentiation under integral sign, for λ > −1 we have

ω′
ξ(λ, ξ) =

∂

∂ξ

(
1−

∫
R

(1 + λ)w(v)dv

(1 + λ)2 + (vξ)2
) v=(1+λ)u

=
∂

∂ξ

(
1− 1√

π

∫
R

e−(1+λ)2u2
du

1 + (uξ)2
)

= − 1√
π

∫
R

−2ξu2e−(1+λ)2u2
du

(1 + (uξ)2)2
=

2ξ√
π

∫
R

u2e−(1+λ)2u2
du

(1 + (uξ)2)2
> 0 for ξ > 0.

(3.13)

Therefore, by (3.12) and (3.13), (λ∗)′(·) is strictly negative for ξ ∈ (0,
√
π).

Case 2. Let ξ ∈ (−
√
π, 0). As in Case 1, one can analytically show that λ∗(·) is an in-

creasing, differentiable function of ξ for ξ ∈ (−
√
π, 0), −1 < λ∗(ξ) < 0, limξ→0− λ

∗(ξ) = 0 and
lim

ξ→−
√
π
+ λ∗(ξ) = −1.

Case 3. Let ξ = 0. Then,

ω(λ, 0) = 1−
∫

R

(1 + λ)w(v)dv

(1 + λ)2
= 1− 1

1 + λ
. (3.14)

Therefore, ω(λ, 0) vanishes only at λ = 0 (see Figure 1A).
Hence, putting all three cases together, we conclude that λ∗(·) is a continuous function of ξ for

ξ ∈ (−
√
π,

√
π), −1 < λ∗(ξ) ≤ 0, lim

ξ→−
√
π
+ λ∗(ξ) = −1 and lim

ξ→
√
π
− λ∗(ξ) = −1 (see Figure

1D). Note that Figure 1D is numerically simulated using the implicit formula (A.1) for λ∗(·). □

Theorem 3.7. Let ξ ∈ (−
√
π,

√
π). Then the discrete spectrum of Lξ consists of only one iso-

lated eigenvalue λ∗(ξ) with the corresponding eigenvector e1(·, ξ) := 1
·iξ+1+λ∗(ξ) ∈ L2

w(R), moreover,

λ∗(ξ) ∈ (−1, 0] and λ∗(ξ) is of algebraic multiplicity one. Similarly, ē1(·, ξ) := 1
−·iξ+1+λ∗(ξ) ∈ L2

w(R)
is the eigenvector of L∗

ξ corresponding to the isolated eigenvalue λ∗(ξ).

Proof. The description of the discrete spectrum of Lξ is shown in Proposition 3.6. Now, we would
like to find the corresponding eigenvectors. Fix ξ ∈ (−

√
π,

√
π). It follows from Proposition 3.6

that there exists a unique λ∗(ξ) ∈ (−1, 0] such that ω(λ∗(ξ), ξ) = 0. Consider the L2
w-function

1
viξ+1+λ∗(ξ) . Since ω(λ

∗(ξ), ξ) = 0, we have
∫

R
w(v)dv

viξ+1+λ∗(ξ) = 1 = (viξ + 1 + λ∗(ξ)) 1
viξ+1+λ∗(ξ) , or,

(−viξ − I) 1
viξ+1+λ∗(ξ) +

∫
R

w(v)dv
viξ+1+λ∗(ξ) = 1 = λ∗(ξ) 1

viξ+1+λ∗(ξ) . Therefore, Lξe1 = λ∗(ξ)e1. □

Proposition 3.8. The maps R0(·, ·)1, (R0(·, ·))∗1, : C\{λ : ℜλ = −1}×R → L2
w(R) are continuous.

In particular, the following maps are continuous

(1) (·, (R0(·, ·))∗1)L2
w
: C \ {λ : ℜλ = −1} × R → (L2

w(R))
∗,

(2) (R0(·, ·)1, 1)L2
w
: C \ {λ : ℜλ = −1} × R → C,

(3) ω(·, ·) = det(1 + (R0(·, ·)1, 1)L2
w
) : C \ {λ : ℜλ = −1} × R → C,

(4) R0(λ∗(·), ·)1 : (−
√
π,

√
π) → L2

w(R),
(5) (·, (R0(λ∗(·), ·))∗1)L2

w
: (−

√
π,

√
π) → (L2

w(R))
∗,

(6) ω′(λ∗(·), ·) : (−
√
π,

√
π) → R.

Proof. Let λ = a+ ib, where a, b ∈ R. Then

∥R0(λ, ξ)1∥2L2
w
=

∫
R

w(v)dv

|viξ + 1 + λ|2
=

∫
R

w(v)dv

(vξ + b)2 + (1 + a)2
.
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A ξ = 0 B ξ = 1

C ξ =
√
π D The λ∗ curve

Figure 1. The λ∗ and ω curves

Notice that

w(v)

|vi ·+1 + ·|2
: C \ {λ : ℜλ = −1} × R → R is continuous. (3.15)

Moreover, if |a+ 1| ≥ δ > 0, then

w(v)

|viξ + 1 + λ|2
=

w(v)

(vξ + b)2 + (1 + a)2
≤ w(v)

δ2
, and

∫
R

w(v)dv

δ2
=

1

δ2
<∞. (3.16)

By (3.15), (3.16) and the dominated convergence theorem, we conclude that ∥R0(·, ·)1∥2L2
w
: C\{λ :

ℜλ = −1} → R is continuous. Similarly, one can show that (R0(·, ·))∗1 : C \ {λ : ℜλ = −1} × R →
L2
w(R) is continuous. Items (1)-(3) immediately follow from continuity of (R0(·, ·))1 and (R0(·, ·))∗1.

Items (4)-(5) follow from continuity of (R0(·, ·))1 and (R0(·, ·))∗1 and the fact that λ∗(·) is a
continuous function of ξ for ξ ∈ (−

√
π,

√
π) (see Proposition 3.6).
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(6) By formula (3.9), we have

ω′(λ∗(ξ), ξ) =
2(λ∗(ξ) + 1)√

π

∫
R

u2e−(1+λ∗(ξ))2u2
du

1 + (uξ)2
.

Notice that

u2e−(1+λ∗(·))2u2

1 + (u·)2
: (−

√
π,

√
π) → R is continuous. (3.17)

Moreover, if |1 + λ∗(ξ)| ≥ δ > 0, then

u2e−(1+λ∗(ξ))2u2

1 + (uξ)2
≤ u2e−δ2u2

, and

∫
R
u2e−δ2u2

du <∞. (3.18)

By (3.17), (3.18) and the dominated convergence theorem, we conclude that ω′(λ∗(·), ·) : (−
√
π,

√
π) →

R is continuous. □

Theorem 3.9. 1. Fix ε0 > 0 and let Λ+
−1+ε0

= {λ ∈ C : ℜλ ≥ −1 + ε0}. For all λ in

{|λ| ≥ R, R sufficietly large} ∩Λ+
−1+ε0

, there exists γ > 0 such that |ω(λ, ξ)| > γ uniformly

for ξ ∈ R. Moreover, |ω(λ, ξ)− 1| → 0 as |λ| → ∞ within Λ+
−1+ε0

, uniformly for ξ ∈ R.
2. Fix ξ0 ∈ (0,

√
π) and ε > 0. Then for any λ† ≥ λ∗(ξ0) + ε there exists γ > 0 such that

|ω(λ, ξ)| > γ for |ξ| ≥ ξ0 and λ ∈ {λ ∈ C : ℜλ = λ†}. Moreover, |ω(λ, ξ) − 1| → 0 as
|ξ| → ∞ uniformly for λ ∈ {λ ∈ C : ℜλ = λ†}.

3. For any −1 < λ† ≤ λ∗(ξ0) − ε there exists γ > 0 such that |ω(λ, ξ)| > γ for |ξ| ≤ ξ0 and
λ ∈ {λ ∈ C : ℜλ = λ†}.

Proof. 1. Let λ = a+ ib ∈ Λ+
−1+ε0

, where a, b ∈ R. We consider the following cases:

a) Let a >> 1. Then |ω(λ, ξ)−1| =
∣∣ ∫

R
w(v)dv

viξ+1+a+ib

∣∣ ≤ ∫
R

w(v)dv
|1+a| = 1

|1+a| . Therefore, |ω(λ, ξ)−1| → 0

as a→ ∞, uniformly for ξ ∈ R.
b) Let −1 + ε0 ≤ a ≤ m and |b| ≥ δ0, where m, δ0 are fixed and m, δ0 > 0. We break the integral
into three parts. That is,

|ω(λ, ξ)− 1| =
∣∣ ∫

R

w(v)dv

viξ + 1 + a+ ib

∣∣ ≤ ∫
|vξ|≤(1−θ)|b|

w(v)dv

|viξ + 1 + a+ ib|

+

∫
(1−θ)|b|≤|vξ|≤(1+θ)|b|

w(v)dv

|viξ + 1 + a+ ib|
+

∫
|vξ|≥(1+θ)|b|

w(v)dv

|viξ + 1 + a+ ib|
= I + II + III,

where 0 < θ < δ, δ is fixed and δ < 1. Next, we estimate each integral separately.

I :=

∫
|vξ|≤(1−θ)|b|

w(v)dv

|(vξ + b)i+ 1 + a|
≤

∫
|vξ|≤(1−θ)|b|

w(v)dv

θ|b|
≤ 1

θ|b|
.

Similarly,

III :=

∫
|vξ|≥(1+θ)|b|

w(v)dv

|(vξ + b)i+ 1 + a|
≤

∫
|vξ|≥(1+θ)|b|

w(v)dv

θ|b|
≤ 1

θ|b|
.
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Now, we estimate the second integral. Since b ̸= 0, ξ ̸= 0 for the second integral. Therefore,

(1− θ)| bξ | ≤ |v| ≤ (1 + θ)| bξ |. Then w(v) =
1√
π
e−v2 ≤ 1√

π
e
−(1−θ)2( b

ξ
)2
. Therefore,

II : =

∫
(1−θ)|b|≤|vξ|≤(1+θ)|b|

w(v)dv

|(vξ + b)i+ 1 + a|
≤

∫
(1−θ)|b|≤|vξ|≤(1+θ)|b|

1√
π
e
−(1−θ)2( b

ξ
)2
dv

|a+ 1|

≤
2√
π
θ| bξ |e

−(1−θ)2( b
ξ
)2

|a+ 1|
≤ C

θ

|a+ 1|
,

where the last inequality is implied by |x|e−(1−θ)2x2 ≤ C̃ uniformly for all 0 < θ < δ, δ < 1.
Therefore, by choosing θ = 1√

|b|+1
and by the fact that a belongs to the compact interval, we have

|ω(λ, ξ) − 1| ≤ C√
|ℑλ|+1||ℜλ+1|

for all λ such that −1 + ε0 ≤ ℜλ ≤ m, |ℑλ| ≥ δ0, δ0 > 0, uniformly

for ξ ∈ R. In particular, |ω(λ, ξ)− 1| → 0 as |ℑλ| → ∞ (ℜλ is bounded), uniformly for ξ ∈ R.
Combining the results from cases a) and b), we arrive the first statement of Theorem 3.9.
2. Fix any λ† ≥ λ∗(ξ0) + ε. For |ξ| ≥ ξ0 and λ = a+ ib, where a = λ† we have

|ω(λ, ξ)− 1| =
∣∣ ∫

R

w(v)dv

viξ + 1 + a+ ib

∣∣ ≤ ∫
|b|≤(1−θ)|vξ|

w(v)dv

|viξ + 1 + a+ ib|

+

∫
(1−θ)|vξ|≤|b|≤(1+θ)|vξ|

w(v)dv

|viξ + 1 + a+ ib|
+

∫
|b|≥(1+θ)|vξ|

w(v)dv

|viξ + 1 + a+ ib|
= I + II + III,

where 0 < θ < δ, δ is fixed and δ < 1. Next, we estimate each integral separately.

I :=

∫
|b|≤(1−θ)|vξ|

w(v)dv

|(vξ + b)i+ 1 + a|
≤

∫
R

w(v)dv

θ2(vξ)2 + (a+ 1)2
.

Similarly,

III :=

∫
|b|≥(1+θ)|vξ|

w(v)dv

|(vξ + b)i+ 1 + a|
≤

∫
R

w(v)dv

θ2(vξ)2 + (a+ 1)2
.

Now, we estimate the second integral. Since ξ ̸= 0 for the second integral. Therefore, 1
1+θ |

b
ξ | ≤

|v| ≤ 1
1−θ |

b
ξ |. Then w(v) =

1√
π
e−v2 ≤ 1√

π
e
−( 1

1+θ
)2( b

ξ
)2
. Therefore,

II : =

∫
(1−θ)|vξ|≤|b|≤(1+θ)|vξ|

w(v)dv

|(vξ + b)i+ 1 + a|
≤

∫
1

1+θ
| b
ξ
|≤|v|≤ 1

1−θ
| b
ξ
|

1√
π
e
−( 1

1+θ
)2( b

ξ
)2
dv

|a+ 1|

≤
2√
π

θ
1−θ2

| bξ |e
−( 1

1+θ
)2( b

ξ
)2

|a+ 1|
≤ C

θ
1−θ2

|a+ 1|
,

where the last inequality is implied by |x|e−( 1
1+θ

)2x2

≤ C̃ uniformly for all θ such that 0 < θ < δ,
δ < 1. Therefore, by choosing θ = 1√

|ξ|+1
, we see that I + II + II → 0 and |ω(λ, ξ) − 1| → 0 as

|ξ| → ∞ uniformly for λ ∈ {λ ∈ C : ℜλ = λ†}. In particular, for γ0 > 0 there exists a R0 > 0 such
that |ω(λ, ξ)| > γ0 for |ξ| ≥ R0 (R0 ≥ ξ0) and λ ∈ {λ ∈ C : ℜλ = λ†}.

We will consider the case ξ0 ≤ |ξ| ≤ R0. Choose R1 > 0 large enough, then, by item 1, there
exists a γ1 > 0 such that |ω(λ, ξ)| > γ1 for R0 ≥ |ξ| ≥ ξ0 and λ ∈ {λ ∈ C : ℜλ = λ†, |ℑλ| ≥ R1}.
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Also, since ω(·, ·) is a continuous function (see item (3), Theorem 3.8) and it vanishes in the compact
region {(λ, ξ) : ℜλ ∈ [λ∗(ξ0), λ

†], 0 ≤ ℑλ ≤ R1, R0 ≥ |ξ| ≥ ξ0} only at the point (λ∗(ξ0), ξ0), there
exists a γ2 > 0 such that |ω(λ, ξ)| > γ2 for R0 ≥ |ξ| ≥ ξ0 and λ ∈ {λ ∈ C : ℜλ = λ†, |ℑλ| ≤ R1}.
By choosing γ = min{γi}, i = 1, 2, 3, we arrive at the statement of item 2.
3. The proof of item 3 is similar to that of item 2. □

Proposition 3.10. Let ξ = 0. Then

• σess(L0) = {−1}, and σd(L0) = {0},
• K(λ, 0) = I − V

1+λ , λ /∈ σess(L0); K
−1(λ, 0) = I + V

λ , λ /∈ σd(L0).

• R(λ, 0) = −1
1+λ(I +

V
λ ) =

1
1+λ(V − I)− 1

λV, λ /∈ σ(L0).

Proof. The fact that σess(L0) = {−1}, and σd(L0) = {0} follows from (3.3) and (3.14).
Let f, g ∈ H = L2

w(R) and assume that K(λ, 0)f = g. Then

g = (I + V R0(λ, 0)V )f = f + (f,1)L2
w
(R0(λ, 0)1, 1)L2

w
1.

Therefore,

(g,1)L2
w
= (f, 1)L2

w
(1− 1

1 + λ
).

Hence,

f = g +
(f, 1)L2

w
1

1 + λ
= g +

(g,1)L2
w

1

λ
.

The last item follows from the second item and formula (3.5). □

4. The resolvent extensions of Mξ and Lξ through the essential spectrum

We would like to extend the resolvent of Mξ, Lξ and the Birman-Schwinger determinant ω(·, ξ)
through the essential spectrum. First, we introduce the following notation:

Π+ = {z ∈ C : ℜz > −1}, Π− = {z ∈ C : ℜz < −1},
ΩT = {z ∈ C : |ℜz + 1| < ε}, ΩT

ξ = {z ∈ C : |ℜz + 1| < ε|ξ|}, ξ ̸= 0, ε > 0.

Proposition 4.1. Fix ξ ̸= 0.

(1) (The unperturbed case). For arbitrary ϕ, ψ ∈ Φ0 the function λ → (R0(λ, ξ)ϕ, ψ)L2
w
, where

R0(λ, ξ) = (Mξ − λ)−1, has holomorphic extensions λ→ (R0(λ, ξ)ϕ, ψ)± from Π± to Π± ∪
ΩT
ξ . Moreover,

(R0(λ, ξ)ϕ, ψ)+ − (R0(λ, ξ)ϕ, ψ)− = −2π

|ξ|
ϕ
( i(λ+ 1)

ξ

)
ψ
( i(λ+ 1)

ξ

)
w
( i(λ+ 1)

ξ

)
, λ ∈ ΩT

ξ . (4.1)

Letting

⟨R0
±(λ, ξ)ϕ, ψ⟩ := (R0(λ, ξ)ϕ, ψ)±, ϕ, ψ ∈ Φ,

we see that R0
±(λ, ξ)ϕ ∈ Φ∗ for all ϕ ∈ Φ, that is, R0

±(λ, ξ) : Φ → Φ∗. Moreover,

⟨R0
±(λ, ξ)ϕ, ψ⟩ = o(1), |λ| → ∞ (4.2)

uniformly in the region {λ ∈ C : ℜλ+ 1 ≥ −η|ξ|} in the case of R+(λ, ξ) and uniformly in
the region {λ ∈ C : ℜλ+ 1 ≤ η|ξ|} in the case of R−(λ, ξ) for any η < ε.

(R0
±(λ, ξ))

∗ = R0
±(λ̄,−ξ),

where the adjoint is understood in the sense of (2.4).
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(2) The Birman-Schwinger-type function λ → K(λ, ξ) := I + V R0(λ, ξ)V ∈ B(L2
w(R)) and

its determinant λ → ω(λ, ξ) have holomorphic extensions λ → K±(λ, ξ) ∈ B(L2
w(R)) and

λ→ ω±(λ, ξ) from Π± to Π± ∪ ΩT
ξ . In particular,

K±(λ, ξ) = I + V R0
±(λ, ξ)V (4.3)

and are operators of identity plus rank one. Moreover, for any ξ ∈ [−
√
π, 0)∪ (0,

√
π] there

exists a unique λ ∈ Π̄+ (more precisely, λ ∈ [−1, 0)) such that 0 ∈ σd(K+(λ, ξ)), and if
ξ ∈ R \ [−

√
π,

√
π], then 0 ∈ ρ(K+(λ, ξ)) for any λ ∈ Π̄+, and 0 ∈ ρ(K−(λ, ξ)) for any

ξ ∈ R and λ ∈ Π̄−. Also,

∥K±(λ, ξ)− I∥L2
w
= o(1), |λ| → ∞ (4.4)

uniformly in the region {λ ∈ C : ℜλ + 1 ≥ −η|ξ|} in the case of K+(λ, ξ) and uniformly
in the region {λ ∈ C : ℜλ + 1 ≤ η|ξ|} in the case of K−(λ, ξ) for any η < ε. Moreover,
for any ξ ̸= 0 there exists a small enough γ such 0 < γ < ε and 0 ∈ ρ(K+(λ, ξ)) for any
λ ∈ {λ ∈ C : 0 > ℜλ+ 1 > −γ|ξ|}.

(3) (The perturbed case). For arbitrary ϕ, ψ ∈ Φ the function λ → (R(λ, ξ)ϕ, ψ)L2
w
, where

R(λ, ξ) = (Lξ−λ)−1, has meromorphic extensions λ→ (R(λ, ξ)ϕ, ψ)± from Π± to Π±∪ΩT
ξ .

Letting

⟨R±(λ, ξ)ϕ, ψ⟩ := (R(λ, ξ)ϕ, ψ)±, ϕ, ψ ∈ Φ,

we see that R±(λ, ξ)ϕ ∈ Φ∗ for all ϕ ∈ Φ, that is, R±(λ, ξ) : Φ → Φ∗. In particular,

R±(λ, ξ) = R0
±(λ, ξ)−R0

±(λ, ξ)V K
−1
± (λ, ξ)V R0

±(λ, ξ). (4.5)

Moreover, the poles of (R(·, ξ)ϕ, ψ)± coincide with the poles of K−1
± (·, ξ). Also,

(R±(λ, ξ))
∗ = R±(λ̄,−ξ), (4.6)

where the adjoint is understood in the sense of (2.4). Finally,

⟨R±(λ, ξ)ϕ, ψ⟩ = o(1), |λ| → ∞ (4.7)

uniformly in the region {λ ∈ C : ℜλ+ 1 ≥ −η|ξ|} in the case of R+(λ, ξ) and uniformly in
the region {λ ∈ C : ℜλ+ 1 ≤ η|ξ|} in the case of R−(λ, ξ) for any η < ε.

Proof. (1) Fix ξ ̸= 0. Let

(R0(λ, ξ)ϕ, ψ)± := i

∫
Γ∓(ξ)

ϕ(zsh)ψ(zsh)

−iξzsh − 1− λ
w(zsh)dz, zsh = (z + 1)i, (4.8)

where the contour Γ−(ξ)(Γ+(ξ)) passes along the vertical line z = −1 except for a neighborhood of
the point z = −1 + (ℑλ

ξ )i, and passes around z = −1 + λ+1
ξ to the left(to the right) for ξ > 0 and

to the right(to the left) for ξ < 0 without leaving the domain ΩT . It is clear that (4.8) defines the
required analytic extension. Also, note that by (4.8)

⟨R0
±(λ, ξ)ϕ, ψ⟩ =

∫
γ∓(ξ)

ϕ(z)ψ(z)

−iξz − 1− λ
w(z)dz, (4.9)

where the contour γ−(ξ) = γ− for ξ > 0 and γ−(ξ) = γ+ for ξ < 0 where the contour γ−(γ+) passes
along the x-axis except for a neighborhood of the point x = −ℑλ

ξ , and passes around z = λ+1
ξ i

from below(from above) without leaving the domain Ω. Similarly, we define γ+(ξ) = γ+ for ξ > 0
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and γ−(ξ) = γ− for ξ < 0.
Moreover,

⟨R0
±(λ, ξ)ϕ, ψ⟩ =

∫
γ∓(ξ)

ϕ(z)ψ(z)

−iξz − 1− λ
w(z)dz =

∫
γ∓(ξ)

ϕ(z)ψ(z)

iξz̄ − 1− λ̄
w(z)dz̄

=

∫
γ±(ξ)

ϕ(z̄)ψ(z)

iξz − 1− λ̄
w(z)dz =

∫
γ∓(−ξ)

ϕ(z̄)ψ(z)

iξz − 1− λ̄
w(z)dz

= ⟨R0
±(λ̄,−ξ)ψ, ϕ⟩ = ⟨(R0

±(λ, ξ))
∗ψ, ϕ⟩.

(4.10)

Now, let ξ > 0. For all λ from the region {λ ∈ C : ℜλ+ 1 ≥ −ηξ} and ℑz = −γ, where η < γ < ε
we have

| − iξz − 1− λ|−1 ≤ |γξ + 1 + ℜλ|−1 ≤ ((γ − η)ξ)−1.

Moreover, for all x such that |x| ≤ |γξ+1+λ|
2|ξ| , where x = ℜz

| − iξz − 1− λ|−1 = | − iξx− γξ − 1− λ|−1 ≤ ||ξx| − |γξ + 1 + λ||−1 ≤ 2

|γξ + 1 + λ|
.

Therefore,

|⟨R0
+(λ, ξ)ϕ, ψ⟩| = |

∫
γ−

ϕ(z)ψ(z)

−iξz − 1− λ
w(z)dz| = |

∫ ∞−γi

−∞−γi

ϕ(z)ψ(z)

−iξz − 1− λ
w(z)dz|

≤ ((γ − η)ξ)−1

∫
{x−γi:|x|> |γξ+1+λ|

2|ξ| }
|ϕ(z)ψ(z)w(z)|dz

+
2

|γξ + 1 + λ|

∫
{x−γi:|x|≤ |γξ+1+λ|

2|ξ| }
|ϕ(z)ψ(z)w(z)|dz,

giving the o(1) result in item (1). All the other cases for the o(1) result can be treated similarly.
(2) The formula

(K±(λ, ξ)u, v)L2
w
:= (u, v)L2

w
+ ⟨R0

±(λ, ξ)V u, V v⟩, u, v ∈ L2
w(R) (4.11)

defines the corresponding analytic continuations. Notice that V u, V v ∈ Φ.
Next, we introduce the extension of V , that is, for any ϕ∗ ∈ Φ∗ and u ∈ L2

w(R) we define V : Φ∗ →
L2
w(R) as follows

(V ϕ∗, u)L2
w
:= ⟨ϕ∗, V u⟩.

Therefore,

V ϕ∗ = ⟨ϕ∗,1⟩1. (4.12)

Also, notice that the operator V ∈ B(L2
w(R),Φ) and V ∈ B(Φ∗, L2

w(R)). Moreover, the adjoint
operator to V ∈ B(L2

w(R),Φ) is equal to V ∈ B(Φ∗, L2
w(R)). Indeed, for ϕ ∈ Φ∗ and f ∈ L2

w(R) we
have

⟨ϕ∗, V f⟩ = (f, 1)L2
w
⟨ϕ∗,1⟩ = (1, f)L2

w
⟨ϕ∗, 1⟩ = (V ϕ∗, f)L2

w
= (V ∗ϕ∗, f)L2

w
. (4.13)

Hence, it follows from (4.11) and (4.13) that

K±(λ, ξ) = I + V R0
±(λ, ξ)V

and is an operator of identity plus rank one. Also, notice that

(K±(λ, ξ))
∗ = I + V R0

±(λ̄,−ξ)V. (4.14)
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Moreover, for any fixed ξ ̸= 0 and any λ ∈ Π+ ∪ΩT
ξ , we extend ω(·, ξ) by defining ω±(·, ξ) to be

the determinants of K±(·, ξ):

ω±(λ, ξ) := det(K±(λ, ξ)) = det(1 + ⟨R0
±(λ, ξ)1, 1⟩) = 1−

∫
γ∓(ξ)

w(z)dz

ziξ + 1 + λ
. (4.15)

Then the claim about invertibility/noninvertibility of K+(λ, ξ) (K−(λ, ξ)) for ξ ∈ R and λ ∈ Π+

(λ ∈ Π−) follows from Proposition 3.6.
Now, we assume that λ ∈ Π̄+ \Π+. Let λ = −1 + ib, then we consider two cases: ξ > 0 and ξ < 0.
Case 1. Let ξ > 0. Then∫

γ∓(ξ)

w(z)dz

ziξ + 1 + λ
=

1

iξ

∫
γ∓

w(z)dz

z − 1+λ
ξ i

=
1

iξ
lim

η→0±

∫
R

w(z)dz

z − (−b/ξ + ηi)

=
1

iξ

(
± πiw(−b/ξ) + P.v.

∫
R

w(v)dv

v + b/ξ

)
.

(4.16)

If b ̸= 0, then the imaginary part of the integral from (4.16) doesn’t vanish. And if b = 0, then∫
γ∓

w(z)dz

ziξ + 1 + λ
= ±

√
π/ξ.

Therefore, if λ ∈ Π̄+ \Π+ and ξ > 0, then det(K−(λ, ξ)) doesn’t vanish and det(K+(λ, ξ)) vanishes
if and only if λ = −1 and ξ =

√
π.

Case 2. Let ξ < 0. Similarly, one can show that if b ̸= 0, then the imaginary part of the integral
det(K±(λ, ξ)) doesn’t vanish and if b = 0, then

det(K±(λ, ξ)) = 1− (∓
√
π/ξ). (4.17)

Therefore, if λ ∈ Π̄+ \Π+ and ξ < 0, then det(K−(λ, ξ)) doesn’t vanish and det(K+(λ, ξ)) vanishes
if and only if λ = −1 and ξ = −

√
π.

Formula (4.4) follows directly from (4.2) and (4.11).
The existence of γ such that 0 < γ < ε and K+(λ, ξ) is invertible in the region {λ ∈ C : 0 >
ℜλ + 1 > −γ|ξ|} follows from formula (4.4) and the fact that the determinant of K+(λ, ξ) is a
holomorphic function in the region {λ ∈ C : 0 > ℜλ+ 1 > −ε|ξ|}.
(3) Using formula (3.5), we can extend R(λ, ξ) as follows

(R(λ, ξ)ϕ, ψ)± = ⟨R0
±(λ, ξ)ϕ, ψ⟩ − (K−1

± (λ, ξ)V R0
±(λ, ξ)ϕ, V R

0
±(λ̄,−ξ)ψ)L2

w
. (4.18)

Also, formula (4.6) follows from (4.10), (4.14) and (4.18).
Finally, formula (4.7) follows from (4.2) and (4.4). □

Remark 4.2. Notice that the region ΩT
ξ becomes an empty set for ξ = 0. That is why we assume

that ξ ̸= 0 when we work with the rigged spaces. And, we will treat the case ξ = 0 separately.

Remark 4.3. Here, following the rigged space formalism of [L70], we have extended the resolvent
through the essential spectrum of Lξ by restriction to analytic test functions. This is in some
sense dual to the strategy followed in scattering theory [LP89] and stability of traveling waves
[S76, GZ98, ZH98] of extending the resolvent by restriction to spatially-exponentially decaying test
functions. However, different from the analyses of [S76, GZ98, ZH98], we (and Ljance [L70]) do
not make use of the extension of the resolvent past the essential spectrum to obtain estimates, but
only the continuous extensions up to the boundary from either side; see Section 10, (10.1)-(10.2).
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5. The generalized eigenfunctions

Fix ξ ̸= 0 and let

δ0λ(z) :=
1

2πi

1

z − i(λ+1)
ξ

w−1/2(z), λ ∈ ΩT
ξ . (5.1)

Note that δ0λ(·) ∈ Φ∗
−η for η > |ℜλ+1|

|ξ| . The functional as an element of the dual space Φ∗ corre-

sponding to δ0λ(·) is called a generalized functional and

⟨δ0λ, ϕ⟩ = ϕ
( i(λ+ 1)

ξ

)
w1/2

( i(λ+ 1)

ξ

)
, ϕ ∈ Φ, λ ∈ ΩT

ξ .

In particular,

⟨δ0−1−iλξ, ϕ⟩ = ϕ(λ)w1/2(λ), ϕ ∈ Φ, λ ∈ Ω. (5.2)

Remark 5.1. Note that δ0−1−iλξ is similar to the standard Dirac delta functional with the weight

w1/2. And the difference between two functionals is that the space of the test functions for δ0−1−iλξ

is Φ instead of the space of infinitely differentiable functions with compact support.

We now describe an extension of the operatorMξ from H to Φ∗. First, we introduce the operator
T

T : =Mξ + I, dom(T ) = dom(Mξ) ⊂ L2
w(R).

Definition 5.2. Let dom(T |Φ) = dom(Mξ|Φ) := {ϕ : ϕ ∈ dom(T ) ∩ Φ, Tϕ ∈ Φ}. We denote by
dom(T |Φ∗) the set of those ϕ∗ ∈ Φ∗ for which there exists a ψ∗ ∈ Φ∗ such that

⟨ψ∗, ϕ⟩ = −⟨ϕ∗, Tϕ⟩ (5.3)

for all ϕ ∈ dom(T |Φ). For a given ϕ∗ ∈ Φ∗ we set Tϕ∗ := ψ∗.

Lemma 5.3. Let ϕ∗ ∈ Φ∗. Then ϕ∗ ∈ dom(T |Φ∗) if and only if

(1) the limit l(ϕ∗) := − limz→∞ iξzϕ∗(z)w1/2(z) exists, where ϕ∗(·) is an analytic representation
of ϕ∗.

(2) the function z → −iξzϕ∗(z)− l(ϕ∗)w−1/2(z) belongs to some space Φ∗
−η, η ∈ [0, ε).

Proof. Assume that (1) and (2) hold. Since for ϕ ∈ dom(T |Φ) and γ ∈ (0, ε) the integral∫
γ ϕ(z)w

1/2(z)dz is equal to 0, ψ∗(z) = −iξzϕ∗(z) − l(ϕ∗)w−1/2(z) satisfies (5.3) for all ϕ ∈
dom(T |Φ). Therefore, ϕ∗ ∈ dom(T |Φ∗).

Now, let ϕ∗ ∈ dom(T |Φ∗) and ψ∗(·) be an analytic representation of ψ∗ = Tϕ∗. Then, by (5.3),
for some γ ∈ (0, ε) we have∫

γ
[−iξzϕ∗(z)− ψ∗(z)]ϕ(z)w(z)dz = 0, ϕ ∈ dom(T |Φ).

Now, pick ϕ ∈ dom(T |Φ) with analytic representation ϕ(z) = 1
2πi(z− ζ̄)

−2w−1/2(z) where |ℜζ| ≥ ε.

Then the necessary part of the lemma follows from the fact that [(−iξζϕ∗(ζ)−ψ∗(ζ))w1/2(ζ)]′ = 0
from which (1) and (2) follow. □

Now, we are ready to extend Mξ from H to Φ∗.

Mξ : dom(Mξ|Φ∗) ⊂ Φ∗ → Φ∗, dom(Mξ|Φ∗) = dom(T |Φ∗),

Mξϕ
∗ = (T − I)ϕ∗.

(5.4)

Now, we are ready to describe the generalized eigenfunctions of the operator Mξ.
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Lemma 5.4. Let ϕ∗ ∈ dom(Mξ|Φ∗) and

(Mξ − λ)ϕ∗ = 0. (5.5)

If |ℜλ+ 1| < ε|ξ|, then ϕ∗ = Cδ0λ, and if |ℜλ+ 1| ≥ ε|ξ|, then ϕ∗ = 0.

Proof. By Lemma 5.3 the equation (5.5) is equivalent to the following equation in terms of analytic
representations

−iξzϕ∗(z)− ϕ∗(z) = l(ϕ∗)w−1/2(z) + λϕ∗(z). (5.6)

Thus ϕ∗ = Cδ0λ for |ℜλ+ 1| < ε|ξ|. And if |ℜλ+ 1| ≥ ε|ξ|, then ϕ∗(·) from (5.6) belongs to Φ∗
−η if

and only if l(ϕ∗) = 0 which implies that ϕ∗ = 0. □

Remark 5.5. Note that

δa0λ (z) :=
1

2πi

1

z + i(λ+1)
ξ

w−1/2(z), λ ∈ ΩT
ξ

are the generalized eigenfunctions of the operator M∗
ξ , and

⟨δa0λ , ϕ⟩ = ϕ
(−i(λ+ 1)

ξ

)
w1/2

(−i(λ+ 1)

ξ

)
, ϕ ∈ Φ, λ ∈ ΩT

ξ . (5.7)

In particular,

⟨δa0−1+iλ̄ξ, ϕ⟩ = ϕ(λ)w1/2(λ̄), ϕ ∈ Φ, λ ∈ Ω. (5.8)

Next, we introduce the following transforms

dom(S) = L2
w(R),

(Sf)(λ) : =
∫

R

f(z)w1/2(z)

z − λ
dz, ℑλ ̸= 0,

dom(Ŝη) = L2(R),

(Ŝηf)(λ) : =

∫
R

f(z)

z − (λ+ iη)
dz, λ ∈ R, η ̸= 0 ∈ R,

dom(Ŝ±) = L2(R),

(Ŝ±f)(λ) : = lim
η→0±

∫
R

f(z)

z − (λ+ iη)
dz, λ ∈ R,

dom(S±) = L2
w(R),

S±f : = Ŝ±(fw
1/2) ∈ L2(R) ⊂ L2

w(R),

(5.9)

where the limit exists for almost all λ ∈ R. Moreover, Sf is a holomorphic function in the upper
and lower half-planes, transforms Ŝη and Ŝ± could be treated as bounded operator from L2(R) to
L2(R) and Ŝ± = limη→0± Ŝη in the sense of strong convergence of operators in L2(R). Note that if

f is holomorphic in a neighborhood of λ and (z−λ)−1f(z) is integrable on (−∞, λ−ϵ)∪ (λ+ϵ,∞),
ϵ > 0, then

lim
η→0±

∫
R

f(z)

z − (λ+ iη)
dz =

∫
γ∓

f(z)

z − λ
dz.

Therefore, for ϕ ∈ Φ we extend S± as follows:

(S±ϕ)(λ) := (Ŝ±(ϕw
1/2))(λ) =

∫
γ∓

ϕ(z)w1/2(z)

z − λ
dz, ϕ ∈ Φ, λ ∈ Ω.

Remark 5.6. Notice that
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• Ŝη =

{
2πiF−1χ+(·)e−η(·)F , η > 0,

−2πiF−1χ−(·)e−η(·)F , η < 0,
where F is the Fourier transform and χ± are the

characteristic functions of the semi-axes R±.

• Ŝηf
′ = (Ŝηf)

′ and Ŝηf ∈ H1(R) for f ∈ H1(R).
• Ŝ± = limη→0± Ŝη = ±2πiF−1χ±(·)F in the sense of strong operator convergence.

• Ŝ±f
′ = (Ŝ±f)

′ and Ŝ±f ∈ H1(R) for f ∈ H1(R).
• (S±(fw

1/2))′ = (Ŝ±(fw))
′ = S±(f

′w1/2) − 2S±(vfw
1/2) and S±(fw

1/2) ∈ H1
w(R) for f ∈

H1
w(R).

Proposition 5.7. Fix ξ ̸= 0. Then the functions ω±(−1−·iξ, ξ) defined in (4.15) have the following
properties:

(1) ω±(−1− ·iξ, ξ) are analytic functions and lim|λ|→∞ ω±(−1− λiξ, ξ) = 1.

(2) if ξ ̸= ±
√
π, then ω±(−1− ·iξ, ξ) don’t vanish for all λ ∈ R.

(3) if ξ = ±
√
π, then ω−(−1 − λiξ, ξ) doesn’t vanish for all λ ∈ R, ω+(−1 − λiξ, ξ) vanishes

when λ = 0, ω′
+(−1,±

√
π) ̸= 0, and ω+(−1− λiξ, ξ) doesn’t vanish for all non-zero real λ.

Proof. (1) The functions ω±(−1− ·iξ, ξ) defined in (4.15) could be analytically continued as

ω±(−1− iλξ, ξ) = 1− 1

iξ

∫
γ∓(ξ)

w(z)dz

z − λ
.

(2) and (3) follow from formulas (4.16) and (4.17) and from the fact that

ω′
+(−1,

√
π) = − 1

π
(Ŝ+w)

′(0) = − 1

π
(Ŝ+w

′)(0) = − 1

π

(
πiw′(0) + P.v.

∫
R

w′(v)dv

v

)
=

2

π
.

Similarly, one can show that ω′
+(−1,−

√
π) = 2

π . □

Proposition 5.8. Let ξ ̸= 0. Then

[R0
±(λ, ξ)1](z) = − 1

2πξ

w−1/2(z)

z − λ̃
[(S1)(z)− (S±sgn ξ1)(λ̃)],

where λ̃ =
1

ξ
(1 + λ)i, λ ∈ σess(Mξ).

(5.10)

Moreover, if i is the natural inclusion map i : H → Φ∗ (see (2.3)) and f ∈ H, then one can show
that the analytic representation of if is of the form:

(if)(z) = − 1

2πi
w−1/2(z)(Sf)(z), ℑz ̸= 0. (5.11)

Also, we have

(Mξ − λ)R0
±(λ, ξ)ϕ = iϕ, ϕ ∈ Φ,

R0
±(λ, ξ)(Mξ − λ)ϕ = iϕ, ϕ ∈ dom(Mξ|Φ).

(5.12)
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Proof. Let γ̃ be a positive number such that the contour from
∫
γ̃ (see (2.6)) is outside of both γ−(ξ)

and γ+(ξ). Then

⟨R0
±(λ, ξ)ϕ, ψ⟩ =

∫
γ∓(ξ)

ϕ(z)ψ(z)

−iξz − 1− λ
w(z)dz

λ̃= 1
ξ
(1+λ)i
= − 1

iξ

∫
γ∓(ξ)

ϕ(z)ψ(z)

z − λ̃
w(z)dz

=
1

2πξ

∫
γ∓(ξ)

ϕ(z)

z − λ̃

∫
γ̃

ψ(y)w1/2(y)

y − z
dyw1/2(z)dz

=
1

2πξ

∫
γ̃

∫
γ∓(ξ)

ϕ(z)w1/2(z)

(z − λ̃)(y − z)
dzψ(y)w1/2(y)dy

=
1

2πξ

∫
γ̃

−1

y − λ̃

[ ∫
γ∓(ξ)

ϕ(z)w1/2(z)

z − y
dz −

∫
γ∓(ξ)

ϕ(z)w1/2(z)

z − λ̃
dz

]
ψ(y)w1/2(y)dy.

(5.13)

Similarly, one can show that

⟨if, ψ⟩ = (f, ψ)L2
w(R) =

1

2πi

∫
γ̃

[ ∫
γ∓(ξ)

ϕ(z)w1/2(z)

y − z
dz

]
ψ(y)w1/2(y)dy.

Next, the first formula in (5.12) follows from the extension formula of Mξ (5.4), (5.11) and (5.13).
Finally, the first formula in (5.12) follows from the definitions of dom(Mξ|Φ) and R0

±(λ, ξ), and
(5.11). □

Definition 5.9. The operator Lξ extended to the space Φ∗ is defined as the sum of the operators
Mξ and V extended to this space. The domain of the extended operator is dom(Mξ|Φ∗).

Lξ : dom(Lξ|Φ∗) ⊂ Φ∗ → Φ∗, dom(Lξ|Φ∗) = dom(Mξ|Φ∗),

Lξϕ
∗ = (Mξ + iV )ϕ∗.

We now determine the generalized eigenfunctions of the extended operator Lξ.

Proposition 5.10. Fix ξ ̸= 0. Let λ ∈ ΩT
ξ and let K+(λ, ξ) (K−(λ, ξ)) be invertible. If

(Lξ − λ)ϕ∗ = 0, ϕ∗ ∈ dom(Lξ|Φ∗), (5.14)

then ϕ∗ = C+δ+λ (ϕ∗ = C−δ−λ ), where

δ±λ = (1−R0
±(λ, ξ)V K

−1
± (λ, ξ)V )δ0λ. (5.15)

Proof. We rewrite equation (5.14) as (Mξ − λ)ϕ∗ + iV ϕ∗ = 0. By applying Proposition 5.8, we
rewrite the equation (5.14) as

(Mξ − λ)ϕ∗ + (Mξ − λ)R0
±(λ, ξ)V ϕ

∗ = 0. (5.16)

By Lemma 5.4, the general solution of this equation is of the form

ϕ∗ +R0
±(λ, ξ)V ϕ

∗ = C±δ0λ. (5.17)

After applying the operator V to both sides of (5.17) and using the fact that V 2 = V , we obtain

(I + V R0
±(λ, ξ)V )V ϕ∗ = C±V δ0λ.

Using formula (4.11), we arrive at

K±(λ, ξ)V ϕ
∗ = C±V δ0λ. (5.18)

After substituting the solution of (5.18) into (5.17), we arrive at

ϕ∗ = C±δ±λ = C±(1−R0
±(λ, ξ)V K

−1
± (λ, ξ)V )δ0λ.

□
21



Remark 5.11. One can also show that if λ ∈ ΩT
ξ and K±(λ,−ξ) are invertible, then

δa±λ = (1−R0
±(λ,−ξ)V K−1

± (λ,−ξ)V )δa0λ

are the generalized eigenfunctions of the extended operator L∗
ξ .

In order to prove the jump formulas for the resolvents, we need the following auxiliary result:

Proposition 5.12. Fix ξ ̸= 0. Let λ ∈ ΩT
ξ and let K±(λ, ξ) be invertible. Then

K±(λ, ξ)
−1 = I − 1

ω±(λ, ξ)
V R0

±(λ, ξ)V,

K±(λ, ξ)
−11 =

1

ω±(λ, ξ)
1.

(5.19)

Proof. Let f, g ∈ H = L2
w(R) and assume that K±(λ, ξ)f = g. Then

g = (I + V R0
±(λ, ξ)V )f = f + V R0

±(λ, ξ)V f = f + (f,1)L2
w
⟨R0

±(λ, ξ)1, 1⟩1.

Therefore,

(g,1)L2
w
= (f, 1)L2

w
(1 + ⟨R0

±(λ, ξ)1,1⟩) = ω±(λ, ξ)(f, 1)L2
w
.

Hence,

f = g − (f, 1)L2
w
⟨R0

±(λ, ξ)1,1⟩1 = g − 1

ω±(λ, ξ)
V R0

±(λ, ξ)V g.

Moreover, if g = 1, then

f = 1 − 1

ω±(λ, ξ)
V R0

±(λ, ξ)V 1 =
(
1−

⟨R0
±(λ, ξ)1,1⟩
ω±(λ, ξ)

)
1 =

1

ω±(λ, ξ)
1.

□

Proposition 5.13 (Jump formulas). Fix ξ ̸= 0. Let λ ∈ ΩT
ξ . Then

(1)

(R0
+(λ, ξ)−R0

−(λ, ξ))ϕ = −2π

|ξ|
ϕ
( i(λ+ 1)

ξ

)
w1/2

( i(λ+ 1)

ξ

)
δ0λ

= −2π

|ξ|
⟨ϕ, δa0λ̄ ⟩δ0λ, ϕ ∈ Φ,

where δa0
λ̄

and δ0λ are generalized eigenfunctions of the operators M∗
ξ and Mξ, respectively.

(2) If K+(λ, ξ) and K−(λ̄,−ξ) are invertible, then

(R+(λ, ξ)−R−(λ, ξ))ϕ = −2π

|ξ|
⟨ϕ, δa−

λ̄
⟩δ+λ , ϕ ∈ Φ, (5.20)

where δa−
λ̄

and δ+λ are generalized eigenfunctions of the operators L∗
ξ and Lξ, respectively.

Proof. The first line in (5.20) follows directly from (4.1).
Similar to (5.12), we know that (Lξ − λ)R±(λ, ξ)ϕ = iϕ for any ϕ ∈ Φ. Therefore, if ϕ∗ =
(R+(λ, ξ)−R−(λ, ξ))ϕ, then (Lξ − λ)ϕ∗ = 0. Then by Proposition 5.10,

ϕ∗ = (R+(λ, ξ)−R−(λ, ξ))ϕ = C+δ+λ .

Moreover, if follows from (5.16) that

C+δ0λ(z) =
l(ϕ∗ +R0

+(λ, ξ)V ϕ
∗)w−1/2(z)

−iξz − λ− 1
= −2π

ξ
l(ϕ∗ +R0

+(λ, ξ)V ϕ
∗)δ0λ(z).
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Therefore, C+ = −2π
ξ l(ϕ

∗ +R0
+(λ, ξ)V ϕ

∗). Next, we compute l(ϕ∗).

l(ϕ∗) = − lim
z→∞

(iξzϕ∗(z)w1/2(z)) = −iξ lim
z→∞

(z[(R+(λ, ξ)−R−(λ, ξ))ϕ](z)w
1/2(z)).

In particular,

lim
z→∞

(z[(R±(λ, ξ)ϕ](z)w
1/2(z))

(4.5)
= lim

z→∞
(z[(R0

±(λ, ξ)−R0
±(λ, ξ)V K

−1
± (λ, ξ)V R0

±(λ, ξ))ϕ](z)w
1/2(z))

(5.19)
= lim

z→∞
(z[(R0

±(λ, ξ)−R0
±(λ, ξ)V R

0
±(λ, ξ) +

1

ω±(λ, ξ)
R0

±(λ, ξ)V R
0
±(λ, ξ)V R

0
±(λ, ξ))ϕ](z)w

1/2(z))

(5.13)
=

1

2πξ
(S±sgn ξϕ)(λ̃) +

1

2πξ
[−⟨R0

±(λ, ξ)ϕ,1⟩+
⟨R0

±(λ, ξ)ϕ,1⟩⟨R0
±(λ, ξ)1,1⟩

ω±(λ, ξ)
](S±sgn ξ1)(λ̃)

=
1

2πξ
(S±sgn ξϕ)(λ̃)−

1

2πξ

⟨R0
±(λ, ξ)ϕ,1⟩
ω±(λ, ξ)

(S±sgn ξ1)(λ̃).

Hence,

l(ϕ∗) =
−i
2π

(
(Ssgn ξϕ)(λ̃)− (S−sgn ξϕ)(λ̃)−

⟨R0
+(λ, ξ)ϕ, 1⟩
ω+(λ, ξ)

(Ssgn ξ1)(λ̃) +
⟨R0

−(λ, ξ)ϕ,1⟩
ω−(λ, ξ)

(S−sgn ξ1)(λ̃)
)

(5.7)
=

−i
2π

(
2πisgn (ξ)⟨ϕ, δa0λ̄ ⟩ −

⟨R0
+(λ, ξ)ϕ, 1⟩
ω+(λ, ξ)

(Ssgn ξ1)(λ̃) +
⟨R0

−(λ, ξ)ϕ,1⟩
ω−(λ, ξ)

(S−sgn ξ1)(λ̃)
)
.

Now, we compute l(R0
+(λ, ξ)V ϕ

∗). By (5.13), we have l(R0
+(λ, ξ)V ϕ

∗) = −i
2π ⟨ϕ

∗, 1⟩(Ssgn ξ1)(λ̃). In
particular,

⟨ϕ∗,1⟩ = ⟨(R+(λ, ξ)−R−(λ, ξ))ϕ,1⟩
(4.6)
= ⟨ϕ, (R+(λ̄,−ξ)−R−(λ̄,−ξ))1⟩

(4.5),(5.19)
= ⟨ϕ, [1− ⟨R0

+(λ̄,−ξ)1,1⟩+
⟨R0

+(λ̄,−ξ)1, 1⟩2

ω+(λ̄,−ξ)
]R0

+(λ̄,−ξ)1

− [1− ⟨R0
−(λ̄,−ξ)1,1⟩+

⟨R0
−(λ̄,−ξ)1, 1⟩2

ω−(λ̄,−ξ)
]R0

−(λ̄,−ξ)1⟩

= ⟨ϕ, 1

ω+(λ̄,−ξ)
R0

+(λ̄,−ξ)1 − 1

ω−(λ̄,−ξ)
R0

−(λ̄,−ξ)1⟩.

Therefore, we now compute C+ = −2π
ξ l(ϕ

∗ +R0
+(λ, ξ)V ϕ

∗).

C+ =
i

ξ

(
2πisgn (ξ)⟨ϕ, δa0λ̄ ⟩ −

⟨R0
+(λ, ξ)ϕ,1⟩
ω+(λ, ξ)

(Ssgn ξ1)(λ̃) +
⟨R0

−(λ, ξ)ϕ, 1⟩
ω−(λ, ξ)

(S−sgn ξ1)(λ̃)

+ ⟨( 1

ω+(λ, ξ)
R0

+(λ, ξ)−
1

ω−(λ, ξ)
R0

−(λ, ξ))ϕ, 1⟩(Ssgn ξ1)(λ̃)
)

=
i

ξ

(
2πisgn (ξ)⟨ϕ, δa0λ̄ ⟩ −

⟨R0
−(λ, ξ)ϕ,1⟩
ω−(λ, ξ)

((Ssgn ξ1)(λ̃)− (S−sgn ξ1)(λ̃))
)

= −2π

|ξ|
⟨ϕ, δa0λ̄ ⟩

(
1−

⟨R0
−(λ, ξ)ϕ, 1⟩
ω−(λ, ξ)

)
= −2π

|ξ|
⟨ϕ,

(
1−

⟨R0
−(λ̄,−ξ)ϕ,1⟩
ω−(λ̄,−ξ)

)
δa0λ̄ ⟩

(5.19), Remark 5.11
= −2π

|ξ|
⟨ϕ, δa−

λ̄
⟩.

□
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6. The generalized Fourier transforms

Let ξ ̸= 0, λ ∈ Ω and ϕ ∈ Φ. We introduce the following transforms (the generalized Fourier
transforms) Uξ and Bξ:

(Uξϕ)(λ) =
1

w1/2(λ̄)
⟨ϕ, δ+−1−iλξ⟩,

(Bξϕ)(λ) =
1

w1/2(λ)
⟨ϕ, δa−−1+iλ̄ξ

⟩.

Now, we can prove the following proposition:

Proposition 6.1. Let ξ ̸= 0, λ ∈ Ω and ϕ ∈ Φ. Then

(Uξϕ)(λ) = ϕ(λ̄)− 1

iξω+(−1− iλξ, ξ)
(S−sgn ξ(ϕw

1/2))(λ̄),

(Bξϕ)(λ) = ϕ(λ)− 1

−iξω−(−1 + iλ̄ξ,−ξ)
(Ssgn ξ(ϕw

1/2))(λ).

Proof. It follows from Proposition 5.10 that

⟨ϕ, δ+−1−iλξ⟩ = ⟨ϕ, (1−R0
+(−1− iλξ, ξ)V K−1

+ (−1− iλξ, ξ)V )δ0−1−iλξ⟩ = ⟨ϕ, δ0−1−iλξ⟩

− ⟨ϕ,R0
+(−1− iλξ, ξ)V K−1

+ (−1− iλξ, ξ)V δ0−1−iλξ⟩

It follows from (4.12) and (5.2) that

V δ0−1−iλξ = ⟨δ0−1−iλξ,1⟩1 = w1/2(λ)1. (6.1)

Using formulas (5.19) and (6.1), we arrive at

R0
+(−1− iλξ, ξ)V K−1

+ (−1− iλξ, ξ)V δ0−1−iλξ =
w1/2(λ)

ω+(−1− iλξ, ξ)
R0

+(−1− iλξ, ξ)1. (6.2)

It follows from formulas (4.9), (5.2) and (6.2) that

⟨ϕ, δ+−1−iλξ⟩ =ϕ(λ̄)w
1/2(λ̄)− w1/2(λ̄)

ω+(−1− iλξ, ξ)

∫
γ−(ξ)

ϕ(z)

−iξz + iλξ
w(z)dz

=ϕ(λ̄)w1/2(λ̄)− w1/2(λ̄)

iξω+(−1− iλξ, ξ)

∫
γ−(ξ)

ϕ(z)

z − λ
w(z)dz

=ϕ(λ̄)w1/2(λ̄)− w1/2(λ̄)

iξω+(−1− iλξ, ξ)

∫
γ+(ξ)

ϕ(z)

z − λ̄
w(z)dz

(6.3)

Similarly,

⟨ϕ, δa−−1+iλ̄ξ
⟩ = ⟨ϕ, (1−R0

−(−1 + iλ̄ξ,−ξ)V K−1
− (−1 + iλ̄ξ,−ξ)V )δa0−1+iλ̄ξ⟩ = ⟨ϕ, δa0−1+iλ̄ξ⟩

− ⟨ϕ,R0
−(−1 + iλ̄ξ,−ξ)V K−1

− (−1 + iλ̄ξ,−ξ)V δa0−1+iλ̄ξ⟩

It follows from (5.8) that

V δa0−1+iλ̄ξ = ⟨δa0−1+iλ̄ξ,1⟩1 = w1/2(λ̄)1. (6.4)

Using formulas (5.19) and (6.4), we arrive at

R0
−(−1 + iλξ,−ξ)V K−1

− (−1 + iλ̄ξ,−ξ)V δa0−1+iλξ =
w1/2(λ̄)

ω−(−1 + iλ̄ξ,−ξ)
R0

−(−1 + iλ̄ξ,−ξ)1.
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Similar to (6.3), we have

⟨ϕ, δa−−1+iλ̄ξ
⟩ =ϕ(λ)w1/2(λ)− w1/2(λ)

−iξω−(−1 + iλ̄ξ,−ξ)

∫
γ−(ξ)

ϕ(z)

z − λ
w(z)dz.

□

Based on Corollary 5.6 and Remark 5.7, we are ready to extend the generalized Fourier trans-
forms.

• For ξ ̸= 0,±
√
π

Uξ :H
s
w(R; dv) → Hs

w(R; dλ),

(Uξf)(λ) = f(λ)− 1

iξω+(−1− iλξ, ξ)
(S−sgn ξ(fw

1/2))(λ), for f ∈ dom(Uξ) = Hs
w(R; dv),

Bξ :H
s
w(R; dv) → Hs

w(R; dλ),

(Bξf)(λ) = f(λ)− 1

−iξω−(−1 + iλξ,−ξ)
(Ssgn ξ(fw

1/2))(λ), for f ∈ dom(Bξ) = Hs
w(R; dv).

(6.5)

• For ξ = ±
√
π

λUξ :H
s
w(R; dv) → Hs

w(R; dλ),

(λUξf)(λ) = λf(λ)− λ

iξω+(−1− iλξ, ξ)
(S−sgn ξ(fw

1/2))(λ), for f ∈ dom(λUξ) = Hs
w(R; dv),

Bξ :H
s
w(R; dv) → Hs

w(R; dλ),

(Bξf)(λ) = f(λ)− 1

−iξω−(−1 + iλξ,−ξ)
(Ssgn ξ(fw

1/2))(λ), for f ∈ dom(Bξ) = Hs
w(R; dv).

(6.6)

Proposition 6.2. Let ξ ̸= 0,±
√
π, λ ∈ R. Then

(BξLξf)(λ) =(−iξλ− 1)(Bξf)(λ), f ∈ dom(Lξ),

(UξL
∗
ξf)(λ) =(iξλ− 1)(Uξf)(λ), f ∈ dom(L∗

ξ).
(6.7)

Proof. Let f ∈ dom(Lξ). Then

(BξLξf)(λ) =(Lξf)(λ)−
1

−iξω−(−1 + iλξ,−ξ)
(Ssgn ξ(w

1/2Lξf))(λ)

=(−iξλ− 1)f(λ) + (f, 1)L2
w
− 1

−iξω−(−1 + iλξ,−ξ)

∫
γ−(ξ)

(Lξf)(z)

z − λ
w(z)dz

=(−iξλ− 1)f(λ) + (f, 1)L2
w
− 1

−iξω−(−1 + iλξ,−ξ)

×
∫
γ−(ξ)

[−iξ(z − λ) + (−iξλ− 1)]f(z) + (f,1)L2
w

z − λ
w(z)dz

=(−iξλ− 1)(Bξf)(λ) + (f,1)L2
w
−

−iξ(f,1)L2
w
+ (f,1)L2

w
(Ŝsgnξw)(λ)

−iξω−(−1 + iλξ,−ξ)
=(−iξλ− 1)(Bξf)(λ) + (f,1)L2

w
− (f,1)L2

w
= (−iξλ− 1)(Bξf)(λ).

Similarly, one can show that (UξL
∗
ξf)(λ) = (iξλ− 1)(Uξf)(λ) for f ∈ dom(L∗

ξ). □

Notice that for each fixed λ ∈ R, δ+−1−iλξ(·) and δ
a−
−1+iλξ(·) can be treated as holomorphic functions

outside of the certain strip, that is,
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Lemma 6.3. Let λ ∈ R. Then the holomorphic representations of δ+−1−iλξ and δa−−1+iλξ are of the

following form:

δ+−1−iλξ(z) =
1

2πi

1

z − λ
w−1/2(z) +

w1/2(λ)w−1/2(z)

2πξω+(−1− iλξ, ξ)

1

z − λ
[(S1)(z)− (S+1)(λ)],

δa−−1+iλξ(z) =
1

2πi

1

z − λ
w−1/2(z)− w1/2(λ)w−1/2(z)

2πξω−(−1 + iλξ,−ξ)
1

z − λ
[(S1)(z)− (S−1)(λ)].

Proof. According to (5.15), δ±λ = (1−R0
±(λ, ξ)V K

−1
± (λ, ξ)V )δ0λ. Therefore,

δ+−1−iλξ = δ0−1−iλξ −R0
+(−1− iλξ, ξ)V K−1

+ (−1− iλξ, ξ)V δ0−1−iλξ.

It follows from (5.1) that the holomorphic representation of δ0−1−iλξ is

δ0−1−iλξ(z) =
1

2πi

1

z − λ
w−1/2(z).

Next, according to (6.2),

R0
+(−1− iλξ, ξ)V K−1

+ (−1− iλξ, ξ)V δ0−1−iλξ =
w1/2(λ)

ω+(−1− iλξ, ξ)
R0

+(−1− iλξ, ξ)1.

Finally, it is clear that the the holomorphic representations of R0
+(−1− iλξ, ξ)1 (cf. (5.10)) is

[R0
+(−1− iλξ, ξ)1](z) = − 1

2πξ

w−1/2(z)

z − λ
[(S1)(z)− (S+1)(λ)].

Similarly, one can derive a formula for the holomorphic representation of δa−−1+iλξ. □

7. Generalized eigenfunction expansion

Proposition 7.1. For any f ∈ H1
w(R) the following inequality holds∫

±
m(λ, σ)f(λ)w(λ)dλ ≤ C∥f∥H1

w(R), (7.1)

where σ is a point on the vertical interval I = {a + iη | a ∈ R is fixed, η ∈ [−µ, µ], µ ∈ R is fixed},
for each fixed σ ̸= a m is a holomorphic function in the neighborhood of real λ-axis, for σ =
a m is a holomorphic function in the neighborhood of real λ-axis except for a single pole a of
order 1, m is uniformly bounded at infinity with respect to σ, (λ − σ)m(λ, σ) is bounded over
{a neighborhood of a} × I, and for each fixed σ∫

±
m(λ, σ)f(λ)w(λ)dλ := lim

b→0∓

∫
R

m(λ)f(λ)w(λ)

λ− (σ + ib)
dλ, (7.2)

and, finally, C in (7.1) is independent of σ.

Proof. Let ea is a cut-off function corresponding to a and defined on the real line, that is, ea is
infinitely differentiable such that ea = 0 outside of a neighborhood of a and ea = 1 in some (smaller)
neighborhood of a. Introduce E1

σ and E2
σ

E1
σ(λ) = (λ− σ)m(λ, σ)ea(λ),

E2
σ(λ) = m(λ, σ)(1− ea(λ)).

Then, ∫
±
m(λ, σ)f(λ)w(λ)dλ =

∫
±

E1
σ(λ)f(λ)w(λ)

λ− σ
dλ+

∫
R
E2

σ(λ)f(λ)w(λ)dλ (7.3)
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Also, the following point-wise estimate holds for any function g ∈ H1(R)

|(Ŝηg)(a)|2 ≤ ∥Ŝηg∥2L2(R) + ∥(Ŝηg)
′∥2L2(R).

Or,

|(Ŝηg)(a)|2 ≤ ∥Ŝηg∥2L2(R) + ∥Ŝηg
′∥2L2(R).

Since Ŝη =

{
2πiF−1χ+(·)e−η(·)F , η > 0

−2πiF−1χ−(·)e−η(·)F , η < 0
, the limit of Ŝηg(a) as η → 0± exists, and moreover,

∣∣∣ ∫
±

g(λ)

λ− σ
dλ

∣∣∣ ≤ C∥g∥H1(R),

where C is independent of σ. Therefore, formula (7.1) follows from (7.3) and the fact that fw ∈
H1(R) and ∥f∥L1

w(R) ≤ ∥f∥L2
w(R)∥1∥L2

w(R) = ∥f∥L2
w(R) (that is, L

2
w(R) ⊂ L1

w(R)). □

Remark 7.2. Let f ∈ L1
w(R) have an extension which is holomorphic in the neighborhood of the

pole σ of the function m from Proposition 7.1. Then,∫
γ±

m(z, σ)f(z)w(z)dz =

∫
±
m(λ, σ)f(λ)w(λ)dλ. (7.4)

Let the functionals δa±λ be the generalized eigenfunctions of the operator L∗
ξ , extended to Φ∗.

Theorem 7.3. Fix ξ ̸= 0. If ϕ ∈ dom(S|Φ) and ψ ∈ Φ, then

(ϕ, ψ)L2
w
=

∫ ∞−i γ
ξ

−∞−i γ
ξ

⟨ϕ, δa−−1+iλ̄ξ
⟩⟨δ+−1−iλξ, ψ⟩dλ+ ⟨Pλ∗(ξ)ϕ, ψ⟩, (7.5)

where γ ∈ (0, ε) is chosen so that for all λ such that −γξ < (sgn ξ)ℑλ < 0 the operators K±(−1−
iλξ, ξ) are invertible, and Pλ∗(ξ) is the following operator

Pλ∗(ξ) = −Residueλ=λ∗(ξ)R(λ, ξ) for ξ ∈ (−
√
π, 0) ∪ (0,

√
π),

P−1± = −Residueλ=−1R
+(−1,±

√
π),

Pλ∗(ξ) = 0, for ξ /∈ [−
√
π,

√
π],

where λ∗(ξ) ∈ [−1, 0] such that 0 ∈ σd(K+(−1− iλ∗(ξ)ξ, ξ)). In particular,

• if ξ ∈ (−
√
π, 0) ∪ (0,

√
π), then for any f, g ∈ H = L2

w(R) the following generalized eigen-
function expansion holds

(f, g)L2
w
=

∫
R
⟨f, δa−−1+iλξ⟩⟨δ

+
−1−iλξ, g⟩dλ+ (Pλ∗(ξ)f, g)L2

w
, (7.6)

where λ∗(ξ) ∈ (−1, 0) is an isolated eigenvalue of Lξ and Pλ∗(ξ) is the Riesz projection
corresponding to the simple eigenvalue λ∗(ξ) of Lξ.

• if ξ = ±
√
π, then for any f, g ∈ H1

w(R)

(f, g)L2
w
=

∫
∓
⟨f, δa−−1+iλ̄ξ

⟩⟨δ+−1−iλξ, g⟩dλ+ ⟨P−1±f, g⟩.

• if ξ /∈ [−
√
π,

√
π], then for any f, g ∈ H = L2

w(R)

(f, g)L2
w
=

∫
R
⟨f, δa−−1+iλξ⟩⟨δ

+
−1−iλξ, g⟩dλ. (7.7)
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Proof. We know (see (4.7)) that for ϕ, ψ ∈ Φ

⟨R±(λ, ξ)ϕ, ψ⟩ = o(1), |λ| → ∞
uniformly in the region {λ ∈ C : ℜλ + 1 ≥ −η|ξ|} in the case of R+(λ, ξ) and uniformly in the
region {λ ∈ C : ℜλ+ 1 ≤ η|ξ|} in the case of R−(λ, ξ) for any η < ε.
Let λ be in the resolvent set of Lξ. Then

1

λ
(ϕ, ψ)L2

w
= −(R(λ, ξ)ϕ, ψ)L2

w
+

1

λ
(R(λ, ξ)Lξϕ, ψ)L2

w
, ϕ ∈ dom(Lξ|Φ), ψ ∈ Φ. (7.8)

Notice that for ϕ, ψ ∈ Φ

(R(λ, ξ)ϕ, ψ) = ⟨R±(λ, ξ)ϕ, ψ⟩ = o(1), |λ| → ∞
uniformly in the region {λ ∈ C : ℜλ+ 1 ≥ N} in the case of R+(λ, ξ) and uniformly in the region
{λ ∈ C : ℜλ+ 1 ≤ −N} in the case of R−(λ, ξ) for any N > 0. Hence,

lim
N→∞

∫
N

1

λ
(R(λ, ξ)Lξϕ, ψ)L2

w
dλ = 0,

where
∫
N :=

∫∞i−1+N
−∞i−1+N −

∫∞i−1−N
−∞i−1−N . Also,

lim
N→∞

∫
N

1

λ
(ϕ, ψ)L2

w
dλ = lim

N→∞

∮
|λ|=N

1

λ
(ϕ, ψ)L2

w
dλ = 2πi(ϕ, ψ)L2

w
.

Therefore,

(ϕ, ψ)L2
w
= − 1

2πi
lim

N→∞

∫
N
(R(λ, ξ)ϕ, ψ)L2

w
dλ. (7.9)

Or,

(ϕ, ψ)L2
w
= − 1

2πi

(∫ ∞i−1+γ

−∞i−1+γ
−
∫ ∞i−1−γ

−∞i−1−γ

)
(R(λ, ξ)ϕ, ψ)L2

w
dλ

− Residue|ℜλ+1|>γ(R(λ, ξ)ϕ, ψ)L2
w
, γ > 0.

Next, we choose γ as indicated in the statement of the theorem. Then

(ϕ, ψ)L2
w
=

1

2πi

∫ ∞i−1−γ

−∞i−1−γ
((R−(λ, ξ)− (R+(λ, ξ))ϕ, ψ)L2

w
dλ

− Residue|ℜλ+1|=0(R
+(λ, ξ)ϕ, ψ)L2

w
− Residue|ℜλ+1|̸=0(R(λ, ξ)ϕ, ψ)L2

w
.

After the change of variables λ→ −1− iλξ, we arrive at

(ϕ, ψ)L2
w
= − ξ

2π

∫ (sgn ξ)∞−i γ
ξ

−(sgn ξ)∞−i γ
ξ

((R+(−1− iλξ, ξ)− (R−(−1− iλξ, ξ))ϕ, ψ)L2
w
dλ

− Residue|ℜλ+1|=0(R
+(λ, ξ)ϕ, ψ)L2

w
− Residue|ℜλ+1|̸=0(R(λ, ξ)ϕ, ψ)L2

w
.

By applying Proposition 5.13, we arrive at formula (7.5).
Formulas (7.6)-(7.7) follow from Propositions 6.1 and 7.1. □

Corollary 7.4. Let ξ = 0. Then we can still use formula (7.8) for L0, and after integration as in
(7.9), we arrive at

(f, g)L2
w
= ((I − V )f, g)L2

w
+ (V f, g)L2

w
,

Also, note that the Riesz projection P0 = −Residueλ=0R(0, 0) corresponding to the simple
eigenvalue λ∗(0) = 0 of L0 is equal to V .

Theorem 7.5. Fix ξ ̸= 0. Then
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• if ξ ∈ (−
√
π, 0) ∪ (0,

√
π), then for any f, g ∈ H = L2

w(R) the following generalized eigen-
function expansion holds

(f, g)L2
w
=

∫
R
(Bξf)(λ)(Uξg)(λ)w(λ)dλ+ (Pλ∗(ξ)f, g)L2

w
, (7.10)

where λ∗(ξ) ∈ (−1, 0) is an isolated eigenvalue of Lξ and Pλ∗(ξ) is the Riesz projection
corresponding to the simple eigenvalue λ∗(ξ) of Lξ.

• if ξ = ±
√
π, then for any f, g ∈ H1

w(R)

(f, g)L2
w
=

∫
∓
(Bξf)(λ)(Uξg)(λ)w(λ)dλ+ ⟨P−1±f, g⟩. (7.11)

• if ξ /∈ [−
√
π,

√
π], then for any f, g ∈ H = L2

w(R)

(f, g)L2
w
=

∫
R
(Bξf)(λ)(Uξg)(λ)w(λ)dλ. (7.12)

Proof. Formulas (7.10)-(7.12) follow directly from Propositions 6.1 and 7.1 and Theorem 7.3. □

Proposition 7.6. Let ξ ̸= 0. Then

∣∣ ∫
R
(Bξf)(λ)(Uξg)(λ)w(λ)dλ

∣∣ ≤ C(ξ)∥f∥L2
w
∥g∥L2

w
for f, g ∈ L2

w(R) and ξ ̸= 0,±
√
π,∣∣ ∫

∓
(Bξf)(λ)(Uξg)(λ)w(λ)dλ

∣∣ ≤ C∥f∥H1
w
∥g∥H1

w
for f, g ∈ H1

w(R) and ξ ̸= 0,

∥Uξg∥H−1
w

≤ C1∥g∥H1
w
, ∥Bξf∥L2

w
≤ C2∥f∥L2

w
for g ∈ H1

w(R), f ∈ L2
w(R) and ξ ̸= 0.

(7.13)

where the coefficients C,C1 and C2 are independent of ξ.

Proof. The first inequality in (7.13) follows directly from Corollary 5.6 and Remark 5.7. Next, we
will prove the second inequality in (7.13). More specifically, we will prove the second inequality in
(7.13) for ξ > 0 and the integral

∫
− as the other cases could be handled similarly. According to

Proposition 6.1, for λ ∈ Ω and f, g ∈ Φ we have

(Bξf)(λ)(Uξg)(λ) =
(
f(λ)− 1

−iξω−(−1 + iλ̄ξ,−ξ)
(S+(fw

1/2))(λ)
)

×
(
g(λ̄)− 1

−iξω+(−1− iλξ, ξ)
(S+(g̃w

1/2))(λ)
)
,

(7.14)

where g̃(z) := g(z̄).
Let λ ∈ R. According to formula (4.15), we have

−iξω+(−1− iλξ, ξ) = −iξdet(K+(−1− iλξ, ξ)) = −iξ
(
1−

∫
γ−

w(z)dz

ziξ − iλξ

)
= −iξ

(
1− 1

iξ
(πiw(λ) + P.v.

∫
R

w(v)dv

v − λ
)
)

= P.v.

∫
R

w(v)dv

v − λ
− i(ξ − πw(λ)) = −2D(λ)− i(ξ −

√
πe−λ2

),
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where D(λ) = e−λ2 ∫ λ
0 e

t2dt is the Dawson function. Similarly,

−iξω−(−1 + iλξ,−ξ) = −iξ
(
1−

∫
γ+

w(z)dz

−ziξ + iλξ

)
= −iξ

(
1− 1

iξ

∫
γ+

w(z)dz

z − λ

)
= −iξ

(
1− 1

iξ
(−πiw(λ) + P.v.

∫
R

w(v)dv

v − λ
)
)

= P.v.

∫
R

w(v)dv

v − λ
− i(ξ + πw(λ)) = −2D(λ)− i(ξ +

√
πe−λ2

).

Therefore, the singularities in (Bξf)(λ)(Uξg)(λ) come only from two terms 1
−iξω+(−1−iλξ,ξ) and

1

−iξω−(−1+iλξ,−ξ)
. Now, fix ϵ ∈ (0,

√
π/4).

Case 1. Let ξ ∈ (0, ϵ]. Since
√
πe−λ2 −

√
π = o(λ), there exists ϵ̃ > 0 such that |

√
πe−λ2 −

√
π| ≤√

π/4 for all λ such that |λ| ≤ ϵ̃. Therefore,

|−iξω+(−1− iλξ, ξ)| = | − 2D(λ)− i(ξ −
√
πe−λ2

)|

≥ |
√
πe−λ2 − ξ| = |

√
π − ξ +

√
πe−λ2 −

√
π| ≥

√
π/2, |λ| ≤ ϵ̃.

(7.15)

Next, notice that −2 lim|λ|→∞ λD(λ) = −1. Hence, there exists ˜̃ϵ > 0 such that for all |λ| ≥ ˜̃ϵ

| − 2λD(λ)| ≥
√
π/2. Therefore,

|−iλξω+(−1− iλξ, ξ)| ≥ | − 2λD(λ)| ≥
√
π/2, |λ| ≥ ˜̃ϵ. (7.16)

Also, it is clear that for λ such that ˜̃ϵ ≥ |λ| ≥ ϵ̃, | − 2D(λ)| ≥ C̃, C̃ = min{| − 2D(ϵ̃)|, | − 2D(˜̃ϵ)|}.
Therefore,

|−iξω+(−1− iλξ, ξ)| ≥ | − 2D(λ)| ≥ C̃, ˜̃ϵ ≥ |λ| ≥ ϵ̃. (7.17)

Notice that ϵ̃, ˜̃ϵ and C̃ are all independent of ξ. Moreover, the same estimates also hold for
−iξω−(−1 + iλξ,−ξ) with the same constants ϵ̃, ˜̃ϵ and C̃. Therefore,∣∣ ∫

−
(Bξf)(λ)(Uξg)(λ)w(λ)dλ

∣∣ = ∣∣ ∫
R
(Bξf)(λ)(Uξg)(λ)w(λ)dλ

∣∣
=

∣∣ ∫
|λ|≤˜̃ϵ

(Bξf)(λ)(Uξg)(λ)w(λ)dλ+

∫
|λ|≥˜̃ϵ

(Bξf)(λ)(Uξg)(λ)w(λ)dλ
∣∣

(7.18)

By (7.15) and (7.17), 1
|−iλξω+(−1−iλξ,ξ)| ≤

˜̃C = max{2/
√
π, 1/C̃} for |λ| ≤ ˜̃ϵ

(similarly, 1

|−iξω−(−1+iλξ,−ξ)|
≤ ˜̃C = max{2/

√
π, 1/C̃} for |λ| ≤ ˜̃ϵ). Therefore, we have the following

inequality: ∣∣ ∫
|λ|≤˜̃ϵ

(Bξf)(λ)(Uξg)(λ)w(λ)dλ
∣∣ ≤ C1∥f∥L2

w
∥g∥L2

w
≤ C1∥f∥H1

w
∥g∥H1

w
,

where C1 is independent of ξ. For the second integral in (7.18), we have∣∣ ∫
|λ|≥˜̃ϵ

(Bξf)(λ)(Uξg)(λ)w(λ)dλ
∣∣ = |

∫
|λ|≥˜̃ϵ

(
f(λ)− 1

−iλξω−(−1 + iλ̄ξ,−ξ)
λ(S+(fw

1/2))(λ)
)

×
(
g(λ̄)− 1

−iλξω+(−1− iλξ, ξ)
λ(S+(g̃w

1/2))(λ)
)
w(λ)dλ

∣∣.
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Then, by (7.16) and the fact that L2
w(R)-norm of λ(S+(fw

1/2))(λ) is bounded above by L2
w(R)-norm

of f(λ) (similarly, L2
w(R)-norm of λ(S+(g̃w

1/2))(λ) is bounded above by L2
w(R)-norm of g(λ)), we

have ∣∣ ∫
|λ|≥˜̃ϵ

(Bξf)(λ)(Uξg)(λ)w(λ)dλλ
∣∣ ≤ C2∥f∥L2

w
∥g∥L2

w
≤ C2∥f∥H1

w(R)∥g∥H1
w(R),

where C2 is independent of ξ.
Case 2. Let ξ ∈ [ϵ, 2

√
π − ϵ]. Then,

| − iξω−(−1 + iλξ,−ξ)| = | − 2D(λ)− i(ξ +
√
πe−λ2

)| ≥ |ξ| ≥ ϵ. (7.19)

Moreover, since lim|λ|→∞ e−λ2
= 0, there exists ϵ̃ > 0 such that for all |λ| ≥ ϵ̃ e−λ2 ≤ ϵ

2
√
π
.

Therefore,

|−iξω+(−1− iλξ, ξ)| ≥ |ξ − πw(λ)| ≥ ϵ/2, |λ| ≥ ϵ̃, (7.20)

where ϵ̃ is independent of ξ. Also, we have the following representation:

−iξω+(−1− iλξ, ξ) = −2D(λ)− i(ξ −
√
πe−λ2

) = −2D′(0)λ+ o(λ)− i(ξ −
√
π + o(λ))

= −2D′(0)(λ−
√
π − ξ

2D′(0)
i) + o(λ) = −2D′(0)(λ− ηi) + o(λ),

(7.21)

where D(·) is the Dawson function and η =
√
π−ξ

2D′(0) ∈ R. Therefore, (λ−ηi)
−2D′(0)(λ−ηi)+o(λ) is uniformly

bounded over (λ, η) ∈ [−ϵ, ϵ]× [−µ, µ]. Then, the second inequality in (7.13) follows from formulas
(7.14), (7.19), (7.20), (7.21) and Proposition 7.1.
Case 3. Let ξ ∈ [2

√
π − ϵ,∞). Then, we have the following uniform estimates:

| − iξω−(−1 + iλξ,−ξ)| = | − 2D(λ)− i(ξ +
√
πe−λ2

)| ≥ |ξ| ≥ 2
√
π − ϵ,

|−iξω+(−1− iλξ, ξ)| = | − 2D(λ)− i(ξ −
√
πe−λ2

)| ≥
√
π − ϵ,

which imply ∣∣ ∫
−
(Bξf)(λ)(Uξg)(λ)w(λ)dλ

∣∣ ≤ C1∥f∥L2
w
∥g∥L2

w
≤ C1∥f∥H1

w
∥g∥H1

w
,

where C1 is independent of ξ.

Finally, the inequalities from the third line of (7.13) follow from the proof of the second inequality
in (7.13). □

Proposition 7.7. Let ξ ∈ R. Then

(1) If ξ = ±
√
π, then

P−1± =
1

ω′
+(−1,±

√
π)

⟨·, ē1⟩e1,where e1 = ± 1√
πiv

, ē1 = ∓ 1√
πiv

∈ H−1
w (R). (7.22)

Here ⟨f, ē1⟩ :=
∫
± f(v)ē1(v)w(v)dv for f ∈ H1

w(R) (see (7.1), (7.2), (7.4)).

(2) If ξ ∈ (−
√
π,

√
π), then

Pλ∗(ξ) =
1

(e1, ē1)L2
w

(·, ē1)L2
w
e1,

=
1

ω′(λ∗(ξ), ξ)
(·, ē1)L2

w
e1,where e1 =

1

viξ + 1 + λ∗(ξ)
, ē1 ∈ L2

w(R).
(7.23)

(3) if ξ /∈ [−
√
π,

√
π], then

Pλ∗(ξ) = 0. (7.24)
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Proof. (1) Applying formulas (3.5) and (5.19), we arrive at

P−1± = −Residueλ=−1R
+(λ,±

√
π) = Residueλ=−1[R

0
+(λ,±

√
π)V K−1

+ (λ,±
√
π)V R0

+(λ,±
√
π)]

= −Residueλ=−1

[ 1

ω+(λ,±
√
π)
R0

+(λ,±
√
π)V R0

+(λ,±
√
π)V R0

+(λ,±
√
π)
]

= − 1

ω′
+(−1,±

√
π)
R0

+(−1,±
√
π)V R0

+(−1,±
√
π)V R0

+(−1,±
√
π)

= − 1

ω′
+(−1,±

√
π)

⟨R0
+(−1,±

√
π)·,1⟩⟨R0

+(−1,±
√
π)1,1⟩R0

+(−1,±
√
π)1

=
1

ω′
+(−1,±

√
π)

⟨R0
+(−1,±

√
π)·,1⟩R0

+(−1,±
√
π)1,

where we used the fact that ⟨R0
+(−1,±

√
π)1, 1⟩ = −1. Formula (7.22) from the definition fo

R0
+(−1,±

√
π), (7.1) and (7.4).

(2) It follows from Theorem 3.7 that for each ξ ∈ (−
√
π,

√
π) the eigenfunction of Lξ correspond-

ing to the eigenvalue λ∗(ξ) is e1(v) =
1

viξ+1+λ∗(ξ) . We also know that ker(Pλ∗(ξ)) = ran((Pλ∗(ξ))∗)⊥.

Next, notice that (Pλ∗(ξ))∗ is the Riesz projection corresponding to the isolated eigenvalue λ∗(ξ) of
the operator L∗

ξ . Hence, ran((Pλ∗(ξ))∗) = span{ē1}, where ē1 is the eigenfunction of L∗
ξ correspond-

ing to the eigenvalue λ∗(ξ). Therefore, Pλ∗(ξ) = α(·, ē1)L2
w
e1. And since Pλ∗(ξ) is the projection

onto span{e1}, α must be 1
(e1,ē1)L2

w

.

On the other hand, we can also compute the negative residue of the resolvent for ξ ∈ (−
√
π,

√
π)

as in (1), that is,

Pλ∗(ξ) =
1

ω′(λ∗(ξ), ξ)
(R0(λ∗(ξ), ξ)·,1)L2

w
R0(λ∗(ξ), ξ)1. (7.25)

In this case, the functional ⟨R0
+(λ

∗(ξ), ξ)·,1⟩ can be represented in terms of the inner product in
L2
w(R), that is, ⟨R0

+(λ
∗(ξ), ξ)·, 1⟩ = (R0(λ∗(ξ), ξ)·,1)L2

w
. Moreover,

(e1, ē1)L2
w
= ω′(λ∗(ξ), ξ),

−(R0(λ∗(ξ), ξ)·, 1)L2
w
= −(·, (R0(λ∗(ξ), ξ))∗1)L2

w
= (·, ē1)L2

w
,

−R0(λ∗(ξ), ξ)1 = e1.

□

Corollary 7.8. Let ξ ∈ R. Then the operators Pλ∗(ξ), ξ ∈ (−
√
π,

√
π), and P−1± are of finite rank

into L2
w(R) and H

−1
w (R), respectively, with

|(Pλ∗(ξ)f, g)L2
w
| ≤ C̃(ξ)∥f∥L2

w
∥g∥L2

w
for f, g ∈ L2

w(R) and ξ ̸= ±
√
π,

|⟨Pλ∗(ξ)f, g⟩| ≤ C̃∥f∥H1
w(R)∥g∥H1

w(R) for f, g ∈ H1
w(R) and all ξ ∈ R,

(7.26)

where C̃ is independent of ξ.

Proof. According to Proposition 7.7,

⟨Pλ∗(ξ)f, g⟩ = 1

ω′
+(λ

∗(ξ), ξ)
⟨f, ē1⟩⟨e1, g⟩,

where for ξ ̸= ±
√
π the pairing ⟨·, ·⟩ can be interpreted as the L2

w(R)-inner product, and in this
case, e1 and ē1 are the L2

w(R) functions. Then the first line in (7.26) is straightforward, and the
second line in (7.26) follows from Proposition 7.1. □
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We introduce the following families of operators denoted by P (ξ) ∈ B(H1
w(R, dv), H

−1
w (R, dv))

and U∗
ξBξ ∈ B(H1

w(R, dv), H
−1
w (R, dv)):

P (ξ) :=

 Pλ∗(ξ), ξ ∈ (−
√
π,

√
π),

P−1± , ξ = ±
√
π,

0, ξ /∈ [−
√
π,

√
π],

(7.27)

and,

⟨U∗
ξBξf, g⟩ :=

∫
−
(Bξf)(λ)(Uξg)(λ)w(λ)dλ, f, g ∈ H1

w(R, dv), ξ > 0,

⟨U∗
ξBξf, g⟩ :=

∫
+
(Bξf)(λ)(Uξg)(λ)w(λ)dλ, f, g ∈ H1

w(R, dv), ξ < 0,

⟨U∗
ξBξf, g⟩ := ((I − V )f, g)L2

w
, f, g ∈ H1

w(R, dv), ξ = 0.

(7.28)

where Bξ and Uξ are defined in (6.5). We give an explicit description of B∗
ξ and U∗

ξ in Appendix B.
By Proposition 7.6 and Corollary 7.8, we have

∥P (ξ)∥H1
w→H−1

w
≤ C̃, C̃ is ξ-independent,

∥P (ξ)∥L2
w→L2

w
≤ C̃(ξ) for ξ ̸= ±

√
π,

∥U∗
ξBξ∥H1

w→H−1
w

≤ C, C is ξ-independent,

∥U∗
ξBξ∥L2

w→L2
w
≤ C(ξ) for ξ ̸= ±

√
π.

(7.29)

Theorem 7.9 (eigenfunction expansion). Let f ∈ L2(R, H1
w) (that is, f is a function of two

variables ξ and v, and it is an L2-function with respect to ξ and an H1
w with respect to v). Then

the following eigenfunction expansion formula is valid:

f = U∗
ξBξf + P (ξ)f,

where the equality is understood in the weak sense (the H−1
w -sense).

Moreover, if f ∈ L2(R, L2
w) and is compactly supported on (−

√
π,

√
π) (that is, f is compactly

supported with respect to ξ), then the following eigenfunction expansion formula is valid:

f = U∗
ξBξf + P (ξ)f,

where the equality is understood in the strong sense (the L2
w-sense).

Proof. It directly follows from Corollary 7.4, Theorem 7.5, Proposition 7.6, Corollary 7.8 and
formula (7.29). □

8. Time evolution and convergence to Grossly Determined Solutions

8.1. Solution formula. We first take the Fourier transform of equation (1.1) in the spatial vari-
able, that is,

∂f̂

∂t
(t, ξ, v) = −viξf̂(t, ξ, v)− f̂(t, ξ, v) +

∫
R
w(r)f̂(t, ξ, r)dr. (8.1)

Or,

∂tf̂(t, ξ, v) = (Lξ f̂)(t, ξ, v). (8.2)

By Theorem 7.9, for any f̂ ∈ L2(R, H1
w) we have

f̂ = U∗
ξBξ f̂ + P (ξ)f̂ .

Then the solution of (8.2) can be found in the form:

f̂(t, ξ, v) = U∗
ξ

(
(Bξ f̂)(ξ, λ)

)
+ P (ξ)f̂ . (8.3)
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Theorem 8.1. Let f̂0(ξ, v) := f̂(0, ξ, v) represent the Fourier transform of the initial molecular

density of the gas and assume that f̂0 ∈ L2(R, H1
w(R)). Then the Cauchy problem associated with

(1.1) has a unique solution and its Fourier transform is

f̂(t, ξ, v) = e−tU∗
ξ

(
e−iξλt(Bξ f̂0)(ξ, λ)

)
+ eλ

∗(ξ)tP (ξ)f̂0 for ξ ∈ [−
√
π,

√
π],

f̂(t, ξ, v) = e−tU∗
ξ

(
e−iξλt(Bξ f̂0)(ξ, λ)

)
for ξ /∈ [−

√
π,

√
π],

(8.4)

where f̂(t, ·, ·) belongs to the space L2(R, H−1
w (R)).

Moreover, if f̂0 ∈ L2(R, L2
w) and is compactly supported on (−

√
π,

√
π) (that is, f̂0 is compactly

supported with respect to ξ), then the Cauchy problem associated with (1.1) has a unique solution
and its Fourier transform is

f̂(t, ξ, v) = e−tU∗
ξ

(
e−iξλt(Bξ f̂0)(ξ, λ)

)
+ eλ

∗(ξ)tP (ξ)f̂0 for ξ ∈ [−
√
π,

√
π],

f̂(t, ξ, v) = e−tU∗
ξ

(
e−iξλt(Bξ f̂0)(ξ, λ)

)
for ξ /∈ [−

√
π,

√
π],

where f̂(t, ·, ·) belongs to the space L2(R, L2
w(R)).

Proof. By the uniqueness of the eigenfunction expansion from Theorem 7.9 if we insert (8.3) into
(8.2) and apply Proposition 6.2, we can see that the original Cauchy problem is equivalent to two
Cauchy problems:

∂t(Bξ f̂)(t, ξ, λ) = (−1− iξλ)(Bξ f̂)(t, ξ, λ), (Bξ f̂)(0, ξ, λ) = (Bξ f̂0)(ξ, λ),

∂t(P (ξ)f̂)(t, ξ, v) = λ∗(ξ)(P (ξ)f̂)(t, ξ, v) for ξ ∈ [−
√
π,

√
π],

P (ξ)f̂ = 0 for ξ /∈ [−
√
π,

√
π],

(P (ξ)f̂)(0, ξ, v) = (P (ξ)f̂0)(ξ, v).

(8.5)

The results follows from (8.5). □

8.2. Moments of projectors. For use in what follows, we compute, finally, the actions of P (ξ)
and its dual on the unit vector 1.

Proposition 8.2. Let ξ ∈ R.

• if ξ = ±
√
π. Then

P (±
√
π)1 =

1

ω′
+(−1,±

√
π)
e1 ̸= 0,where e1 = ± 1√

πiv
∈ H−1

w (R),

P (±
√
π)∗1 =

1

ω′
+(−1,±

√
π)
ē1 ̸= 0,where ē1 = ∓ 1√

πiv
∈ H−1

w (R).

• If ξ ∈ (−
√
π,

√
π). Then

P (ξ)1 =
1

(e1, ē1)L2
w

e1 ̸= 0, where e1 =
1

viξ + 1 + λ∗(ξ)
∈ L2

w(R).

P (ξ)∗1 =
1

(ē1, e1)L2
w

ē1 ̸= 0, where ē1 =
1

−viξ + 1 + λ∗(ξ)
∈ L2

w(R).

• if ξ /∈ [−
√
π,

√
π]. Then P (ξ)1 = 0 and P (ξ)∗1 = 0.

Proof. It follows from Proposition 7.7 and the fact that

⟨e1, 1⟩ = ⟨1, ē1⟩ = −⟨R0
+(λ

∗(ξ), ξ)1,1⟩ = 1− ω(λ∗(ξ), ξ) = 1. (8.6)

□
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8.3. Decay to Grossly Determined Solutions. Our goal in this section is to show that the
class of general solutions decay asymptotically to the subclass of grossly determined solutions.

Theorem 8.3. Let f be the general solution from Theorem 8.1 with the initial molecular density
f0 such that f̂0 ∈ L2(R, H1

w(R)) and let g(t, x, v) := F−1(P (ξ)f̂), where F−1 represents the inverse
Fourier transform map with respect to the variable ξ. Then

ĝ(t, ξ, v) = µ̂(t, ξ)e1 = eλ
∗(ξ)tµ̂0(ξ)e1 for ξ ∈ [−

√
π,

√
π],

ĝ(t, ξ, v) = 0 = µ̂(t, ξ) for ξ /∈ [−
√
π,

√
π].

(8.7)

where µ̂(t, ξ) := ⟨ĝ(t, ξ, ·), 1⟩, µ̂0(ξ) := ⟨ĝ0(ξ, ·),1⟩ and ĝ0(ξ, v) := ĝ(0, ξ, v). In particular, g is a
grossly determined solution of equation (1.1), i.e., its evolution is determined entirely by its moment
function

µ(t, x) := ⟨g(t, x, v),1⟩.

Proof. Evidently, by (8.5), g is the solution of equation (1.1), or equivalently, ĝ is the solution of
equation (8.1) satisfying the the evolution equation:

∂tĝ = λ∗(ξ)ĝ

giving

ĝ(ξ, v, t) = eλ
∗(ξ)tĝ0(ξ, v). (8.8)

From (8.8) it follows immediately that

µ̂(ξ, t) = eλ
∗(ξ)tµ̂0(ξ),

giving a self-contained evolution of the moment µ.
It remains only to be seen that ĝ may be recovered aftwerward from µ̂. Indeed, Proposition 8.2

and formula (7.27),

µ̂0(ξ) = ⟨ĝ0(ξ, ·), 1⟩ = ⟨P (ξ)f̂0, 1⟩ = ⟨f̂0, P (ξ)∗1⟩ =
1

ω′
+(λ

∗(ξ), ξ)
⟨f̂0, ē1⟩ for ξ ∈ [−

√
π,

√
π].

µ̂0(ξ) = ⟨ĝ0(ξ, ·), 1⟩ = ⟨P (ξ)f̂0, 1⟩ = 0 for ξ /∈ [−
√
π,

√
π].

Thus, by Proposition 7.7 and formula (7.27),

ĝ0(ξ, v) = ĝ(0, ξ, v) = P (ξ)f̂0 =
1

ω′
+(λ

∗(ξ), ξ)
⟨f̂0, ē1⟩e1 = µ̂0(ξ)e1 for ξ ∈ [−

√
π,

√
π],

ĝ0(ξ, v) = ĝ(0, ξ, v) = P (ξ)f̂0 = 0 for ξ /∈ [−
√
π,

√
π].

(8.9)

□

Remark 8.4. Evidently, what is needed to recover ĝ = P (ξ)f̂ from µ̂ = ⟨1, ĝ⟩ is that the functional
⟨1, ·⟩ be of full rank on the range of P (ξ); equivalently, P (ξ)∗1 ̸= 0, or ⟨1, e1⟩ ≠ 0, as shown in (8.6)
and Proposition 8.2. This gives the general formula

ĝ = e1µ̂/⟨1, e1⟩,

of which the formula ĝ = e1µ̂ of (8.9) is a special case following from the fact (8.6) that ⟨1, e1⟩ = 1.

Remark 8.5. Note that for ξ ∈ (−
√
π,

√
π) the Fourier transform (8.7) of our grossly determined

solution g agrees with that of the grossly determined solution of [C17, Theorem 11].
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Theorem 8.6. Let f̂0(ξ, v) := f̂(0, ξ, v) represent the Fourier transform of the initial molecular

density of the gas and assume that f̂0 ∈ L2(R, H1
w(R)). Then the solution to the Cauchy prob-

lem associated with (8.1) converges to the grossly determined solution g from Theorem 8.3 at the
exponential rate. More specifically,

∥f − g∥L2(R,H−1
w (R)) ≤ Ce−t∥f0∥L2(R,H1

w(R)).

Moreover, if f̂0 ∈ L2(R, L2
w) and is compactly supported on (−

√
π,

√
π) (that is, f̂0 is compactly

supported with respect to ξ), then

∥f − g∥L2(R,L2
w(R)) ≤ Ce−t∥f0∥L2(R,L2

w(R)).

Proof. It directly follows from formula (7.29), Theorem 8.1 and Theorem 8.3. □

8.4. Higher regularity. Applying the results of Theorems 8.1–8.6 to the differentiated equations,
we obtain the following higher-regularity analogs.

Corollary 8.7. For f0 ∈ Hr+s(R, Hs+1
w (R)), r, s ≥ 0, the Cauchy problem associated with (8.1)

has a unique solution in Hr(R, Hs−1
w (R)), which, moreover, satisfies

∥f − g∥Hr(R,Hs−1
w (R)) ≤ Ce−t∥f0∥Hr+s(R,Hs+1

w (R)). (8.10)

Moreover, if f̂0 is compactly supported on (−
√
π,

√
π) then

∥f − g∥Hr(R,Hs
w(R)) ≤ Ce−t∥f0∥Hr+s(R,Hs

w(R)). (8.11)

Proof. We first observe, by Parseval’s identity, that the same Fourier transform estimates used
to prove Theorems 8.1 and 8.6 establish also (8.10) and (8.11) for s = 0 and arbitrary r ≥ 0.
The full result then follows by induction on s. Namely, supposing it is true for s, we con-
sider f0 ∈ Hr+s+1(R, Hs+2

w (R)). By the induction hypothesis, we thus have a unique solution
f ∈ Hr+1(R, Hs−1

w (R)). Defining now h := ∂vf , we have then h0 ∈ Hr+s+1(R, Hs+1
w (R)), with h

satisfying the variational equation
∂th− Lh = −∂xf

obtained by differentiating 0 = ∂tf−Lh = ∂tf+(1−v∂x)f−1⟨1, f⟩w with respect to v. Noting that
∂xf ∈ Hr(R, Hs−1

w (R)) by f ∈ Hr+1(R, Hs−1
w (R)), and recalling that h0 ∈ Hr+s+1(R, Hs+1

w (R)),
we obtain by Duhamel’s principle, together with the induction hypothesis, that h = ∂vf ∈
Hr(R, Hs−1

w (R)), and thus f ∈ Hr(R, Hs
w(R)), yielding the result for s + 1. By induction, we

thus obtain the result for all r, s ≥ 0. □

9. L2 → L2 decay by C0 semigroup approach

Using our detailed spectral expansion of the linearized operator L, we have established L2 decay
to grossly determined solutions at the sharp exponential rate O(e−t), at the expense of a loss of two
spatial derivatives. This is somewhat analogous to the case of a first-order system of PDE with real
but not semisimple characteristics, for one may observe the similar phenomenon of boundedness in
L2 with loss of one or more derivatives. For example, consider the system

ut − vx = 0, vt = 0,

or, in vector form w = (u, v), wt + Awx = 0 with A =

(
0 1
0 0

)
given by a Jordan block, which

evidently has a solution that is bounded in time from H1 → L2, but unbounded from L1 → L2.
However, the situation is somewhat less degenerate, in that the solution is bounded (globally in

time) from L2 → L2, and in fact decays exponentially in L2 for L2 data to the family of grossly

determined solutions, at any subcritical rate O(e(ϵ−1)t), ϵ > 0. This is most readily seen by
alternative, C0 semigroup estimates, as we now describe. Indeed, we do not see how to obtain such
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bounds within the rigged space framework of the rest of the paper; nor do we see how to obtain
the bounds of Theorem 8.3 by usual semigroup techniques.

Consider the resolvent equation

λf − Lf = (λ+ v∂x + (I − V ))f = g, (9.1)

where ℜλ > 0 (therefore, λ ∈ ρ(L)), f ∈ dom(L), g ∈ L2(R, L2
w) and V = (·, 1)L2

w
1. Taking the

real part of the L2(R, L2
w) inner product of (9.1) with f gives

ℜλ∥f∥2 + ∥f∥2 −
∫

R
|(f, 1)L2

w
|2dx = ℜ⟨f, g⟩.

By Cauchy-Schwarz,
∫

R |(f,1)L2
w
|2dx ≤

∫
R ∥f∥2L2

w
∥1∥2L2

w
dx = ∥f∥2. Therefore,

ℜλ∥f∥2 ≤ ℜ⟨f, g⟩.

Hence, by Cauchy-Schwarz, ∥(λ − L)−1g∥ ≤ ∥g∥
ℜλ , verifying that eLt is a contraction semigroup

in L2(R, L2
w), and thus (8.1) is well-posed from L2 → L2, improving the regularity obtained in

Theorem 8.1.
To obtain L2 → L2 decay to grossly-determined solutions, we consider the Fourier-transformed

resolvent equation
λf̂ − Lξ f̂ = (λ+ iξv + (I − V ))f̂ = ĝ

using a variant of Prüss’ Theorem (see [Pr], [EN, Thm. V.1.11]) established in [HS, Prop. 2.1].

Proposition 9.1 (Quantitative Gearhardt-Prüss Theorem [HS]). A C0 semigroup eLt on a Hilbert
space H is exponentially stable, |eLt| ≤ C1e

−ω1t for some ω1 > 0, C1 ≥ 1, if and only if its generator
L (i) has resolvent set containing the right complex half-plane Λ+ = {λ : ℜλ > 0}, and (ii) satisfies
a uniform resolvent estimate |(λ − L)−1| ≤ M on Λ+, in which case it satisfies for each ω > 0 a
uniform exponential growth bound

|eLt| ≤ C(ω,M)eωt, C(ω,M) ≥ 1. (9.2)

Remark 9.2. Here the if only if part of Proposition 9.1 is the standart Prüss’ Theorem ([Pr], [EN,
Thm. V.1.11]); the quantitative part is expressed in (9.2) ([HS]). Note that the sharp abstract result
of exponential decay is relaxed to exponential growth in order to obtain the quantitative bound
(9.2). For L satisfying a uniform resolvent bound |(λ−L)−1| ≤M on Λ+

ω0
:= {λ : ℜλ ≥ −ω0 < 0},

we obtain from Proposition 9.1 a quantitative exponential decay bound |eLt| ≤ C(ω,M)e−ωt for any
0 < ω < ω0. For our applications below, uniformity of estimates with respect to Fourier frequency
is convenient, and so the quantitative nature of this bound will be particularly useful. It is not
essential, however; see Remark 9.5.

A useful observation is that when the closure Λ̄+ lies in the resolvent set of L, we can relax in
Proposition 9.1 the assumption of a uniform resolvent bound for all λ ∈ Λ+ to a uniform resolvent
bound on the imaginary axis ℓ0 = {λ : ℜλ = 0} together with a uniform bound on Λ+ for |λ| ≥ R
sufficiently large. For, as the resolvent is analytic on the resolvent set, we obtain from the latter
bounds via the maximum principle a uniform resolvent bound on the entire half-plane Λ+, thus
giving the result by Proposition 9.1. Our next result generalizes Proposition 9.1 still further,
giving exponential decay conditions for finite codimension subspaces, with uniform dependence on
parameters.

Corollary 9.3 (Finite-codimension Prüss Theorem with parameters). Let L(p) be a family of

generators of C0 semigroups eL(p)t, depending on a parameter p ∈ K ⊂ Rn, with K compact.
Suppose further that (i) the vertical line ℓω0 = {λ : ℜλ = −ω0 < 0} lies in the resolvent set of all
L(p), with a uniform resolvent bound |(λ − L(p))−1| ≤ M on ℓω0 for all p ∈ K, (ii) the spectra of
L(p) lying to the right of ℓω0 are of finite total algebraic multiplicity, (iii) the total eigenprojection
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onto the spectra of L(p) lying in Λ+
ω0

denoted by Q(p) and L(p)Q(p) are continuous with respect to
p ∈ K, and (iv) on the complex halfplane Λ+

ω0
= {λ : ℜλ > −ω0}, there holds a uniform resolvent

bound |(λ − L(p))−1| ≤ M for all |λ| ≥ R sufficiently large, p ∈ K. Then, for some ω < ω0 and
C > 0,

|eL(p)t(I −Q(p))| ≤ Ce−ωt, all p ∈ K.

Remark 9.4. The result stated in Corollary 9.3 maybe recognized as a variant of [HS, Theorem 1.6].
Note in Corollary 9.3 that it is sufficient for hypothesis (ii) to check finite multiplicity for a single
value of p, as the large-λ resolvent bound implies that spectra can neither escape to nor enter from
infinity, and so the multiplicity is independent of p.

Remark 9.5. In our particular application of operators parametrized by Fourier frequency, we could
work on the space defined by the range of I−Q(ξ) in each Fourier frequency ξ, noting that uniform
resolvent estimates for each ξ imply by Parseval’s identity an L2 resolvent bound on the whole
space, giving exponential decay (9.2) by the usual (nonquantitative) Prüss bound of [Pr, EN].
However, Proposition 9.3 avoids the need for such maneuvers, and seems of independent interest
as well.

Proof of Corollary 9.3. By Proposition 9.1, it is sufficient to show that L(p)(I−Q(p)) restricted to
the range of (I −Q(p)) satisfy a uniform resolvent bound on Λ+

ω0
. By assumption, the resolvent set

of L(p)(I −Q(p)) contains all of Ω+
ω0
, hence its resolvent is analytic. By the maximum principle, it

thus suffices to establish a uniform resolvent bound for L(p)(I−Q(p)) on Λ+
ω0

for |λ| ≥ R sufficiently
large, a bound on the compact set {|λ| ≤ R} ∩ Lω0 being available by simple continuity. But the
latter uniform bound in turn follows readily from assumption (iii) on the full resolvent, plus the
observation that L(p)Q(p), since finite-dimensional, is a continuous family of bounded operators
satisfying a uniform resolvent bound C/|λ|, hence the resolvent of L(p)(I −Q(p)), as the difference
between total and Q-projected resolvents, is uniformly bounded as claimed. □

With Corollary 9.3 in hand, we now readily obtain L2 → L2 decay to grossly determined solutions.
Modifying (7.27), define the truncated L(ξ)-invariant projectors

Pξ0(ξ) :=

{
Pλ∗(ξ), ξ ∈ [−ξ0, ξ0] ⊂ (−

√
π,

√
π),

0, ξ /∈ [−ξ0, ξ0].

Then, following the proof of Theorem 8.3, we have for any initial molecular density f0 ∈ L2
w(R

2),
the function

gξ0(t, x, v) := F−1(Pξ0(ξ)f̂) (9.3)

is a grossly determined solution of (8.1).

Theorem 9.6. For f̂0(ξ, v) ∈ L2(R, L2
w(R)), the solution to the Cauchy problem associated with

(8.1) converges to the grossly determined solution gξ0 of (9.3) at exponential rate

∥f − gξ0∥L2(R,L2
w(R)) ≤ Ce(λ

∗(ξ0)+ε)t∥f0 − gξ00 ∥L2(R,L2
w(R)) ≤ C2e

(λ∗(ξ0)+ε)t∥f0∥L2(R,L2
w(R)) (9.4)

for any ϵ > 0 and some C = C(ϵ) > 0.

Proof. The unperturbed operator Mξ := −ivξ − 1 is readily seen to have a uniformly bounded
resolvent R0(λ, ξ) = (−ivξ − 1− λ)−1 on Λ̄+

η = {λ : ℜλ ≥ −η} for η < 1− ϵ0 and all ξ ∈ R, where
a positive ϵ0 is fixed as can be seen from the following estimates:

| − ivξ − 1− λ| ≥ |1 + ℜλ| > ϵ0,∥∥ 1

−ivξ − 1− λ

∥∥
L∞ <

1

ϵ0
.
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Moreover, the resolvent of the rank one perturbation Lξ = Mξ + V = Mξ + (·, 1)L2
w

1 has the
following representation (see (3.5) and Proposition 5.12)

(Lξ − λ)−1 =
(
I −R0(λ, ξ)V K−1(λ, ξ)V

)
R0(λ, ξ)

=
(
I −R0(λ, ξ)V +

1

ω(λ, ξ)
R0(λ, ξ)V R0(λ, ξ)V

)
R0(λ, ξ).

(9.5)

In particular, by Theorem 3.9, we have uniform resolvent estimates for all Lξ on Λη for |λ| ≥ R
sufficiently large, ξ ∈ R.
For ξ ∈ (−

√
π,

√
π) such that ξ ̸∈ [−ξ0, ξ0], we have λ∗(ξ) < λ∗(ξ0), and so the resolvent of Lξ is

uniformly bounded on ℓ|λ∗(ξ0)+ϵ| for any fixed ϵ > 0, with bound depending on ϵ (cf. (9.5) and
Theorem 3.9). Applying Corollary 9.3 with Q = 0, we obtain

|eLξt|L2
w
≤ Ceλ

∗(ξ0)+ϵ)t.

Similarly, we obtain the bound for ξ /∈ (−
√
π,

√
π) as there are not isolated eigenvalues of Lξ to

the right of the line ℓ−1 .
For ξ ∈ [−ξ0, ξ0], on the other hand, we have λ∗(ξ) ≥ λ∗(ξ0), and so the resolvent of Lξ is uniformly
bounded on ℓ|λ∗(ξ0)−ϵ| for any fixed ϵ > 0 such that λ∗(ξ0) − ϵ > −1, with bound depending on
ϵ (cf. (9.5) and Theorem 3.9). Applying Corollary 9.3 with Q = Pξ0(ξ) (Pξ0(ξ) and LξPξ0(ξ) are
continuous due to formula (7.25) and Proposition 3.8), we obtain

|eL(ξ)t(I − Pξ0(ξ)|L2
w
≤ Ceλ

∗(ξ0)+ϵ)t.

Combining these estimates yields (9.4), by Parseval’s identity together with definition ĝξ0 = Pξ0(ξ)f̂
(yielding the first inequality) together with boundedness of Pξ0(ξ) (yielding the second). □

Remark 9.7. A somewhat simpler proof of Theorem 9.6 may be obtained by combining the rigged
space estimate of Theorem 8.6 for ξ ∈ [−ξ0, ξ0], with the quantitative Prüss estimate of Proposition
9.1 for ξ ̸∈ [−ξ0, ξ0], avoiding the use of the finite-codimension version of Corollary 9.3.

Remark 9.8. Note that the grossly determined solution gξ0 of Theorem 9.6 is different from the
grossly determined solution g of Theorem 8.6, the former being a Fourier truncation of the latter.
The difference between the two decays exponentially in L2(R, H−1

w (R)) for data in L2(R, H1
w(R)),

by comparison of the decay rates toward both solutions. However, it is in general unbounded in
L2(R, L2

w(R)), since |Pλ∗(ξ)|H1
w→L2

w
∼ ∥e1∥H−1

w
∥∥e1∥L2

w
→ ∞ as ξ → ±

√
π by Proposition 7.7.

From Theorem 9.6, we see that the situation of (8.1) is more like that of a Jordan block in ODE
theory, for which the exponential rate is degraded from that suggested by the spectral radius, but
not destroyed, than that considered above of a Jordan block occurring in first-order PDE, where
even well-posedness is lost. More precisely, the situation is somewhere between the two, in the sense
that, for general L2(R, L2

w(R)) or even L2(R, H1
w(R)) data, the solution of (8.1) does not decay in

L2(R, L2
w(R)) to any grossly bounded solution at rate O(e−tr(t)), with r growing at subexponential

rate.
For, this would imply that slower-decaying modes eλ

∗(ξ)tPλ∗(ξ)f̂(ξ) be contained in the grossly
determined solution, for all ξ ∈ (−

√
π,

√
π). On the other hand, the GDS property- specifically,

that the evolution of f , and thus µ, be determined by an autonomous evolution system for µ-
together with Remark 8.4, requires that ĝ(ξ) for each Fourier frequency ξ contain only a single

eigenmode, so that ĝ must be exactly P (ξ)f̂ . Thus, the only candidate for such a grossly determined
solution is the solution g = Pf of Theorem 8.6, containing the range of all P (ξ). But, P and thus
the complementary projection (I − P ) are in general unbounded from L2(R, H1

w(R)) → L2
w(R)) by

Remark 9.8, hence g and f−g are both unbounded in L2(R, L2
w(R)) and r(t) ≡ +∞, a contradiction.
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9.1. Grossly determined solutions vs. Chapman–Enskog approximation. It is interesting
to compare the description of asymptotic behavior given by the grossly determined solution (9.3) to
that given by the classical Chapman–Enskog expansion [G62, S97], or “Navier–Stokes approxima-
tion.” The latter, in the present case comprises solutions gNS = µNSe1 satisfying the second-order
scalar conservation law

µt =
1

2
µxx, (9.6)

with the same data µ0 as for the grossly determined solution (9.3). This can most easily be seen by
the fact (see, e.g., [Z01, Appendix A1]) that the dispersion relation of the second-order Chapman–
Enskog equation linearized about a constant state is equal to the second-order Taylor expansion
λ2(ξ) = −1

2ξ
2 about ξ = 0 of the “neutral” spectral curve λ = λ∗(ξ) passing through (ξ, λ) = (0, 0);

see (A.4). As the scalar BGK model, hence also its Chapman–Enskog expansion, is linear to begin
with, this gives

µ̂NS(ξ) = eλ2(ξ)tµ̂0, (9.7)

or (9.6).
Comparing the behavior of the nonlocal evolution (8.7)(i) to that of the local, diffusion equation

(9.7), we find that they are both merely bounded in L2 for L2 initial data. Meanwhile, the difference
between the two decays, by Parseval’s identity and the fact that λ∗ is even, as

sup
ξ

|eλ∗(ξ)t−λ2(ξ)t| ∼ sup
ξ

|e−ξ2t/2ξ4t| = sup
ξ

|e−ξ2t/2(ξ2t)2|/t ∼ 1/t

as t → +∞. Thus, the exact solution converges exponentially to the grossly determined solution
g, but only algebraically to the Chapman–Enskog approximation GNS , at rate (1 + t)−1 in L2 for
L2 initial data.

10. Discussion and open problems

In summary, we have shown that the spectral program initiated by Carty in [C16, C17] can be
rigorously completed using the rigged space framework developed by Ljance and others [L70] for
small nonselfadjoint perturbation of (selfadjoint) multiplication operators, while at the same time
demonstrating the potential of the latter for practical applications. As noted in the introduction,
it appears likely that our approach should extend, if perhaps less explicitly, to the case of finite
rank perturbations, including the full BGK model linearized about a Maxwellian state.

However, the analysis also highlights an important limitations of the rigged space approach for
nonselfadjoint problems, at least when used as here solely via the generalized Parseval inequal-
ity/spectral expansion. Namely, different from the selfadjoint case, there can arise considerable
cancellation in the solution formula analogous to (8.4) via spectral expansion for the associated
linear evolution problem. Thus, the bounds on the solution obtained here from (8.4) by crudely
integrating the norm of the solution over λ involve a loss of two derivatives, whereas the semigroup
estimates of Section 9 show that no such derivative loss in fact occurs.

This seems somewhat analogous to the situation of analytic semigroup theory and estimation
through the inverse Laplace transform formula eLT = 1

2πi

∮
Γ e

λt(λ−L)−1 dλ, where Γ is any sectorial
contour enclosing (in appropriate sense) the spectra of L. Taking Γ distance zero from the spectra
yields the spectral expansion formula, [K80], which in general may involve Jordan blocks and other
delicate cancellation. Typically one does not estimate the semigroup in this way, but rather uses
the power of analytic extension to obtain bounds through resolvent estimates at a finite distance
from the spectra. This raises the question whether cancellation may be detected (i) (at least in
some cases) directly from a very explicit description of the spectral expansion, thus combining the
useful aspects of detailed eigenexpansion and control of conditioning, or (ii) indirectly, by using the
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analytic extension inherent in the construction of the rigged space to obtain an estimate at finite
distance from the spectrum of the original unperturbed operator.

As regards question (ii), the only route we see is to start with the formal resolution of the identity

Id =

∫
R
[R](λ)dλ+

∑
j

Pλj
(10.1)

coming from the eigenfunction expansion analogous to Theorem 7.9, where [R] denotes the jump
in resolvent R = (λ − L)−1 across the real line, and Pλj

the spectral projectors as λj runs over

the point spectrum of the perturbed operator L, then analytically continue the integral
∫

R into the
complex plane by continuation of [R]: that is, to continue B and U in (7.28) while holding fixed the
function f . For, otherwise, we see no useful way to estimate the trace of f on a perturbed contour
iη + R from its trace on R. This leads to a solution formula

eLt =

∫
R+iη

eλt[R](λ)dλ+
∑
j

eLtPλj
(10.2)

modifying the standard inverse Laplace transform formula, valid on the class of functions for which
(10.1) holds, which can be usefully estimated by varying η. For similar estimates in a different (and
sectorial) context, see, e.g., [OZ03].

We note, in the scalar BGK case considered here, that the class of functions on which (10.1)
holds is H2, the same function class D(L2) on which the inverse Laplace transform formula is
guaranteed to hold by C0 semigroup theory [Pa11]. Moreover, denoting [R] = R+−R−, and noting
that

∫
R−iη e

λtR−(λ)dλ vanishes by causality for η > 0, we see that (10.2) reduces in this case to

the standard inverse Laplace transform formula

eLt =

∫
R+iη

eλtR+(λ)dλ+
∑
j

eLtPλj
.

Thus, the main advantage of the rigged-space formalism for this type of calculation seems to us to
be to give a useful functional calculus by which to compute the integral (10.2). As far as analytic
continuation of [R], it seems that this must be determined afterward to hold in strong sense and not
only the weak sense guaranteed by rigged space theory: that is, analyticity of [R] is not guaranteed
by the rigged space formalism, but is a separate issue. Whether one could conclude analyticity (in
strong sense) from the rigged space point of view is an interesting question for further investigation.

A related issue, and one of our original motivations for pursuing the present work, is whether
the explicit spectral representation formula/generalized Fourier transform afforded by the rigged
space approach, can yield also bounds in other norms than the original Hs

w of the rigged space

construction, for example in the Banach norms W k,p
w . In particular, as noted in [PZ16, Z17], it is a

very interesting question related to invariant manifolds for a stationary kinetic problem (and thereby
existence/structure of shock and boundary layers) whether or not there is an L∞ → L∞ bound on
the resolvent L−1 of the linearized problem Lu = f restricted to the complementary subspace to the
kernel of the collision operator- in the present case, the complementary subspace to 1. The answer
for Boltzmann’s equation is not known; the study for BGK models, whose linearized operators, as
finite-rank perturbations of multiplication operators, fit the analytical framework used here, could
perhaps be a useful step toward that ultimate goal. Recall that the linearized Boltzmann equation,
as a compact perturbation of a multiplication operator, is the limit of finite-rank perturbations.

Finally, we return to the physical question with which we opened the paper, of Truesdell and
Muncaster’s conjecture [TM] of decay to grossly determined solutions for Boltzmann’s equation,
and presumably for related kinematic and relaxation systems as well. For the full BGK model, a
slight modification of the methods used here should verify decay to grossly determined solutions
at the linear level, where the grossly determined solutions are appropriate Fourier truncations of

41



the family of discrete eigenmodes as the Fourier frequency ξ is varied. However, so far as we know,
such a result has not been carried out in any nonlinear setting. Thus, a very interesting open
problem is to verify decay to grossly determined solutions for any example of a nonlinear kinetic
or relaxation system. An equally interesting question, assuming that such a result were carried
out, would be to identify the resulting asymptotic dynamics as a Taylor expansion in the Fourier
frequency ξ. This should presumably agree to lowest order with the local (i.e., differential) model
given by formal Chapman–Enskog expansion (CE); however, being nonlocal, the GDS dynamics
should differ at higher orders, for which (CE) is known to become ill-posed. This could perhaps
shed interesting new light on Slemrod’s investigations in [S97] of nonlocal closures of (CE) designed
to restore well-posedness while preserving higher-order agreement with (CE).

Appendix A. Computation of discrete spectra

Finally, we show that, remarkably, both the spectral determinant (or “Evans function” [GLM,
GLMZ, GLZ]) ω(λ, ξ) and the associated spectral curve λ∗(ξ), ω(λ∗(ξ), ξ) = 0, may be explicitly
determined for the scalar BGK model, along with the full Taylor expansion of λ∗ about ξ = 0.

Proposition A.1. (1) The function λ∗ from Proposition 3.6 satisfies the following singular
differential equation

dλ∗

dξ
=

ξ

2λ∗
+
λ∗

ξ
+

1

ξ

whose implicit solution is

e−z2ξ = −2

∫
e−z2dz, z =

λ∗

ξ
+

1

ξ
.

If we impose the initial condition λ∗(0) = 0, then the solution λ∗(·) is real and its implicit
formula is given by

e
−(λ

∗
ξ
+ 1

ξ
)2

=
2

ξ

∫ ∞

(λ
∗
ξ
+ 1

ξ
)
e−t2dt, ξ > 0,

e
−(λ

∗
ξ
+ 1

ξ
)2

= −2

ξ

∫ (λ
∗
ξ
+ 1

ξ
)

−∞
e−t2dt, ξ < 0,

λ∗(0) = 0,

(A.1)

or,

e
−(λ

∗
ξ
+ 1

ξ
)2

=

√
π

ξ
[sgn ξ − erf

(λ∗
ξ

+
1

ξ

)
], ξ ̸= 0,

λ∗(0) = 0.

Also, λ∗(·) has the following serier representation near ξ = 0:

λ∗(ξ) =
∞∑
j=1

a2jξ
2j , a2 = −1

2
, a2j =

j−1∑
r=1

(2r − 1)a2ra2(j−r), j ≥ 2.

(2) Moreover, if λ is real and ξ = ±
√
τ , then ω satisfies the heat equation with the imposed

initial condition

∂τω = −1

4
∂λλω,

ω(λ, 0) = 1− 1

1 + λ
, λ > −1.
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(3) Let λ be a real fixed value, that is, ω(λ, ξ) = 1−
∫

R
w(v)dv
viξ+1+λ = 1 −

∫
R

(1+λ)w(v)dv
(1+λ)2+(vξ)2

. Then, ω

satisfies the following differential equation:

dω

dξ
+

(1
ξ
+

2(1 + λ)2

ξ3

)
ω =

1

ξ
+

2λ(1 + λ)

ξ3

whose solution is

ω =
e

(1+λ)2

ξ2

ξ

∫
e
− (1+λ)2

ξ̃2

(
1 +

2λ(1 + λ)

ξ̃2

)
dξ̃.

If we impose the initial condition ω(λ, 0) = 1− 1
1+λ , λ > −1, then the solution is

ω =
e

(1+λ)2

ξ2

ξ

∫ ξ

0
e
− (1+λ)2

ξ̃2

(
1 +

2λ(1 + λ)

ξ̃2

)
dξ̃,

which also implies (A.1).

Proof. (1) We have
∫
w(v)dv = 1 and w′(v) = −2vw(v). Therefore, if ℑλ ̸= −1, then

1 =

∫
w(v)dv =

∫
R

viξw(v)dv

viξ + 1 + λ
+ (1 + λ)

∫
R

w(v)dv

viξ + 1 + λ

−iξ
2

∫
R

w′(v)dv

viξ + 1 + λ
+ (1 + λ)(1− ω(λ, ξ))

by parts
=

−(iξ)2

2

∫
R

w(v)dv

viξ + 1 + λ
+ (1 + λ)(1− ω(λ, ξ)).

Hence, by applying a corollary of the dominated convergence theorem on differentiation under

integral sign, we arrive at 1 = ξ2

2 ω
′
λ(λ, ξ) + (1 + λ)(1− ω(λ, ξ)). Therefore,

ω′
λ(λ, ξ) = 2

1− (1 + λ)(1− ω(λ, ξ))

ξ2
.

After substituting λ∗(ξ) for λ, we arrive at

ω′
λ(λ

∗(ξ), ξ) =
−2λ∗(ξ)

ξ2
. (A.2)

Next, by applying a corollary of the dominated convergence theorem on differentiation under
integral sign, we differentiate ω with respect to ξ.

ω′
ξ(λ, ξ) =

∫
R

ivw(v)dv

(viξ + 1 + λ)2
=

1

ξ

( ∫
R

w(v)dv

viξ + 1 + λ
− (1 + λ)

∫
R

w(v)dv

(viξ + 1 + λ)2
)

=
1

ξ
(1− ω(λ, ξ)− (1 + λ)ω′

λ(λ, ξ)).

Then, by using (A.2), we obtain ω′
ξ(λ

∗(ξ), ξ) = 1
ξ (1 + (1 + λ∗(ξ))2λ

∗(ξ)
ξ2

). Therefore,

(λ∗)′(ξ) = −
ω′
ξ(λ

∗(ξ), ξ)

ω′
λ(λ

∗(ξ), ξ)
= −

1
ξ (1 + (1 + λ∗(ξ))2λ

∗(ξ)
ξ2

)

−2λ∗(ξ)
ξ2

=
ξ

2λ∗
+
λ∗

ξ
+

1

ξ
.

Our next goal is to solve the obtained ODE for λ∗. We rewrite the given ODE as

(λ∗)′

ξ
− λ∗

ξ2
=

1

2λ∗
+

1

ξ2
.
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We introduce u = λ∗

ξ , therefore, u′ = ξ−1(λ∗)′ − ξ−2λ∗, and u′ = 1
2ξu + 1

ξ2
. Now, let z = u + 1

ξ .

Then z′ = 1
2ξ(z− 1

ξ
)
. Next, we treat ξ as a function of z. Then

ξ′ = 2(ξz − 1),

which is a linear equation. In particular, we can rewrite it as ξ′−2zξ = −2. Therefore, the solution
is

e−z2ξ = ξ(z0)− 2

∫ z

z0

e−t2dt.

Notice that z = λ∗

ξ + 1
ξ . The function λ∗

ξ goes to 0 as ξ → 0+. Therefore, z → ∞ as ξ → 0+, and

e−z2ξ = 2

∫ ∞

z
e−t2dt,

or,

e
−(λ

∗
ξ
+ 1

ξ
)2

=
2

ξ

∫ ∞

(λ
∗
ξ
+ 1

ξ
)
e−t2dt, ξ > 0.

Similarly, z → −∞ as ξ → 0−, and e−z2ξ = −2
∫ z
−∞ e−t2dt, or,

e
−(λ

∗
ξ
+ 1

ξ
)2

= −2

ξ

∫ (λ
∗
ξ
+ 1

ξ
)

−∞
e−t2dt, ξ < 0.

Next, our goal is to find the expansion of λ∗(·) near 0. From the formula for ω it is clear that λ∗(·)
is an even function and λ∗(0) = 0, therefore, the expansion series has only even powers greater
than 0, that is, λ∗(ξ) =

∑∞
j=1 a2jξ

2j . We also know that λ∗(·) solves the differential equation

λ∗ dλ
∗

dξ = ξ
2 + λ∗(λ∗+1)

ξ . Therefore,

∞∑
j=1

a2jξ
2j

∞∑
j=1

2ja2jξ
2j−1 =

ξ

2
+

∞∑
j=1

a2jξ
2j−1

∞∑
j=1

a2jξ
2j +

∞∑
j=1

a2jξ
2j−1

If we compare the coefficients in front of different powers of ξ, we arrive at

0 =
1

2
+ a2,

2a22 = a4 + a22,

...

a2j =

j−1∑
r=1

(2r − 1)a2ra2(j−r) (induction).

(2) Let ξ = ±
√
τ . Now, we compute the second partial derivative of ω with respect to λ.

∂λλω = −2

∫
R

w(v)dv

(±vi
√
τ + 1 + λ)3

.

On the other hand,

∂τω =
i

±2
√
τ

∫
R

vw(v)dv

(vi
√
τ + 1 + λ)2

by parts
=

−i
±4

√
τ
(±2i

√
τ)

∫
R

w(v)dv

(vi
√
τ + 1 + λ)3

= −1

4
∂λλω.

(3) We compute the derivative of ω with respect to ξ.

dω

dξ
=

∫
R

2ξv2(1 + λ)w(v)dv

((1 + λ)2 + (vξ)2)2
= (1 + λ)

∫
R

2ξv2w(v)dv

((1 + λ)2 + (vξ)2)2
.
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Introduce z = 1
(1+λ)2+(vξ)2

. Then dz = − 2vξ2

((1+λ)2+(vξ)2)2
dv and

dω

dξ
= −(1 + λ)

ξ

∫
R
vw(v)dz

by parts
=

(1 + λ)

ξ

(∫
R
zd(vw(v))

)
=

(1 + λ)

ξ

∫
R

w(v)− 2v2w(v)

(1 + λ)2 + (vξ)2
dv

=
1

ξ
(1− ω)− 2(1 + λ)

ξ3

∫
R

(vξ)2w(v)

(1 + λ)2 + (vξ)2
dv =

1

ξ
(1− ω)− 2(1 + λ)

ξ3

(∫
R
w(v)dv

−
∫

R

(1 + λ)2w(v)

(1 + λ)2 + (vξ)2
dv

)
=

1

ξ
(1− ω)− 2(1 + λ)

ξ3
+

2(1 + λ)2

ξ3
(1− ω) = −

(1
ξ
+

2(1 + λ)2

ξ3

)
ω

+
1

ξ
+

2λ(1 + λ)

ξ3
.

Or,

dω

dξ
+
(1
ξ
+

2(1 + λ)2

ξ3

)
ω =

1

ξ
+

2λ(1 + λ)

ξ3
.

Therefore, the solution is

ξe
− (1+λ)2

ξ2 ω =

∫
e
− (1+λ)2

ξ̃2

(
1 +

2λ(1 + λ)

ξ̃2

)
dξ̃.

Recall that ω(λ, 0) = 1− 1
1+λ . Since limξ→0 ξe

− (1+λ)2

ξ2 ω = 0, we have ξe
− (1+λ)2

ξ2 ω =
∫ ξ
0 e

− (1+λ)2

ξ̃2

(
1 +

2λ(1+λ)

ξ̃2

)
dξ̃. Or,

ω =
e

(1+λ)2

ξ2

ξ

∫ ξ

0
e
− (1+λ)2

ξ̃2

(
1 +

2λ(1 + λ)

ξ̃2

)
dξ̃. (A.3)

Finally, we would like to show that the implicit solution for λ∗ > −1 from item (1) can be derived
from the solution for ω. Indeed, let ξ > 0. Then, since λ∗ satisfies the equation ω(λ∗(ξ), ξ) = 0.

Therefore, by (A.3), we have
∫ ξ
0 e

− (1+λ∗(ξ))2

ξ̃2

(
1+ 2λ∗(ξ)(1+λ∗(ξ))

ξ̃2

)
dξ̃ = 0. Let t = 1+λ∗(ξ)

ξ̃
. Then dξ̃ =

−1+λ∗(ξ)
t2

dt and −
∫ 1+λ∗(ξ)

ξ
∞ e−t2

(
1+ 2t2λ∗(ξ)

(1+λ∗(ξ))

)
1+λ∗(ξ)

t2
dt = 0. Or,

∫∞
1+λ∗(ξ)

ξ

e−t2
(
1+λ∗(ξ)

t2
+2λ∗(ξ)

)
dt =

0. Next, we apply the integration by parts formula for the integral∫ ∞

1+λ∗(ξ)
ξ

e−t2 1 + λ∗(ξ)

t2
dt = ξe

− (1+λ∗(ξ))2

ξ2 − 2

∫ ∞

1+λ∗(ξ)
ξ

(1 + λ∗(ξ))e−t2dt.

Hence, the implicit equation for λ∗ can be written as

ξe
− (1+λ∗(ξ))2

ξ2 − 2

∫ ∞

1+λ∗(ξ)
ξ

(1 + λ∗(ξ))e−t2dt+

∫ ∞

1+λ∗(ξ)
ξ

2λ∗(ξ)e−t2dt = 0.

Or, e
− (1+λ∗(ξ))2

ξ2 = 2
ξ

∫∞
1+λ∗(ξ)

ξ

e−t2dt which is identical to the first line in (A.1). The case ξ < 0 could

be handled in the similar fashion. □

From Proposition A.1 item (1) evidently, we have that the second order Taylor expansion λ2(ξ)
of λ∗ about 0 is

λ2(ξ) = −1

2
ξ2. (A.4)
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Appendix B. The adjoint generalized Fourier transforms

For general interest, we give here an explicit description of B∗
ξ and U∗

ξ defined in (7.28). We
introduce the following rigging of the spaces:

Φ′ ⊂ H ′ := L2
w(R; dλ) ⊂ (Φ′)∗,

which is identical to the previous rigging (2.2), but this time it is defined with respect of λ.

Proposition B.1. Let Ŝ± : L2(R; dv) → L2(R; dλ), Uξ and Bξ be as in (5.9), (6.5) and (6.6),
respectively. Then,

• Ŝ∗
± : L2(R; dλ) → L2(R; dv) and (Ŝ∗

±f)(v) = − limη→0±
∫

R
f(λ)

λ−(v+iη)dλ, f ∈ L2(R; dλ).

From now on, we will treat Ŝ± and S± as operators from L2(R; dλ) to L2(R; dv) and from

L2
w(R; dλ) to L

2
w(R; dv), respectively. Hence, Ŝ∗

± = −Ŝ± and S∗
± = −S±.

• For ξ ̸= 0,±
√
π

U∗
ξ : Hs

w(R; dλ) → Hs
w(R; dv),

(U∗
ξ f)(v) = f(v)− 1

iξ
(S̃−f)(v), where (S̃−f)(v) := (S−(

fw1/2

ω+
))(v),

ω+(λ) := ω+(−1− iλξ, ξ) and f ∈ Hs
w(R; dλ),

B∗
ξ : Hs

w(R; dλ) → Hs
w(R; dv),

(B∗
ξf)(v) = f(v) +

1

iξ
(S̃+f)(v), where (S̃+f)(v) := (S+(

fw1/2

ω−
))(v),

ω−(λ) := ω−(−1 + iλξ,−ξ) and f ∈ Hs
w(R; dλ).

• For ξ = ±
√
π

(λUξ)
∗ : Hs

w(R; dλ) → Hs
w(R; dv),

((λUξ)
∗f)(v) = vf(v)− 1

iξ
(S̃−(λf))(v), where (S̃−(λf))(v) := (S−(

λfw1/2

ω+
))(v),

ω+(λ) := ω+(−1− iλξ, ξ) and f ∈ Hs
w(R; dλ),

B∗
ξ : Hs

w(R; dλ) → Hs
w(R; dv),

(B∗
ξf)(v) = f(v) +

1

iξ
(S̃+f)(v), where (S̃+f)(v) := (S+(

fw1/2

ω−
))(v),

ω−(λ) := ω−(−1 + iλξ,−ξ) and f ∈ Hs
w(R; dλ).

Proof. The first item in the statement of Proposition B.1 is obvious. Now, we derive a formula for
U∗
ξ . Let d ∈ L2

w(R; dv) and f ∈ L2
w(R; dλ). Then

(Uξd, f)L2
w(R;dλ) =

∫
R
d(λ)f(λ)w(λ)dλ−

∫
R

1

iξω+(−1− iλξ, ξ)
(S−(dw

1/2))(λ)f(λ)w(λ)dλ

=

∫
R
d(v)f(v)w(v)dv − 1

iξ

∫
R

1

ω+(−1− iλξ, ξ)
(Ŝ−(dw))(λ)f(λ)w(λ)dλ

=

∫
R
d(v)f(v)w(v)dv − 1

iξ

∫
R
(Ŝ−(dw))(λ)

[ f(λ)w(λ)

ω+(−1− iλξ, ξ)

]
dλ
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=

∫
R
d(v)f(v)w(v)dv +

1

iξ

∫
R
(dw)(v)(S̃−f)(v)dv

=

∫
R
d(v)[f(v)− 1

iξ
(S̃−f)(v)]w(v)dv,

where (S̃−f)(v) := (S−(
fw1/2

ω+
))(v) and ω+(λ) := ω+(−1 − iλξ, ξ). Similarly, one can derive the

remaining formulas. □

Theorem B.2. Let ξ ̸= 0, v ∈ R and ϕ ∈ Φ′. Then

(U∗
ξ ϕ)(v) =

1

w1/2(v)
⟨ϕ, δ+v ⟩,

(B∗
ξϕ)(v) =

1

w1/2(v)
⟨ϕ, δa−v ⟩,

where

δ+v (λ) = − 1

2πi

1

v − λ
w−1/2(λ) +

w1/2(v)w−1/2(λ)

2πξω+(−1− iλξ, ξ)

1

v − λ
[(S+1)(v)− (S1)(λ)],

δa−v (λ) = − 1

2πi

1

v − λ
w−1/2(λ)− w1/2(x)w−1/2(λ)

2πξω−(−1 + iλξ,−ξ)
1

v − λ
[(S−1)(v)− (S1)(λ)],

which can be treated as holomorphic functions of λ outside of the certain strip.

Proof. It is similar to the proof of Proposition 6.1. □
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