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Abstract. Ultrasonic propagation through media with thermal and molecular re-

laxation can be modeled by third-order in time nonlinear wave-like equations with

memory. This paper investigates the asymptotic behavior of a Cauchy problem for

such a model, the nonlocal Jordan–Moore–Gibson–Thompson equation, in the so-

called critical case, which corresponds to propagation in inviscid fluids. The memory

has an exponentially fading character and type I, meaning that involves only the

acoustic velocity potential. A major challenge in the global analysis is that the

linearized equation’s decay estimates are of regularity-loss type. As a result, the

classical energy methods fail to work for the nonlinear problem. To overcome this

difficulty, we construct appropriate time-weighted norms, where weights can have

negative exponents. These problem-tailored norms create artificial damping terms

that help control the nonlinearity and the loss of derivatives, and ultimately allow us

to discover the model’s asymptotic behavior.

1. Introduction

Ultrasonic waves traveling through fluids with impurities are known to be influenced
by viscoelastic relaxation effects. An example of such a medium is water with micro-
bubbles, commonly used as a contrast agent in ultrasonic imaging [16] as well as in
improving the speed and efficacy of focused ultrasound treatments [47].

The goal of the present work is to study asymptotic behavior of such ultrasonic waves
as modeled by the Jordan–Moore–Gibson–Thompson (JMGT) equation with memory:

(1.1) τψttt + ψtt − c2∆u− b∆ψt +

∫ t

0
g(r)∆ψ(t− r) dr =

(

kψ2
t + |∇ψ|2

)

t
,

in the so-called critical case when the medium parameters satisfy the relation

b = τc2.

This wave-like equation models nonlinear sound propagation through inviscid media
with thermal and molecular relaxation. The relaxation mechanisms are responsible
for the third-order propagation and the viscoelastic term in the equation, whereas the
negligible sound diffusivity leads to the critical condition b = τc2. This kind of memory
acting only on the solution of the equation (and not on its time derivatives) is often
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referred to in the literature as the memory of type I; cf. [14, 28]. The reader is referred
to Section 2 below for a more detailed insight into nonlinear acoustic modeling.

To our best knowledge, the present work is the first treating the problem (2.1) in
the critical case. A major difficulty in treating the critical case is that the linearized
equation’s decay estimates are of regularity-loss type. It is well-known that such a
loss of regularity going from the initial data to the solution presents a big obstacle in
proving nonlinear stability. The classical energy method fails. To solve this problem,
we construct appropriate time-weighted norms:

‖Ψ‖2
E,t =

[ s−1
2

]
∑

i=0

sup
0≤σ≤t

(1 + σ)i−1/2|||∇iΨ(σ)|||2Hs−2i ,

where Ψ will denote the solution vector after rewriting our problem as a first-order
system and s ≥ [3n2 ] + 5; we refer to Section 3 below for details. These tailored norms
have a weight with a negative exponent, which helps introduce artificial damping to
the system. This damping, in turn, allows us to control the nonlinearity and handle
the loss of derivatives.

The main result of this work is contained in Theorem 3.1 below and concerns global
existence and asymptotic decay of solutions in R

n, where n ≥ 3, for smooth and small
initial data. The decay estimates hold for a solution with a lower Sobolev regularity
than that assumed for the initial data, which is to be expected in the presence of a loss
of regularity; see, for instance, [17, 21, 44]. The damping introduced by the memory
term plays a key role in stabilizing the solution in the critical case. Without memory,
the linearized problem is unstable. Indeed, it has been proven in [39] by relying on
the Routh–Hurwitz theorem that the real parts of the eigenvalues associated with the
linearized system are negative if and only if b > τc2.

We organize the rest of the paper as follows. In Section 2, we discuss the modeling
and related work on analyzing third-order acoustic equations. In Section 3, we recall
the problem’s local-well posedness in the so-called history framework and then present
our main result on the global well-posedness and asymptotic behavior of solutions for
small and smooth data. Section 4 deals with the decay estimates for the linear version
of the equation, which we will rely on in the decay analysis of the nonlinear problem.
We present the proof of the main result in Section 5, up to two crucial energy bounds.
Their proof is contained in Sections 6 and 7, based on carefully designed time-weighted
energies. We conclude the paper with a discussion and an outlook on open problems.
Auxiliary technical results and proofs are collected in Appendices A–C.

2. Acoustic waves in media with thermal and molecular relaxation

The Jordan–Moore–Gibson–Thompson (JMGT) equation

τψttt + αψtt − c2∆ψ − b∆ψt =
∂

∂t

(

k(ψt)
2 + |∇ψ|2

)

arises in acoustics as a model of nonlinear sound propagation through thermally relaxing
fluids and gases; see [24] for its derivation, which builds upon [34, 45, 48]. Here ψ =
ψ(x, t) denotes the acoustic velocity potential. The constant c > 0 is the speed of sound
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in a given fluid and

b = δ + τc2,

where δ > 0 represents the so-called sound diffusivity and τ > 0 is the thermal relax-
ation time. Furthermore, k = βa/c

2, where βa is the coefficient of nonlinearity. The
coefficient α > 0 accounts for the losses due to friction.

This third-order equation and its linear version, often called the Moore–Gibson–
Thompson (MGT) equation, have received a lot of attention recently; we provide here
only a selection of references [6, 25, 26, 32] with analysis in smooth bounded domains
and [8, 40, 43] with analysis in R

n. We also point out the recent studies on the control-
lability of the MGT equations in [5, 31] and the vanishing thermal relaxation dynamics
in [3, 27].

It is known that the behavior of the linear model hinges on the so-called critical
parameter

χ = α−
c2τ

b
.

In the subcritical case when χ > 0, the solution is exponentially stable on smooth
bounded domains, whereas the energy is preserved in the critical case χ = 0; see [25]
for the revealing analysis. The MGT equation in R

n with a power-source nonlinearity
|u|p has also been considered recently in [9], with blow-up proven in the critical case
χ = 0.

In media that exhibits molecular relaxation, such as water with micro-bubbles, chem-
ically reacting fluids, or a mixture of gases, the viscoelastic effects influence the wave
propagation; see, for example, the books [35, 41] for a deeper insight into this process.
In such cases, the resulting wave equations have memory terms that correspond to
particular relaxation mechanisms. This motivates our present study of the following
nonlocal JMGT equation:

(2.1) τψttt + αψtt − c2∆ψ − b∆ψt +

∫ t

0
g(r)∆ψ(t− t) dr =

(

kψ2
t + |∇ψ|2

)

t
,

where the function g is the memory kernel related to a particular relaxation mechanism.
It typically has an exponentially fading character, meaning that the more recent inputs
have a bigger influence on the acoustic velocity potential field compared to the older
ones. We refer to [1, 14, 28–30, 49] for a selection of recent theoretical results on this
model and its linear version.

We single out the contribution of [14], which shows that, in the for us relevant
critical case χ = 0, the linearized problem associated to (2.1) (with a general operator
A instead of −∆) in bounded smooth domains is exponentially stable if and only if A
is a bounded operator. We note that the decay rate given in [14, Theorem 7.1] enjoys
the property of the regularity loss. In addition, this decay rate is polynomial of the
form 1/t, whereas the decay is exponential in the subcritical case; see [30, Theorem
1.4]. It has been confirmed in [4] that in R

n, where n ≥ 1, the linear problem in the
critical case also has the decay property of regularity-loss type.

Our goal in this paper is to investigate the asymptotic behavior of solutions to the
nonlinear equation (2.1) in the critical case χ = 0. We point out the results of [28],
where the nonlocal JMGT equation without the quadratic gradient nonlinearity in the
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critical case is stabilized by considering a memory term that acts on both ∆ψ and ∆ψt:
∫ ∞

0
g(r)∆(ψ + c2

b ψt)(t− r) dr.(2.2)

A major difficulty in the present analysis where the memory acts only on ∆ψ lies in
the linearization’s regularity loss. This loss in regularity going from the initial data to
the solution prevents the use of standard energy methods in analyzing the correspond-
ing nonlinear problem. To prove nonlinear stability with the memory of type I, we
thus intend to construct problem-tailored time-weighted energies. The general ideas
along these lines can be found, for example, in [17, 21, 44]. Using weighted energy
arguments, we will show that the solution is global and decays as in the subcritical
case, provided that the initial data is very smooth and sufficiently small. Additionally,
compared to the analysis in [28], the equation considered here has a quadratic gradi-
ent nonlinearity, which requires us to devise higher-order energy bounds and employ
suitable commutator estimates.

3. Theoretical preliminaries and the main result

For future use, we discuss in this section several useful background results and set the
notation. In media with molecular relaxation caused by the presence of “impurities”
in the fluid, the memory kernel typically has the form

g(r) = mc2 exp (−r/τ),

where m is the relaxation parameter; see [35, §1] and [28, §1]. Throughout the paper,
we thus make the following assumptions on the relaxation kernel; cf. [14, §1].

Assumptions on the memory kernel. The memory kernel is assumed to satisfy the
following conditions:

(G1) g ∈W 1,1(R+) and g′ is almost continuous on R
+ = (0,+∞).

(G2) g(r) ≥ 0 for all s > 0 and

c2g := c2 −

∫ ∞

0
g(r) dr > 0.

(G3) There exists ζ > 0, such that the function g satisfies the differential inequality
given by

g′(r) ≤ −ζg(r)

for every r ∈ (0,∞).

(G4) It holds that g′′ ≥ 0 almost everywhere.

We wish to point out recent efforts in the works on linear wave equations with mem-
ory to relax the above assumptions on the memory kernel. In particular, the analysis
of abstract linear viscoelastic equations in [11] removes the restrictive assumption on
the differential inequality that the memory kernel should satisfy.

We choose to adopt the so-called history framework of Dafermos [13], following pre-
vious research on the wave equations with memory in [14, 19]. This is achieved by
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introducing the auxiliary history variable η = η(x, t, r) for t ≥ 0, defined as

(3.1) η(x, t, r) =

{

ψ(x, t) − ψ(x, t− r), 0 < r ≤ t,

ψ(x, t), r > t.

Equation (2.1) is considered with the following initial data:

ψ(x, 0) = ψ0(x), ψt(x, 0) = ψ1(x), ψtt(x, 0) = ψ2(x),

whose regularity will be specified in theorems below. We can then rewrite our problem
as

(3.2)







τψttt + αψtt − b∆ψt − c2g∆ψ −

∫ ∞

0
g(r)∆η(r) dr = 2kψtψtt + 2∇ψ · ∇ψt,

ηt(x, s) + ηr(x, r) = ψt(x, t).

Provided that

η(t = 0) = ψ0(x), η(r = 0) = 0,

we can recover (3.1) from the second equation in (3.2). We refer to [19, §3] for a detailed
discussion on this additional equation. Going forward, we set

α = 1

without the loss of generality. The critical condition then reads as

b = τc2.

We always assume that τc2 > τc2g, which is equivalent to
∫∞
0 g(r) dr > 0.

3.1. Notation. Throughout the paper, the constant C denotes a generic positive con-
stant that does not depend on time, and can have different values on different occasions.
We often write x . y instead of x ≤ Cy.

3.2. The main result. To state our main result on the global existence and asymp-
totic decay, we first rewrite equation (3.2) as a first-order in time system:

(3.3a)



























ψt = v,

vt = w,

τwt = −w + c2g∆ψ + b∆v +

∫ ∞

0
g(r)∆η(r) dr + 2k(vw +∇ψ · ∇v),

ηt = v − ηr,

with the initial data

(3.3b) (ψ, v,w, η)|t=0 = (ψ0, ψ1, ψ2, ψ0).

We then introduce the vector solution Ψ = (ψ, v,w, η)T , where (ψ, v,w, η)T solves
(3.3a), with Ψ(0) = Ψ0 = (ψ0, ψ1, ψ2, ψ0)

T . Throughout this work, we assume that
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n ≥ 3. For s ≥ 1, we define the norm

(3.4)

|||Ψ|||2Hs = ‖∆(ψ + τv)‖2Hs + ‖∇(ψ + τv)‖2Hs−1 + ‖v + τw‖2Hs−1

+ ‖∇(v + τw)‖2Hs + ‖∆v‖2Hs + ‖∇v‖2Hs−1 + ‖w‖2Hs−1

+

∫ ∞

0
(−g′)‖∇η(r)‖2Hs−1 dr +

∫ ∞

0
(−g′)‖∆η(r)‖2Hs dr,

and the semi-norm

(3.5)

|Ψ|2
Hs = ‖∆(ψ + τv)‖2Hs−1 + ‖∆v‖2Hs−1 + ‖∇(v + τw)‖2Hs−1 + ‖∇v‖2Hs−1

+ ‖w‖2Hs−1 +

∫ ∞

0
(−g′)‖∇η(r)‖2Hs−1 dr +

∫ ∞

0
(−g′)‖∆η(r)‖2Hs dr.

To prove global well-posedness in the critical case, we intend to derive energy estimates
that are uniform in time. We will achieve this by using carefully designed weighted
energies. In particular, we define the weighted energy norm

(3.6) ‖Ψ‖2
E,t =

[ s−1
2

]
∑

i=0

sup
0≤σ≤t

(1 + σ)i−1/2|||∇iΨ(σ)|||2Hs−2i ,

and the associated dissipative norm

(3.7)

‖Ψ‖2
D,t =

[ s−1
2

]
∑

i=0

∫ t

0
(1 + σ)i−1/2|∇iΨ(σ)|2

Hs−2i dσ

+

[ s−1
2

]
∑

i=0

∫ t

0
(1 + σ)i−3/2|||∇iΨ(σ)|||2Hs−2i(σ) dσ.

The choice of the upper index in the above sums will be clarified by the upcoming
analysis. To formulate the decay results, it is helpful to introduce the vector

U = (v + τw,∇(ψ + τv),∇v)T .

Its value at initial time is then

U0 = (ψ1 + τψ2,∇(ψ0 + τψ1),∇ψ1)
T .

We can now state the main result of this work; its proof will be given in Section 5.

Theorem 3.1. Let b = τc2 and assume that n ≥ 3. Furthermore, suppose that s ≥
[3n2 ]+5 and that assumptions (G1)–(G4) on the memory kernel hold. Then there exists
a constant δ0 > 0 such that if

|||Ψ0|||Hs + ‖U0‖L1 ≤ δ0,

then problem (3.3) has a unique global solution Ψ, which satisfies the weighted energy
estimate

(3.8a) ‖Ψ‖2
E,t + ‖Ψ‖2

D,t . |||Ψ0|||
2
Hs + ‖U 0‖

2
L1 .

Furthermore, the following optimal decay estimate for the lower-order derivatives holds:

(3.8b) ‖∇jU(t)‖L2 . (|||Ψ0|||Hs + ‖U0‖L1)(1 + t)−n/4−j/2, 0 ≤ j ≤ s0,
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where s0 = [2s−n4 ], as well as

(3.8c) ‖∇jv(σ)‖L2 . (|||Ψ0|||Hs + ‖U0‖L1)(1 + t)−n/4−j/2, 0 ≤ j ≤ s0 − 1,

and

(3.8d) ‖∇jw(σ)‖L2 . (|||Ψ0|||Hs + ‖U 0‖L1)(1 + t)−n/4−1/2−j/2, 0 ≤ j ≤ s0 − 1.

3.3. Discussion of the main result. Before moving onto the proof, we discuss the
claims made above.

• The global well-posedness stated above requires initial data to be significantly smother
than in the subcritical case; see [36] for the analysis when b > τc2. In the proof of
Theorem 3.1, we will rely on the decay rate of the linearized problem to build appro-
priate time-weighted norms. The above higher-regularity assumption is thus justified
by the loss of regularity in the linearization, although possibly not optimal.

• Although vector U contains ∇v, decay estimate for ∇jv given in (3.8c) is better
than the one that follows from (3.8b). Estimate (3.8c) also contains the decay rate
for ‖v‖L2 , which cannot be deduced from (3.8b). Moreover, (3.8d) reveals a better
decay rate for ‖∇jw‖L2 .

• It is known that solutions of the linear wave equation in R
n, where both linear

damping and memory damping with the exponentially decaying kernel are present,
have a decay rate (1+ t)−n/4 in the L2 norm; see [15]. It is also known that the same
decay can be recovered if only one of the above-mentioned damping mechanisms is
present in the equation; see [10, 33]. Thus combining damping mechanisms does not
necessarily lead to an improved decay rate.

For the linear MGT equations without memory (i.e., when g = 0), the same
decay rates as in the theorem above are optimal; see [40]. For small enough data,
the nonlinear problem’s solution should obey the same decay rate. As in the linear
damped wave equation, the memory term is not expected to affect this. We thus
expect the estimates of Theorem 3.1 to be sharp. However, the decay estimates hold
for a solution with a lower Sobolev regularity than that of the initial data. This is
common when there is a loss of regularity in the linearized problem; see, for instance,
[17, 21, 44].

• As mentioned before, in [28], the nonlocal JMGT equation in the critical case on
smooth bounded domains is stabilized by considering a memory term that combines
both ∆ψ and ∆ψt:

∫ ∞

0
g(r)∆(ψ + c2

b ψt)(t− r) dr.(3.9)

We expect that our analysis can be extended to a memory acting on ψt only or a
mixed-type of memory like (3.9) as well.

• In the subcritical case, global existence can be obtained without relying on the time
decay of the linearized problem; see [36]. However, here due to the regularity loss,
we have to rely on the time decay of the solution to the linear problem to construct
appropriate time-weighted norms. For this reason, linear estimates of Propositions
4.1, 4.2, and 4.3 below are crucial in the proof of the main result.
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3.4. The semigroup framework and short-time existence. We next briefly re-
call the semigroup framework that allows us to prove short-time well-posedness of the
problem; we refer to [36] for more details.

We adapt the functional framework of [14] to our setting and introduce the weighted
L2 spaces,

L2
g̃ = L2

g̃(R
+, L2(Rn))

with three types of weights: g̃ ∈ {g,−g′, g′′}; see also [36, 37]. The space is endowed
with the inner product

(η, η̃)L2,g̃ =

∫ ∞

0
g̃(r) (η(r), η̃(r))L2(Rn) dr

for η, η̃ ∈ L2
g̃, and the corresponding norm is

‖η‖2L2,g̃ =

∫ ∞

0
g̃(r)‖η(r)‖2L2 dr.

For an integer m ≥ 1, we also introduce the Hilbert spaces

Hs−1 = {ψ : Dαψ ∈ L2(Rn), 1 ≤ |α| ≤ s} ×Hs(Rn)×Hs−1(Rn)×Ms,

where

Ms = {η : Dαη ∈ L2
−g′ , 1 ≤ |α| ≤ s}.

We recall that we have assumed n ≥ 3 and that the homogeneous Sobolev space Ḣs(Rn)
is not complete when s ≥ n

2 ; see [2, §1]. The space Hs−1 is equipped with the norm

(3.10) ‖Ψ‖2Hs−1 = ‖∇ψ‖2Hs−1 + ‖v‖2Hs + ‖w‖2Hs−1 + ‖∇η‖2Hs−1,−g′ ,

where

‖∇η‖2Hs−1,−g′ =
s−1
∑

i=1

‖∇(i)η‖2L2,−g′ .

We remark that

‖Ψ‖2Hs−1 . ‖∇(ψ + τv)‖2Hs−1 + ‖v + τw‖2Hs−1 + ‖∇v‖2Hs−1

+ ‖w‖2Hs−1 + ‖∇η‖2Hs−1,−g′

. |||Ψ|||2Hs ,

recalling that the norm ||| · |||Hs is defined in (3.4). To rewrite problem (3.3a) as an
abstract first-order evolution equation, we introduce the operator

A













ψ

v

w

η













=















v

w

−
1

τ
w +

c2g
τ ∆ψ + b

τ∆v +
1
τ

∫ ∞

0
g(r)∆η(r) dr

v + Tη














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with the domain

D(A) =























Ψ ∈ Hs−1

∣

∣

∣

∣

∣

∣

∣

∣

w ∈ Hs(Rn),

c2g
τ
∆ψ +

b

τ
∆v +

1

τ

∫ ∞

0
g(r)∆η(r) ∈ Hs−1(Rn),

η ∈ D(T)























;

cf. [14, 36]. Here the linear operator T is given by

Tη = −ηr,

and has the domain

D(T) = {η ∈ Ms
∣

∣ ηr ∈ Ms, η(r = 0) = 0},

where the index r stands for the distributional derivative with respect to the variable
r; cf. [14]. Then we can formally see Ψ as the solution to











d

dt
Ψ(t) = AΨ(t) + F(Ψ,∇Ψ), t > 0,

Ψ(0) = Ψ0,

with the nonlinear term given by

(3.11) F(Ψ,∇Ψ) =
2

τ

[

0, 0, kvw +∇ψ · ∇v, 0
]T
.

It is known that the operator A generates a strongly continuous semigroup.

Proposition 3.1 (see Theorem 4.1 in [36]). Let b ≥ τc2 > τc2g and s ≥ 1. Assume
that n ≥ 3. Then the linear operator A is the infinitesimal generator of a linear C0-
semigroup S(t) = etA : Hs−1 → Hs−1.

We also recall that our problem is well-posed in the critical case for a sufficiently
short final time.

Theorem 3.2 (see Theorem 5.1. in [36]). Let b ≥ τc2 > τc2g and n ≥ 3. Assume that

Ψ0 ∈ Hs−1 for an integer s > n/2+1. Then there exists a final time T = T (‖Ψ0‖Hs−1),
such that problem (3.3) admits a unique mild solution

Ψ = (ψ, v,w, η)T ∈ C([0, T ];Hs−1),

given by

(3.12) Ψ = etAΨ0 +

∫ t

0
e(t−r)AF(Ψ,∇Ψ)(r) dr,

where the functional F is defined in (3.11).
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4. Auxiliary estimates of a regularity-loss type

for the corresponding linearization

We intend to use the mild solution (3.12) of the nonlinear problem to establish its
asymptotic behavior. Therefore, much of the decay analysis will transfer to the results
for the corresponding linear version of the JMGT equation. For this reason, we next
recall known decay estimates and derive new ones for the following linearization:

(4.1)



























ψt = v,

vt = w,

τwt = −w + c2g∆ψ + b∆v +

∫ ∞

0
g(r)∆η(r) dr,

ηt = v − ηr,

with the same initial data as in (3.3b). To formulate the results, we set

U = (v + τw,∇(ψ + τv),∇v)T ,

where in this section (ψ, v,w, η)T solves the linear problem (4.1). We choose to work
with the vector U here instead of the solution vector because the L2 norm of U and its
corresponding Hs norm define energy norms. These norms are known to satisfy certain
decay estimates with respect to time, which we next recall.

To state the decay estimates for the linearized problem, we also introduce the fol-
lowing energy norm:
∥

∥∇jΨ
∥

∥

2

H
= ‖∇j+1v‖2L2 + ‖∇j+1(ψ + τv)‖2L2 + ‖∇j(v + τw)‖2L2 + ‖∇j+1η‖2L2,−g′ .

We note that this norm relates to ‖ · ‖Hm−1 , defined in (3.10), through the inequality
∥

∥∇m−1Ψ
∥

∥

H
≤ ‖Ψ‖Hm−1 .

Proposition 4.1 (See Theorem 3.2 in [4]). Let b = τc2. Suppose that

U0 ∈ (Hs(Rn) ∩ L1(Rn))3

for an integer s ≥ 0. Then for all j = 0, 1, 2, . . . s− ℓ, it holds

‖∇jU(t)‖L2 . ‖∇jΨ(t)‖H . (1 + t)−n/4−j/2‖U 0‖L1 + (1 + t)−ℓ/2‖∇j+ℓU0‖L2 ,(4.2)

where ℓ ≤ s.

Estimate (4.2) has the decay property of regularity-loss type. In other words, it
holds for a solution with a lower regularity than that of the initial data. In fact, we

need U0 to be at least in
(

L1(Rn) ∩H [n/2]+1(Rn)
)3
, which is a significant regularity

gap compared to the subcritical case, where the same decay rate of the solution for

the linearized problem holds for U0 in
(

L1(Rn) ∩ L2(Rn)
)3
; cf. [4]. It is well-known

that this gap creates a major difficulty when dealing with the corresponding nonlinear
problems. To get around this obstacle, we should carefully design time-weighted norms
and combine the energy method in the analysis with a time-weight with a negative
power.

We next give an estimate of ‖∇jw‖L2 , which will be used to motivate the decay rate
in the nonlinear equation.
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Proposition 4.2. Let the assumptions of Proposition 4.1 hold with s ≥ 1. Let

w(t = 0) = ψ2 ∈ Hs(Rn).

Then for any integer ℓ ≤ s− 1 and any j ∈ {0, . . . , s− ℓ− 1}, it holds

(4.3) ‖∇jw(t)‖L2 . (‖∇jψ2‖L2 + ‖U0‖L1)(1 + t)−
n
4
− 1

2
− j

2 + (1 + t)−
ℓ
2‖∇j+ℓ+1U0‖L2 ,

provided that the thermal relaxation time τ > 0 is sufficiently small.

The proof of Proposition 4.1 is similar to the one of [37, Proposition 7.1] in the
subcritical case with small modifications to accommodate the loss of regularity, so we
postpone it to Appendix B.

Proposition 4.3. Let the assumptions of Proposition 4.2 hold. Then for any j ∈
{0, . . . , s− ℓ− 1}, we have

(4.4) ‖∇jv(t)‖L2 . (‖∇jψ2‖L2 + ‖U0‖L1)(1 + t)−
n
4
− j

2 + (1 + t)−ℓ/2‖∇j+ℓU0‖H1 .

Moreover, assuming that U0 ∈
(

L1(Rn) ∩Hn+[n/2]+3(Rn)
)3

and ψ2 ∈ H [n/2]+1(Rn), it
holds

(4.5) ‖v(t)‖L∞ . (‖ψ2‖H[n/2]+1 + ‖U0‖L1 + ‖U 0‖Hn+[n/2]+3)(1 + t)−
n
2 .

The proof of Proposition 4.3 follows along the lines of [37, Lemma 7.2], but adapted
to the loss of regularity setting, so we postpone it as well to Appendix C.

Auxiliary time-weighted quantities. Motivated by the decay estimates for the lin-
ear problem, which we expect to carry over to the nonlinear problem for sufficiently
small data, we introduce the following time-weighted quantity:

(4.6) Mj [u](t) = sup
0≤σ≤t

(1 + σ)
n+j
2

∥

∥∇ju(σ)
∥

∥

L∞
.

This function will play an important role in the energy analysis of the nonlinear equa-
tion. In particular, we will utilize M0[U ], M1[U ], and M0[v]. Furthermore, we define

(4.7)

M[v,w,U ](t) =

s0
∑

j=0

sup
0≤σ≤t

(1 + σ)n/4+j/2
∥

∥∇jU (σ)
∥

∥

L2

+

s0−1
∑

j=0

sup
0≤σ≤t

[

(1 + σ)n/4+j/2‖∇jv(σ)‖L2

+(1 + σ)
n
4
+ 1

2
+ j

2‖∇jw(σ)‖L2

]

.

Motivated by the linear decay rates, we set

s0 =

[

2s− n

4

]

.

Let us clarify this choice. For the first term in M[v,w,U ](t) to be uniformly bounded
in time, we have from (4.2) that

‖∇jU(t)‖L2 . (1 + t)−n/4−j/2(‖U 0‖L1 + ‖∇sU0‖L2).
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Thus, we should have
n

2
+ 2j ≤ j + ℓ ≤ s,

where j, ℓ, and s are integers. Therefore, we arrive at the condition for j in ∇jU as
follows:

j ≤ s0 =

[

s− n/2

2

]

=

[

2s− n

4

]

.

For the second term in M[v,w,U ](t) we have from (4.4) the expected decay

‖∇jv(t)‖L2 . (‖∇jψ2‖L2 + ‖U0‖L1 + ‖∇j+ℓU0‖H1)(1 + t)−
n
4
− j

2 ,

provided that
ℓ

2
≥
n

4
+
j

2
and j + ℓ+ 1 ≤ s.

This leads to the condition
n

2
+ 2j + 1 ≤ j + ℓ+ 1 ≤ s,

and thus

j ≤
s− n/2− 1

2
.

We thus set the upper index j in the term ∇jv as

s0 − 1 =

[

2s− n

4

]

− 1 ≤
s− n/2− 1

2
.

Justification of the bound on j in the term ∇jw within M[v,w,U ](t) can be done
analogously.

We can relate the three quantities M0, M1, and M by the following inequality.

Lemma 4.1. Let s0 = [2s−n4 ] ≥ n/2 + 1 in (4.7). Then the following inequality holds:

M0[U ](t) +M1[U ](t) +M0[v](t) . M[v,w,U ](t).

Proof. We rely on the Gagliardo–Nirenberg interpolation inequality

(4.8) ‖v‖L∞ . ‖∇qv‖
n
2q

L2 ‖v‖
1− n

2q

L2 for q ≥
n

2
,

to arrive at

‖v(σ)‖L∞ . (1 + σ)(−n/4−q/2)
n
2q (M[v,w,U ](t))

n
2q × (1 + σ)−n/4(1−

n
2q

) (M[v,w,U ](t))1−
n
2q

=C(1 + σ)−n/2M[v,w,U ](t),

where C > 0 does not depend on time and 0 ≤ σ ≤ t. Above, we have also used

(1 + σ)(n/4+q/2)‖∇qv‖L2 . M[v,w,U ](t).

Therefore, we have

M0[v](t) . M[v,w,U ](t),

provided that s0 − 1 ≥ q ≥ n/2. We can retrace the steps above with U in place of v
to show that

M0[U ](t) . M[v,w,U ](t).
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Using again the interpolation inequality (4.8), we have

‖∇U‖L∞ . ‖∇q∇U‖
n
2q

L2 ‖∇U‖
1− n

2q

L2 .

We thus obtain

‖∇U(σ)‖L∞ . (1 + σ)
(−n/4−(q+1)/2) n

2q (M[v,w,U ](t))
n
2q

× (1 + σ)
−(n/4+1/2)(1− n

2q
)
(M[v,w,U ](t))

1− n
2q

=C(1 + σ)−n/2−1/2
M[v,w,U ](t).

Therefore, on account of the assumptions on s0, we have

M1[U ](t) . M[v,w,U ](t).

This step completes the proof. �

5. Proof of the main result

We present here the proof of Theorem 3.1 up to the following two bounds:

(5.1)

‖Ψ‖2
E,t + ‖Ψ‖2

D,t . |||Ψ(0)|||2Hs +
{

M[v,w,U ](t)

+M0[U ](t) +M1[U ](t) +M0[v](t)
}

‖Ψ‖2
D,t,

and

(5.2)
M[v,w,U ](t) . |||Ψ(0)|||2Hs + ‖U 0‖

2
L1

+M[v,w,U ]2(t) +M0[U ](t)‖Ψ‖
E,t.

Their proof is more involved and will thus be carried out separately in the upcoming
section.

Proof of Theorem 3.1. By Lemma 4.1, we have

M0[U ](t) +M1[U ](t) +M0[v](t) . M[v,w,U ](t).

Therefore, if we set

Y(t) = ‖Ψ‖
E,t + ‖Ψ‖

D,t +M[v,w,U ](t),

the two estimates (5.1) and (5.2) yield

Y(t)2 . |||Ψ(0)|||2Hs + ‖U0‖
2
L1 + Y(t)3.

Provided that δ0 = |||Ψ(0)|||Hs + ‖U0‖L1 is sufficiently small, this inequality further
implies that

Y(t) . |||Ψ(0)|||Hs + ‖U0‖L1 ;

see Lemma A.8 for the technical inequality employed to arrive at this conclusion. There-
fore, we have

(5.3a) ‖Ψ‖
E,t + ‖Ψ‖

D,t . |||Ψ(0)|||Hs + ‖U 0‖L1

as well as

(5.3b) M[v,w,U ](t) . |||Ψ(0)|||Hs + ‖U 0‖L1 ,
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where we recall that the hidden constants within . do not depend on time. The time-
uniform estimate in (5.3a) allows us to extend the solution globally in time. Moreover,
it proves the energy bound (3.8a), while the claimed decay rates (3.8b), (3.8c), and
(3.8d) follow from estimate (5.3b). �

Remark 1. Theorem 3.1 treats sound propagation in the presence of quadratic gradient
nonlinearity ∂t(|∇ψ|

2). If local nonlinear effects in sound propagation can be neglected,
as is the case, for example, when the propagation distance in terms of wavelengths is
large enough, this term can be approximated as follows:

|∇ψ|2 ≈
1

c2
ψ2
t ;

see the discussions given in [12, §2.3] and [23, §2.3]. In such cases, the right-hand side

nonlinearity in the JMGT equations involves only k̃ψtψtt for some k̃ ∈ R. We expect
that the regularity requirements of Theorem 3.1 can then be relaxed and the proof fur-
ther simplified; see the work [37] by the authors in this direction in the subcritical case
b > τc2.

The remaining of the paper is devoted to proving estimates (5.1) and (5.2). To this
end, we employ a delicate energy analysis based on time-weighted norms.

6. Energy analysis of the JMGT equation

in the critical case

Before proceeding to the energy analysis, we need the following preparatory result.

Lemma 6.1. Let s ≥ 3 be a given integer. The inequality

|||∇Ψ|||Hs−2 . |Ψ|Hs(6.1)

holds for all Ψ, such that |Ψ|Hs <∞.

Proof. By virtue of the embedding Hs−1(Rn) →֒ Hs−3(Rn), we have the following
bounds:

‖∇2(ψ + τv)‖Hs−3 . ‖∆(ψ + τv)‖Hs−1 ,

‖∇(v + τw)‖Hs−3 . ‖∇(v + τw)‖Hs−1 ,

‖∇2v‖2Hs−3 . ‖∆v‖2Hs−1 ,

‖∇w‖Hs−3 . ‖w‖Hs−1 .

We note that

‖∇∆(ψ + τv)‖Hs−2 . ‖∆(ψ + τv)‖Hs−1 , ‖∇∆v‖Hs−2 . ‖∆v‖Hs−1 .

Thus,

‖∇2(ψ + τv)‖Hs−3 + ‖∇∆(ψ + τv)‖Hs−2 . ‖∆(ψ + τv)‖Hs−1 .

Moreover, due to the embedding Hs−1
−g′ →֒ Hs−3

−g′ , we have

‖∇2η‖2Hs−3,−g′ + ‖∇∆η‖2Hs−2,−g′ . ‖∆η‖2Hs ,−g′
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The term ‖∇2(v + τw)‖Hs−2 can be estimated as follows:

‖∇2(v + τw)‖Hs−2 . ‖∇(v + τw)‖Hs−1 .

Employing the above inequalities leads to (6.1). �

6.1. Energy bounds and the construction of norms. Our main goal going forward
is to derive the two key estimates (5.1) and (5.2).

For simplicity of notation involving the nonlinear terms, we introduce

F (0)(v,w,∇ψ,∇v) = 2k(vw +∇ψ · ∇v).

To facilitate the high-order energy analysis, we apply the operator ∇κ (κ ≥ 1) to the
system (3.3a) and denote

f̃ = ∇κf, for f ∈ {ψ, v,w, η},

which results in the space-differentiated system

(6.2)



























ψ̃t = ṽ,

ṽt = w̃,

τ w̃t = −w̃ + c2g∆ψ̃ + b∆ṽ +

∫ ∞

0
g(r)∆η̃(r) dr + F (κ)(ψ, v,∇ψ,∇v),

η̃t = ṽ − η̃r,

where F (κ) is defined as

(6.3) F (κ)(ψ, v,∇ψ,∇v) = 2k[∇κ, v]w + 2kvw̃ + 2κ[∇κ,∇ψ] · ∇v + 2k∇ψ · ∇w̃

for κ ≥ 1. Above, [·, ·] denotes the commutator:

[A,B] = AB −BA.

Note that

∇κ(AB) = [∇κ, A]B +A∇κB, κ ≥ 1.

We also introduce the right-hand side functionals R
(1)
κ and R

(2)
κ as

(6.4) R(1)
κ (ϕ) = (F (κ), ϕ)L2 , R(2)

κ (ϕ) = (∇F (κ),∇ϕ)L2 , κ ≥ 0.

Here ϕ stands for different test functions that will be used in the proofs.

Energy functionals. We define the energy of order κ ≥ 0 as

(6.5)

E(κ)(t) = ‖∇κ+1(ψ + τv)‖2L2 + ‖∇κ(v + τw)‖2L2 + ‖∇κ+1v‖2L2

+ ‖∇κ+1η‖2L2,−g′ + ‖∆∇κη‖2H1,−g′ + ‖∆∇κ(ψ + τv)‖2H1

+ ‖∇κ+1(v + τw)‖2H1 + ‖∆∇κv(t)‖2H1 + ‖∇κw(t)‖2L2 .

The corresponding dissipative energy is given by

(6.6)
D(κ)(t) = ‖∇κ+1η‖2H2,−g′ + ‖∆∇κη‖2H1,−g′ + ‖∆∇κ(ψ + τv)‖2L2

+ ‖∇κ+1(v + τw)‖2L2 + ‖∇κ+1v‖2L2 + ‖∆∇κv‖2L2 + ‖∇κw‖2L2 .
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Note that these energies can be related to ||| · |||Hs and | · |Hs as follows:

(6.7)

s−1
∑

κ=0

E(κ)(t) = |||Ψ(t)|||2Hs ,

s−1
∑

κ=0

D(κ)(t) = |Ψ(t)|2Hs .

Problem-tailored energies. To state our results and following [14, 36], we also in-
troduce energies that are tailored to our particular problem. For κ ≥ 0 and t ∈ [0, T ],
we set

E
(κ)
1 (t) =

1

2

[

c2g‖∇
κ+1(ψ + τv)‖2L2 + τ(b− τc2g)‖∇

κ+1v‖2L2

+‖∇κ(v + τw)‖2L2 + τ‖∇κ+1η‖2L2,−g′ + ‖∇κ+1η‖2L2,g

+2τ

∫

Rn

∫ ∞

0
g(r)∇κ+1η(r) · ∇κ+1v dr dx

]

as well as

E
(κ)
2 (t) =

1

2

[

c2g ‖∆(∇κ(ψ + τv))‖2L2 + τ(b− τc2g) ‖∆∇κv‖2L2

+‖∇κ+1(v + τw)‖2L2 + τ‖∆∇κη‖2L2,−g′ + ‖∆∇κη‖2L2,g

+2τ

∫

Rn

∫ ∞

0
g(r)(∆∇κv)(∆∇κη(r)) dr dx

]

.

It can be shown that E
(κ)
1 (t) and E

(κ)
2 (t) are equivalent to E(κ)(t) and E(κ+1)(t), re-

spectively; see [36] for the proof. Furthermore, they are known to satisfy the following
decay estimates.

Proposition 6.1. Assume that b = τc2. Then the following estimates hold for κ ≥ 0:

(6.8)
d

dt
E

(κ)
1 (t) +

1

2
‖∇κ+1η‖2L2,−g′ ≤ |R(1)

κ (∇κ(v + τw))|

and

(6.9)
d

dt
E

(κ)
2 (t) +

1

2
‖∆∇κη‖2L2,−g′ ≤ |R(2)

κ (∇κ(v + τw))|.

In addition, it holds that

1

2

d

dt
‖∇κw(t)‖2L2 +

1

2
‖∇κw‖2L2

. ‖∆∇κ(ψ + τv)‖2L2 + ‖∆∇κv‖2L2 + ‖∆∇κη‖2L2,g + |R(1)
κ (∇κw)|,

for all t ≥ 0, where the functionals R
(1)
κ and R

(2)
k are defined in (6.4).

Proof. Keeping in mind the assumption b = τc2, the statement follows from Proposi-
tions 4.1 and 4.2 in [37]. �
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6.2. Recovering dissipation via auxiliary functionals. Compared to the analysis
in the subcritical case performed in [36], the dissipation of the v component will be lost
from the main energy inequality due to the critical assumption b = τc2. To recover

such a damping term, we introduce the functionals F
(κ)
i (t) below, where i{1, . . . , 4},

and utilize the memory term in a suitable way. We recall that in the absence of the
memory damping (i.e., when g = 0), the linearized problem is unstable in the critical
case; see [39] for the revealing analysis.

Following [37, 43], we first introduce

F
(κ)
1 (t) =

∫

Rn

∇κ+1(ψ + τv) · ∇κ+1(v + τw) dx,

F
(κ)
2 (t) = −τ

∫

Rn

∇κ+1v · ∇κ+1(v + τw) dx,

They are known to satisfy the following estimates.

Proposition 6.2 (see [36]). Assume that b = τc2. For any ǫ0, ǫ1 > 0, it holds

d

dt
F

(κ)
1 (t) + (c2g − ǫ0 − (c2 − c2g)ǫ1)‖∆∇κ(ψ + τv)‖2L2

≤‖∇κ+1(v + τw)‖2L2 + C(ǫ0)‖∆∇κv‖2L2 + C(ǫ1)‖∆∇κη‖2L2,g + |R(2)
κ (∇κ(ψ + τv))|.

Moreover, for any ǫ2, ǫ3 > 0, we have

d

dt
F

(κ)
2 (t) + (1− ǫ3)‖∇

κ+1(v + τw)‖2L2

≤ ǫ2‖∆∇κ(ψ + τv)‖2L2 + C(ǫ3, ǫ2)(‖∆∇κv‖2L2 + ‖∇κ+1v‖2L2)

+
1

2
‖∇κ+1η‖2L2,g + |R(2)

κ (τ∇κv)|,

where the functional R
(2)
κ is defined in (6.4).

We observe that estimate (6.8) does not have dissipative terms containing ‖∇κ+1v‖L2

or ‖∆∇κv‖L2 . To recover the a dissipation term for ‖∇κ+1v‖L2 , we introduce the
functional

F
(κ)
3 (t) = −τ

∫ ∞

0

∫

Rn

g(r)∇κ+1η(r) · ∇κ+1v dr dx;

see [4] for a similar approach. We have the following estimate for this functional.

Proposition 6.3. For any ǫ4, ǫ5, ǫ6 > 0, it holds

(6.10)

d

dt
F

(κ)
3 (t) + (τ(c2 − c2g)− ǫ4g0 − ǫ6(c

2 − c2g))‖∇
κ+1v‖2L2

≤ ǫ5(c
2 − c2g)‖∇

κ+1(v + τw)‖2L2 + C(ǫ4)‖∇
κ+1η‖2L2,−g′

+ C(ǫ5, ǫ6)‖∇
κ+1η‖2L2,g,

where g0 = g(0).

Proof. We prove the case κ = 0; the general case κ ≥ 0 follows analogously. From the
second equation in (3.3a), we have by applying the Laplacian

(6.11) ∆vt = ∆w.
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Multiplying the above equation by τ
∫∞
0 g(r)η(r) dr and integrating over R

n, using
integration by parts, we get

τ

∫

Rn

∫ ∞

0
g(r)∇η(r) · ∇vt dr dx = τ

∫

Rn

∫ ∞

0
g(r)∇η(r) · ∇w dr dx.

Consequently,

τ
d

dt

∫

Rn

∫ ∞

0
g(r)∇η(r) · ∇v dr dx− τ

∫

Rn

∫ ∞

0
g(r)∇ηt(r) · ∇v dr dx

= τ

∫

Rn

∫ ∞

0
g(r)∇η(r) · ∇w dr dx.

By using the fact that ηt = v − ηr, integrating by parts with respect to r, and keeping
in mind that

∫∞
0 g(r) dr = c2 − c2g, we obtain

d

dt
F

(0)
3 (t) + τ(c2 − c2g)‖∇v‖

2
L2

= − τ

∫

Rn

∫ ∞

0
g′(r)∇η(r) · ∇v dr dx−

∫ ∞

0
g(r)∇η(r) · ∇(v + τw) dr dx

+

∫

Rn

∫ ∞

0
g(r)∇η(r) · ∇v dr dx.

By applying Young’s inequality, we obtain (6.10). This completes the proof. �

In the critical case b = τc2, the term ‖∆∇κv‖2L2 is not present in estimate (6.9) and,
therefore, also not in (6.8). To restore this term, we define the functional

F
(κ)
4 (t) = −τ

∫

Rn

∫ ∞

0
g(r)∆∇κη(r)∆∇κv dr dx,

which satisfies the following bound.

Lemma 6.2. For any ǫ4, ǫ5, ǫ6 > 0, the following bound holds:

d

dt
F

(κ)
4 (t) +

[

τ(c2 − c2g)− ǫ4g0 − ǫ6(c
2 − c2g))

]

‖∆∇κv‖2L2

≤ ǫ5(c
2 − c2g)‖∇

κ+1(v + τw)‖2L2
+ C(ǫ4)‖∆∇κη‖2L2,−g′

+ C(ǫ5)‖∆∇κ+1η‖2L2,g + C(ǫ6)‖∆∇κη‖2L2,g.

Proof. We present the proof for κ = 0; the general case κ ≥ 0 follows analogously.
Multiplying (6.11) by τ

∫∞
0 g(r)∆η(r) dr, and integrating over Rn, using the fact that

τ

∫

Rn

∫ ∞

0
g(r)∆η(r)∆vt dr dx = τ

∫

Rn

∫ ∞

0
g(r)∆η(r)∆w dr dx,

we get

τ
d

dt

∫

Rn

∫ ∞

0
g(r)∆η(r)∆v dr dx− τ

∫

Rn

∫ ∞

0
g(r)∆ηt(r)∆v dr dx

= τ

∫

Rn

∫ ∞

0
g(r)∆η(r)∆w dr dx.



ASYMPTOTIC BEHAVIOR OF NONLINEAR SOUND WAVES 19

Hence, this yields

− τ
d

dt

∫

Rn

∫ ∞

0
g(r)∆η(r)∆v dr dx+ τ(c2 − c2g)‖∆v‖

2
L2

= − τ

∫

Rn

∫ ∞

0
g′(r)∆η(r)∆v dr dx−

∫

Rn

∫ ∞

0
g(r)∆η(r)∆(v + τw) dr dx

+

∫

Rn

∫ ∞

0
g(r)∆η(r)∆v dr dx.

Applying Young’s inequality yields the desired bound. �

6.3. The Lyapunov functional and loss of regularity. We are now ready to define
the Lyapunov functional of order zero as

(6.12)
F

(0)(t) =N0(E
(0)
1 (t) + E

(0)
2 + E

(1)
2 (t) + ετ‖w‖2L2)

+ F
(0)
1 (t) + 2F

(0)
2 (t) +N1(F

(0)
3 (t) + F

(0)
4 (t)),

for t ≥ 0, where N0, N1 are large positive constants and ε is a small positive con-
stant that will be fixed below. We claim that this Lyapunov functional can be made
equivalent to E2

0, where the energy E0 is defined in (6.5).

Proposition 6.4. Let b ≥ τc2 > τc2g. There exist positive constants C1 and C2, such
that

C1E
2
0(t) ≤ F

(0)(t) ≤ C2E
2
0(t), t ≥ 0,

provided that the constant N0 in the Lyapunov functional (6.12) is chosen to be large
enough. Furthermore, the following estimate holds:

(6.13)

d

dt
F

(0)(t) + ‖∇η‖2L2,−g′ + ‖∆η‖2L2,−g′ + ‖∆∇η‖2L2,−g′ + ‖w‖2L2

+ ‖∆(ψ + τv)‖2L2 + ‖∇(v + τw)‖2L2 + ‖∇v‖2L2 + ‖∆v‖2L2

. |R
(2)
0 (τv)| + |R

(2)
0 (ψ + τv)|+ |R

(1)
0 (w)|

+ |R
(1)
0 (v + τw)|+ |R

(2)
0 (v + τw)| + |R

(2)
1 (∇(v + τw))|.

Proof. The proof of the equivalence follows along the lines of [37, Lemma 4.5], so we
omit it here and focus on proving estimate (6.13) instead. To this end, we take the
time derivative of the Lyapunov functional (6.12). Note that setting κ = 1 in (6.9)
yields the following estimate:

d

dt
E

(1)
2 (t) +

1

2
‖∆∇η‖2L2,−g′ ≤ |R

(2)
1 (∇(v + τw))|.
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By making use of energy estimates (6.8) and (6.9), the above inequality, the derived

bounds on F
(κ)
1,...,4, and assumption (G3) on the memory kernel, we infer

d

dt
F

(0)(t) + Cη

[

‖∇η‖2L2,−g′ + ‖∆η‖2L2,−g′ + ‖∆∇η‖2L2,−g′

]

+ C(ψ+τv)‖∆(ψ + τv)‖2L2

+C(v+τw)‖∇(v + τw)‖2L2 + C(∇v)‖∇v‖
2
L2 + C(∆v)‖∆v‖

2
L2 ++Cw‖w‖

2
L2

≤Λ1

(

|R
(2)
0 (τv)| + |R

(2)
0 (ψ + τv)|+ |R

(1)
0 (w)| + |R

(1)
0 (v + τw)|

+|R
(2)
0 (v + τw)| + |R

(2)
1 (∇(v + τw))|

)

,

with the constants defined as






















































Cη = N0(
1
2 − Cε)− Λ0,

Cw = N0
2 ε,

C(ψ+τv) = (c2g − ǫ0 − (c2 − c2g)ǫ1)− CN0ε− 2ǫ2,

C(v+τw) = (1− ǫ3)− 2N1ǫ5(c
2 − c2g),

C(∇v) = N1

(

τ(c2 − c2g)− ǫ4g0 − ǫ6(c
2 − c2g)

)

− 4C(ǫ2, ǫ3),

C(∆v) = N1

(

τ(c2 − c2g)− ǫ4g0 − ǫ6(c
2 − c2g)

)

− 2C(ǫ2, ǫ3)− C(ǫ0)− CN0ε.

Above, Λ0 and Λ1 are positive constants that may depend on the parameters ǫ0, ǫ1, N1, . . .
The constant Λ0 depends on ζ, yet it is independent of N0 and ε. Furthermore, the
constant Λ1 depends on N0, yet it is independent of ζ.

We can fix our parameters in such a way that Cη, . . . , C(∆v) are positive. Indeed, we
first take ǫ0 = ǫ1 and pick ǫ1 > 0 small enough, such that

ǫ1 <
c2g

1 + (c2 − c2g)
.

Once ǫ0 and ǫ1 are fixed, we select ǫ2 > 0 small enough so that

ǫ2 <
c2g − ǫ0(1 + (c2 − c2g))

2
.

Now we pick ǫ4 = ǫ6 so that

0 < ǫ4 = ǫ6 <
τ(c2 − c2g)

g0 + (c2 − c2g)
.

We choose ǫ3 <
1
4 and we take N1 large enough such that

N1 >
C(ǫ0) + 2C(ǫ2, ǫ3)

τ(c2 − c2g)− ǫ4(g0 + (c2 − c2g))
.

Then we can select ǫ5 small enough such that

ǫ5 <
(1− ǫ3)

2N1(c2 − c2g)
.
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We next take N0 large enough such that N0 > 2Λ0. Finally, we fix ε > 0 small enough
such that

ε < min





N0 − 2Λ0

2C
,
N1

(

τ(c2 − c2g)− ǫ4g0 − ǫ6(c
2 − c2g)

)

− 2C(ǫ2, ǫ3)− C(ǫ0)

CN0



 .

In this manner, we have arrived at estimate (6.13). �

7. Introduction of the artificial damping

We next intend to derive a low-order energy estimate of a regularity-loss type for
our problem. To this end, we introduce artificial damping to the system by considering
time-weighted energies with a negative exponent.

Proposition 7.1. Let s0 ≥ n/2 be an integer. The following bound holds:

(1 + t)−1/2E(0)(t) + Υ(0,0)(t)

.E(0)(0) +
(

M[v,w,U ](t) +M0[U ] +M0[v]
)

Υ(0,0)(t),

where the energy E(0) is defined in (6.5), the dissipative term D(0) in (6.6), and

Υ(0,0)(t) =

∫ t

0
(1 + σ)−3/2E(0)(σ) dσ +

∫ t

0
(1 + σ)−1/2D(0)(σ) dσ;

see (7.10) below for the general definition of Υj,κ.

Proof. Multiplying estimate (6.13) by (1 + σ)γ and integrating from 0 to t yields

(7.1)

(1 + t)γE(0)(t) +

∫ t

0
(1 + σ)γD(0)(σ) dσ

.E(0)(0) + γ

∫ t

0
(1 + σ)γ−1E(0)(σ) dσ +

∫ t

0
(1 + σ)γR0(σ) dσ,

where we have set

(7.2)
R0 = |R

(2)
0 (τv)| + |R

(2)
0 (ψ + τv)|+ |R

(1)
0 (w)| + |R

(1)
0 (v + τw)|

+ |R
(2)
0 (v + τw)|+ |R

(2)
1 (∇(v + τw))|.

To derive the above bound, we have used Lemma 6.4, i.e.,

F0(t) ∼ E(0)(t)

and that

(1 + t)γ
d

dt
F

(0)(t) =
d

dt
(1 + t)γF (0) − γ(1 + t)γ−1

F
(0).

The last term in estimate (7.1) contains the “problematic” term
∫ t

0
(1 + σ)γ |R

(2)
1 (∇(v + τw))(σ)|dσ.
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The above term is responsible for the regularity loss. Keeping in mind the estimate
(7.15), it can be treated as follows:
∫ t

0
(1 + σ)γ |R

(2)
1 (∇(v + τw))(σ)|dσ . (M0[U ](t) +M0[v](t))

∫ t

0
(1 + σ)γD2

1(σ) dσ.

However, the term
∫ t
0 (1 + σ)γD2

1(σ) dσ cannot be absorbed by
∫ t
0 (1 + σ)γD2

0(σ) dσ on

the left-hand side of (7.1) due to the loss of derivatives going from D2
1 to D2

0. So, the
classical energy method fails. To overcome this difficulty and inspired by [21], we use
a time-dependent weight with a negative exponent; see also [20, 44]. In other words,
we take γ < 0 in estimate (7.1) to obtain an artificial damping term

− γ

∫ t

0
(1 + σ)γ−1E(0)(σ) dσ

on the left-hand side. This damping allows us to control the term
∫ t
0 (1+σ)γD2

1(σ) dσ.
Indeed, by taking γ = −1/2, we have

(7.3) (1 + t)−1/2E(0)(t) + Υ(0,0)(t) . E(0)(0) +

∫ t

0
(1 + σ)−1/2R0(σ) dσ.

It remains to estimate the six terms contained within the R0 term on the right; see
(7.2) for its definition. First we have

|R
(2)
1 (∇(v + τw))| ≤ ‖∇F (1)‖L2‖∇2 (v + τw) ‖L2 ,

where we also recall how F (1) is defined in (6.3). We can bound this term as follows:

(7.4)
‖∇F (1)‖L2 . ‖w‖L∞‖∇2v‖L2 + ‖v‖L∞‖∇2w‖L2

+ ‖∇ψ‖L∞‖∇3v‖L2 + ‖∇v‖L∞‖∇3ψ‖L2 .

Setting U = (v + τw,∇(ψ + τv),∇v)T , we have

‖v‖L∞ + ‖w‖L∞ . ‖v + τw‖L∞ + ‖v‖L∞

. (1 + t)−n/2
(

M0[U ](t) +M0[v](t)
)

.

Similarly, it holds

‖∇ψ‖L∞ + ‖∇v‖L∞ . (1 + t)−n/2 sup
0≤σ≤t

(1 + σ)
n
2 ‖U (σ)‖L∞

. (1 + t)−n/2M0[U ](t).

We obtain from above
∫ t

0
(1 + σ)−1/2|R

(2)
1 (∇(v + τw))(σ)|dσ

.
(

M0[U ](t) +M0[v](t)
)

×

∫ t

0
(1 + σ)−

n+1
2

[

‖∇2v‖H1 + ‖∇2w‖L2 + ‖∇3ψ‖L2

]

‖∇2 (v + τw) ‖L2 dσ

.
(

M0[U ](t) +M0[v](t)
)

Υ(0,0)(t).
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Next we wish to estimate the R
(1)
0 terms within (7.3) on the right. We have

(7.5)

∫ t

0
|R

(1)
0 (v + τw)(σ)|dσ +

∫ t

0
|R

(1)
0 (w)(σ)|dσ

. sup
0≤σ≤t

(

‖∇ψ(σ)‖L∞ + ‖∇ψ(σ)‖
Ḣ

n−2
2

+ ‖v(σ)‖
Ḣ

n−2
2

)

D2
0(t).

We note that

(7.6) ‖v(σ)‖
Ḣ

n−2
2

. ‖v(σ)‖
H

n−2
2

. (1 + t)−
n
4M[v,w,U ](t),

and

(7.7) ‖∇ψ(σ)‖
Ḣ

n−2
2

. ‖∇ψ(σ)‖
H

n−2
2

. (1 + t)−
n
4M[v,w,U ](t).

For the above bounds to hold, it is crucial that n−2
2 ≤ s0 − 1. By making use of (4.6),

(7.6) and (7.7), and applying estimate (7.5), we have
∫ t

0
(1 + σ)−1/2

(

|R
(1)
0 (v + τw)(σ)| + |R

(1)
0 (w)(σ)|

)

dσ

.
(

M[v,w,U ](t) +M0[v](t)
)

∫ t

0
(1 + σ)−

n
4
− 1

2D2
0(σ) dσ,

from which we further derive
∫ t

0
(1 + σ)−1/2

(

|R
(1)
0 (v + τw)(σ)| + |R

(1)
0 (w)(σ)|

)

dσ

.
(

M[v,w,U ](t) +M0[v](t)
)

Υ(0,0)(t).

It remains to estimate the R
(2)
0 terms within (7.3) on the right. We note that

|R
(2)
0 (v + τw)| ≤ sup

0≤σ≤t

(

‖v(σ)‖L∞ + ‖∇v(σ)‖L∞

+ ‖(v + τw)(σ)‖L∞ + ‖∇(ψ + τv)(σ)‖L∞

)

D2
0(t).

We then have
∫ t

0
(1 + σ)−1/2|R

(2)
0 (v + τw)(σ)|dσ .

(

M0[U ](t) +M0[v](t)
)

∫ t

0
(1 + σ)−

n
2
− 1

2D2
0(σ) dσ

.
(

M0[U ](t) +M0[v](t)
)

Υ(0,0)(t).

Similarly, we can show that
∫ t

0
(1 + σ)−1/2|R

(2)
0 ((ψ + τv))(σ)| + |R

(2)
0 (τv)(σ)|dσ

.
(

M0[U ](t) +M0[v](t)
)

Υ(0,0)(t).

Now, by collecting the derived bounds, we deduce that

(7.8)

∫ t

0
(1 + σ)−1/2R0(σ) dσ .

(

M[v,w,U ](t) +M0[U ](t) +M0[v](t)
)

Υ(0,0)(t).

Plugging this bound into (7.3) completes the proof. �



24 V. NIKOLIĆ & B. SAID-HOUARI

7.1. The Lyapunov functional of higher order. Our next aim is to extend the pre-
vious considerations to higher-order energies. We thus retrace our previous steps, but
now adapted to space-differentiated system (6.2). We define the Lyapunov functional
of order κ ≥ 1 analogously as

F
(κ)(t) =N0(E

(κ)
1 (t) +E

(κ)
2 + E

(κ+1)
2 (t) + ετ‖w‖2L2)

+ F
(κ)
1 (t) + 2F

(κ)
2 (t) +N1(F

(0)
3 (t) + F

(κ)
4 (t)),

for t ≥ 0. We claim that a higher-order version of estimate (7.1) holds as well.

Proposition 7.2. Assume that b = τc2. Then, for any integer κ ≥ 1, it holds

(7.9)

(1 + t)γE(κ)(t) +

∫ t

0
(1 + σ)γD(κ)(σ) dσ

.E(κ)(0) + γ

∫ t

0
(1 + σ)γ−1E(κ)(σ) dσ +

∫ t

0
(1 + σ)γRκ(σ) dσ.

Proof. It can be shown that F (κ)(t) is equivalent to E(κ); see [37, Lemma 4.5] for a

similar analysis when κ = 0. By taking the time derivative of F (κ)(t), making use of

Proposition 6.1, and the derived bounds on F
(κ)
1,...,4, we obtain

d

dt
F

(κ)(t) + ‖∇κ+1η‖2L2,−g′ + ‖∆∇κη‖2L2,−g′ + ‖∆∇κ+1η‖2L2,−g′ + ‖∇κw‖2L2

+ ‖∆∇κ(ψ + τv)‖2L2 + ‖∇κ+1(v + τw)‖2L2 + ‖∇κ+1v‖2L2 + ‖∆∇κv‖2L2

. |R(2)
κ (τ∇κv)|+ |R(2)

κ (∇κ(ψ + τv))|+ |R(1)
κ (∇κw)|

+ |R(1)
κ (∇κ(v + τw))| + |R(2)

κ (∇κ(v + τw))| + |R
(2)
κ+1(∇

κ+1(v + τw))|

provided that the constant N0 in the Lyapunov functional is chosen to be large enough.
Multiplying the above estimate by (1+σ)γ , integrating from 0 to t, and relying on the

fact that F (κ)(t) is equivalent to E(κ) yield (7.9). �

7.2. Estimates of the right-hand side terms of higher order. The main challenge
in deriving a higher-order version of Proposition 7.1 is to control the right-hand side

terms contained within
∫ t
0 (1 + σ)γRκ(σ) dσ in estimate (7.9).

In particular, we set γ = j − 1/2 for an integer j ≥ 0.

Theorem 7.1. Let s0 ≥ [n/2] + 2 in the definition of the function M[v,w,U ](t). For
any integers κ ≥ 1 and j ≥ 0, the following estimate holds:

∫ t

0
(1 + σ)j−1/2Rκ(σ) dσ

.M[v,w,U ](t)
(

Υ(j,κ)(t) +

∫ t

0
(1 + σ)j−3/2Dκ−1(σ)dσ

)

,

where

Rκ = |R(2)
κ (τ∇κv)| + |R(2)

κ (∇κ(ψ + τv))|+ |R(1)
κ (∇κw)|

+ |R(1)
κ (∇κ(v + τw))| + |R(2)

κ (∇κ(v + τw))| + |R
(2)
κ+1(∇

κ+1(v + τw))|
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and

(7.10) Υ(j,κ)(t) =

∫ t

0
(1 + σ)j−3/2E(κ)(σ) dσ +

∫ t

0
(1 + σ)j−1/2D(κ)(σ) dσ.

We provide the proof through several steps, in which we estimate the terms contained
within

∫ t
0 (1 + σ)j−1/2Rκ(σ) dσ under the assumptions of Theorem 7.1.

Step I. The following estimate holds:
∫ t

0
(1 + σ)j−1/2|R(1)

κ ∇κ(v + τw)(σ)|dσ +

∫ t

0
(1 + σ)j−1/2|R(1)

κ ∇κ(τw)(σ)|dσ

.M[v,w,U ](t)Υ(j,κ)(t).

Proof. We first note that the term R
(1)
κ can be written out as

R(1)
κ (∇κ(v + τw))

= (F (κ),∇κ(v + τw))L2

=(2k[∇κ, v]w + 2kvw̃ + 2κ[∇κ,∇ψ] · ∇v + 2k∇ψ · ∇w̃, ṽ + τw̃)L2 ,

where we have used the short-hand notation ṽ = ∇κv and w̃ = ∇κw, and the definition
(6.3) of the functional F (κ). Thus we can estimate this term as follows:

(7.11)

∣

∣

∣
R(1)
κ (∇κ(v + τw))

∣

∣

∣

.

∫

Rn

|[∇k, v]w||ṽ + τw̃|dx+

∫

Rn

|vw̃|| (ṽ + τw̃) |dx

+

∫

Rn

|[∇κ,∇ψ]∇v||ṽ + τw̃|dx+

∫

Rn

|∇ψ||∇ṽ||ṽ + τw̃|dx

=: I1 + I2 + I3 + I4.

We need to further bound each of the terms on the right. Starting from the last term,
we have

I4 =

∫

Rn

|∇ψ||∇ṽ||ṽ + τw̃|dx ≤

∫

Rn

|ṽ||∇ψ||∇ṽ|dx+

∫

Rn

τ |∇ψ||∇ṽ||w̃|dx

:= I4a + I4b.

We can rely on the following bound:

I4b . ‖∇ψ‖L∞‖∇ṽ‖L2‖w̃‖L2

to infer
∫ t

0
(1 + σ)j−1/2I4b dσ

.

∫ t

0
(1 + σ)j−1/2‖∇ψ‖L∞‖∇ṽ‖L2‖w̃‖L2 dσ

. sup
0≤σ≤t

(1 + σ)
n
2 ‖U (σ)‖L∞

∫ t

0
(1 + σ)j−1/2−n/2(‖∇ṽ(σ)‖2L2 + ‖w̃(σ)‖2L2) dσ,
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where we recall that U = (v + τw,∇(ψ + τv),∇v)T . We note that the integral over
time on the right can be estimated as follows:

∫ t

0
(1 + σ)j−1/2−n/2(‖∇κ+1v(σ)‖2L2 + ‖∇κw(σ)‖2L2) dσ

.Υ(j,κ)(t) =

∫ t

0
(1 + σ)j−3/2E(κ)(σ) dσ +

∫ t

0
(1 + σ)j−1/2D(κ)(σ) dσ,

because n/2 + 1/2 ≥ 3/2. Therefore,

(7.12)

∫ t

0
(1 + σ)j−1/2I4b dσ . M0[U ](t)Υ(j,κ)(t).

Next we have

I4a . ‖ṽ‖
L

2n
n−2

‖∇ψ‖Ln‖∇ṽ‖L2 . ‖∇ṽ‖2L2‖∇ψ‖
Ḣ

n−2
2
,

where we have used the endpoint Sobolev embeddings

‖ṽ‖
L

2n
n−2

. ‖∇ṽ‖L2 , ‖∇ψ‖Ln . ‖∇ψ‖
Ḣ

n−2
2
, n ≥ 3;

cf. Lemma A.6. Since s0 ≥ [n2 ] + 1, we have

‖∇ψ(σ)‖
Ḣ

n−2
2

. ‖∇ψ(σ)‖
Ḣ[ n2 ] . (1 + σ)−n/4M[v,w,U ](t);

cf. (4.7). Therefore,

(7.13)

∫ t

0
(1 + σ)j−1/2I4a dσ .M[v,w,U ](t)

∫ t

0
(1 + σ)j−1/2−n/4‖∇κ+1v(σ)‖2L2 dσ

.M[v,w,U ](t)Υ(j,κ)(t).

Consequently, we deduce from (7.12) and (7.13) that
∫ t

0
(1 + σ)j−1/2I4 dσ . M[v,w,U ](t)Υ(j,κ)(t).

We wish to estimate term I2 within (7.11) next. By relying again on Hölder’s in-
equality and the endpoint Sobolev embeddings, we find

I2 =

∫

Rn

|vw̃|| (ṽ + τw̃) |dx . ‖v‖
Ḣ

n−2
2

‖∇ṽ‖L2‖w̃‖L2 + ‖v‖L∞‖w̃‖2L2 .

Therefore, similarly to before we arrive at
∫ t

0
(1 + σ)j−1/2I2 dσ .M[v,w,U ](t)Υ(j,κ)(t)

+ sup
0≤σ≤t

(1 + σ)
n
2 ‖v(σ)‖L∞

∫ t

0
(1 + σ)j−1/2−n/2

∫

Rn

|w̃(σ)|2 dxdσ

. (M0[v](t) +M[v,w,U ](t))Υ(j,κ)(t).

Since s0 ≥ [n/2] + 2 by our assumption, we can rely on Lemma 4.1, which yields
M0[v](t) . M[v,w,U ](t) and leads to

∫ t

0
(1 + σ)j−1/2I2 dσ . M[v,w,U ](t))Υ(j,κ)(t).
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We continue with estimating the right-hand side terms in (7.11). We have

(7.14) I1 . ‖[∇κ, v]w‖
L

2n
n+2

‖ṽ + τw̃‖
L

2n
n−2

. ‖[∇κ, v]w‖
L

2n
n+2

‖∇ (ṽ + τw̃)‖L2 .

The last term on the right can be further bounded by using the standard commutator
estimate as follows:

‖[∇κ, v]w‖
L

2n
n+2

= ‖∇κ(vw)− v∇κw‖
L

2n
n+2

. ‖w‖Ln‖∇κv‖L2 + ‖∇v‖Ln‖∇κ−1w‖L2

. (‖∇κv‖L2 + ‖∇κ−1w‖L2)(‖∇v‖
Ḣ

n−2
2

+ ‖w‖
Ḣ

n−2
2

);

cf. Lemma A.4. Therefore, we obtain
∫ t

0
(1 + σ)j−1/2I1 dσ

.M[v,w,U ](t)

∫ t

0
(1 + σ)j−1/2−n/4(σ)(‖∇κ−1w(σ)‖L2 + ‖∇κv(σ)‖L2) dσ

.M[v,w,U ](t)Υ(j,κ)(t).

In the above estimate, we have used that, for s0 ≥ 1 + [n/2],

‖w(σ)‖
Ḣ

n−2
2

. ‖w(σ)‖
Ḣ[ n2 ] . ‖w(σ)‖L2 +

[n
2
]

∑

j=1

‖∇jw‖L2 ,

. (1 + σ)−
n
4M[v,w,U ](t)

and, similarly,

‖∇v(σ)‖
Ḣ

n−2
2

. (1 + σ)−
n
4 M[v,w,U ](t).

Finally, to estimate I3, we have as in (7.14),

I3 . ‖[∇κ,∇ψ]∇v‖
L

2n
n+2

‖(ṽ + τw̃)‖
L

2n
n−2

. ‖[∇κ,∇ψ]∇v‖
L

2n
n+2

‖∇ (ṽ + τw̃)‖L2 .

Applying again the commutator estimate and the endpoint Sobolev embeddings yields

‖[∇κ,∇ψ]∇v‖
L

2n
n+2

. (‖∇2ψ‖Ln‖∇κv‖L2 + ‖∇v‖Ln‖∇κ+1ψ‖L2)

. (‖∇2ψ‖
Ḣ[n2 ] + ‖∇v‖

Ḣ[ n2 ])(‖∇
κv‖L2 + ‖∇κ+1ψ‖L2);

cf. Lemma A.4. At this point we can also employ the estimate

‖∇2ψ‖
Ḣ[n2 ] . ‖∇U‖

Ḣ[n2 ] .

[n
2
]+1

∑

j=0

‖∇jU‖L2 ,

from which it follows that

(1 + σ)n/4+1/2‖∇2ψ‖
Ḣ[ n2 ] .

[n
2
]+1

∑

j=0

sup
0≤σ≤t

(1 + σ)n/4+
j
2‖∇jU‖L2

.M[v,w,U ](t)
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for every σ ∈ [0, t] Then by using (1 + t)n/4+1/2 ≤ sup
0≤σ≤t

(1 + σ)n/4+1/2, we obtain

‖∇2ψ‖
Ḣ[n2 ] . (1 + t)−n/4−1/2

M[v,w,U ](t),

provided that s0 ≥ [n/2] + 1 in the definition of M[v,w,U ](t). Similarly, we have

‖∇v‖
Ḣ[n2 ] . (1 + t)−n/4−1/2

M[v,w,U ](t),

The derived estimates further yield
∫ t

0
(1 + σ)j−1/2I3 dσ

.M[v,w,U ](t)

∫ t

0
(1 + σ)j−1−n/4(‖∇κv‖L2 + ‖∇κ+1ψ‖L2)

∥

∥∇κ+1 (v + τw)
∥

∥

L2

.M[v,w,U ](t)

∫ t

0
(1 + σ)j−1−n/4(‖∇κv‖2L2 + ‖∇κ+1ψ‖2L2 +

∥

∥∇κ+1 (v + τw)
∥

∥

2

L2).

We proceed to bound the three terms on the right-hand side above. Since n ≥ 3, we
have

∫ t

0
(1 + σ)j−1−n/4‖∇κv‖2L2 dσ .

∫ t

0
(1 + σ)j−3/2‖∇κv‖2L2 dσ

.

∫ t

0
(1 + σ)j−3/2E(κ)(σ) dσ . Υ(j,κ)(t).

The second term containing ‖∇κ+1ψ‖2L2 can be estimated similarly. For the third term,
we have

∫ t

0
(1 + σ)j−1/2−n/4−1/2

∥

∥∇κ+1 (v + τw)
∥

∥

2

L2 dσ .

∫ t

0
(1 + σ)j−1/2D(κ)(σ) dσ

.Υ(j,κ)(t),

which proves
∫ t

0
(1 + σ)j−1/2I3 dσ . M[v,w,U ](t)Υ(j,κ)(t).

Finally, our estimates combined yield
∫ t

0
(1 + σ)j−1/2|R(1)

κ ∇κ(v + τw)(σ)|dσ . M[v,w,U ](t)Υ(j,κ)(t).

The estimate of
∫ t
0 (1+σ)

j−1/2|R
(1)
κ ∇κ(τw)(σ)|dσ can be derived analogously. We omit

the details here. �

Step II. Under the assumptions of Theorem 7.1, it holds

(7.15)

∫ t

0
(1 + σ)j−1/2

(

|R(2)
κ (∇κ(v + τw)(σ)| + |R(2)

κ (τ∇κv)(σ)|
)

dσ

.M[v,w,U ](t)Υ(j,κ)(t).

Furthermore,

(7.16)

∫ t

0
(1 + σ)j−1/2|R

(2)
κ+1(∇

κ+1(v + τw)(σ)|dσ . M[v,w,U ](t)Υ(j,κ)(t).
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Proof. We present first the proof of estimate (7.15). We have by the Cauchy–Schwarz
inequality

|R(2)
κ (∇κ(v + τw))|(σ) + |R(2)

κ (τ∇κv)|

. ‖∇F (κ)‖L2(‖∇ (ṽ + τw̃) ‖L2 + ‖∇ṽ‖L2).

Keeping in mind that

F (κ)(ψ, v,∇ψ,∇v) = 2k[∇κ, v]w + 2kvw̃ + 2κ[∇κ,∇ψ] · ∇v + 2k∇ψ · ∇w̃,

applying the commutator estimate (A.4) yields

(7.17)
‖∇F (κ)‖L2 . ‖w‖L∞‖∇κ+1v‖L2 + ‖v‖L∞‖∇κ+1w‖L2

+ ‖∇ψ‖L∞‖∇κ+2v‖L2 + ‖∇v‖L∞‖∇κ+2ψ‖L2 .

The last two terms can be further estimated as follows:

‖∇ψ‖L∞‖∇κ+2v‖L2 + ‖∇v‖L∞‖∇κ+2ψ‖L2

. ‖∇ψ‖L∞‖∆∇κv‖L2 + ‖∇v‖L∞‖∆∇κψ‖L2

. ‖∇ψ‖L∞‖∆∇κv‖L2 + ‖∇v‖L∞ (‖∆∇κ (ψ + τv) ‖L2 + ‖∆∇κv‖L2) .

By inserting the above estimates into (7.17) and using

‖w‖L∞ . ‖v‖L∞ + ‖v + τw‖L∞ . (M0[v](t) +M0[U ](t))(1 + t)−n/2,

as well as

‖∇ψ‖L∞ + ‖∇v‖L∞ .M0[U ](t)(1 + t)−n/2,

we infer

(7.18)
‖∇F (κ)‖L2 . (M0[U ](t) +M0[v](t))(1 + t)−n/2

× (‖∇ṽ‖L2 + ‖∇w̃‖L2 + ‖∆ṽ‖L2 + ‖∆(ψ̃ + τ ṽ)‖L2).

Noting that s0 ≥ [n/2] + 2, then by virtue of the above estimates and Lemma 4.1,
estimate (7.15) also holds. We can proceed similarly to obtain

|R
(2)
κ+1(∇

κ+1(v + τw)(σ)| . ‖∇F (κ+1)‖L2‖∇κ+1 (v + τw) ‖L2 .

Analogously to (7.18), we have

‖∇F (κ+1)‖L2 . (M0[U ](t) +M0[v](t))(1 + t)−n/2

× (‖∇κ+2v‖L2 + ‖∇κ+2w‖L2 + ‖∆∇κ+1v‖L2 + ‖∆∇κ+1(ψ + τv)‖L2).

Therefore, using the above estimate and keeping in mind how Υj,κ is defined, estimate
(7.16) follows; cf. (7.10). �

Step III. Under the assumptions of Theorem 7.1, it holds

(7.19)

∫ t

0
(1 + σ)j−1/2|R(2)

κ (∇κ(ψ + τv)(σ))|dσ

.M[v,w,U ](t)

(

Υ(j,κ)(t) +

∫ t

0
(1 + σ)j−3/2Dκ−1(σ)dσ

)

.



30 V. NIKOLIĆ & B. SAID-HOUARI

Proof. We observe that

|R(2)
κ (∇κ(ψ + τv))| = |(∇F (κ),∇(∇κ(ψ + τv)))L2 | = |(F (κ),∆∇κ(ψ + τv))L2 |

≤ ‖F (κ)‖L2‖∆(ψ̃ + τ ṽ)‖L2 .

Keeping in mind how F (κ) is defined in (6.3), we can estimate its L2 norm as follows:

(7.20)
‖F (κ)‖L2 . ‖[∇k, v]w‖L2 + ‖v‖L∞‖w̃‖L2

+ ‖[∇κ,∇ψ]∇v‖L2 + ‖∇ψ‖L∞‖∇ṽ‖L2 .

By applying the commutator estimate, we deduce

‖[∇κ, v]w‖L2 . ‖∇v‖L∞‖∇κ−1w‖L2 + ‖w‖L∞‖∇κv‖L2 ;

cf. Lemma A.4. This further yields

‖∇v‖L∞‖∇κ−1w‖L2‖∆(ψ̃ + τ ṽ)‖L2

.M0[U ](t)(1 + t)−n/2
(

‖∇κ−1w‖2L2 + ‖∆∇κ(ψ + τv)‖2L2

)

.

For the first term on the right, since n ≥ 3, we have
∫ t

0
(1 + σ)j−1/2M0[U ](t)(1 + t)−n/2‖∇κ−1w‖2L2

.M0[U ](t)

∫ t

0
(1 + σ)j−1−1/2‖∇κ−1w‖2L2dσ

.M0[U ](t)

∫ t

0
(1 + σ)j−1−1/2Dκ−1(σ)dσ.

Similarly, it holds

‖[∇κ,∇ψ]∇v‖L2 . (‖∇v‖L∞‖∇κ+1ψ‖L2 + ‖∇2ψ‖L∞‖∇κv‖L2)

. (‖∇v‖L∞

(

‖∇κ+1 (ψ + τv) ‖L2 + ‖∇κ+1v‖L2

)

+ ‖∇2ψ‖L∞‖∇kv‖L2).

By using the bounds

‖∇2ψ‖L∞ .M1[U ](t)(1 + t)−n/2−1/2 and ‖∇v‖L∞ .M0[U ](t)(1 + t)−n/2,

we then have

‖[∇κ,∇ψ]∇v‖L2‖∆(ψ̃ + τ ṽ)‖L2

. (M0[U ](t) +M1[U ](t))(1 + t)−n/2

×
(

‖∆(∇κ(ψ + τv)‖2L2 + ‖∇κ+1 (ψ + τv) ‖2L2 + ‖∇κ+1v‖2L2 + ‖∇kv‖2L2

)

.

With the same approach, we infer

(‖v‖L∞‖w̃‖L2 + ‖∇ψ‖L∞‖∇ṽ‖L2) ‖∆(ψ̃ + τ ṽ)‖L2

. (M0[U ](t) +M0[v](t)) (1 + t)−n/2
(

‖∇κw‖2L2 + ‖∆(∇κ(ψ + τv)‖2L2 + ‖∇κ+1v‖2L2

)

.

By plugging the derived estimates into (7.20) and applying Lemma 4.1, we obtain
(7.19).

Steps I–III taken together complete the proof of Theorem 7.1. �
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7.3. Proof of estimate (5.1). Our next aim is to prove the following estimate:

‖Ψ‖2
E,t + ‖Ψ‖2

D,t . |||Ψ(0)|||2Hs + ‖U0‖
2
L1 +M[v,w,U ](t)‖Ψ‖2

D,t,

where the energy norms are defined in (3.6) and (3.7). We begin by proving a helpful
auxiliary inequality.

Lemma 7.1. For an integer s ≥ 1, it holds

s−1
∑

κ=0

Υ(0,κ)(t) . ‖Ψ‖2
D,t,

where

(7.10) Υ(0,κ)(t) =

∫ t

0
(1 + σ)−3/2E(κ)(σ) dσ +

∫ t

0
(1 + σ)−1/2D(κ)(σ) dσ.

Proof. The statement follows by noting that

∫ t

0
(1 + σ)−1/2

s−1
∑

κ=0

D(κ)(σ) dσ =

∫ t

0
(1 + σ)−1/2|Ψ(σ)|2Hs .

and that
∫ t

0
(1 + σ)−3/2

s−1
∑

κ=0

E(κ)(σ) dσ =

∫ t

0
(1 + σ)−3/2|||Ψ(σ)|||2Hs dσ;

cf. (3.4), (3.5), and (6.7). �

We are now ready to prove the second crucial bound for the weighted energy of the
solution.

Theorem 7.2. Let s0 ≥ [n/2] + 2. Then the solution Ψ = (ψ, v,w, η)T of (3.3a),
(3.3b) with b = τc2 satisfies

‖Ψ‖2
E,t + ‖Ψ‖2

D,t . |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t,

where

U = (v + τw,∇(ψ + τv),∇v)T .

Proof. By writing out the energy terms, we see that our claim can be restated as

[ s−1
2

]
∑

j=0

sup
0≤σ≤t

(1 + σ)j−1/2|||∇iΨ(σ)|||2Hs−2j

+

[ s−1
2

]
∑

j=0

∫ t

0
(1 + σ)j−1/2|∇iΨ(σ)|2

Hs−2j dσ

+

[ s−1
2

]
∑

j=0

∫ t

0
(1 + σ)j−3/2|||∇iΨ(t)|||2Hs−2j (σ) dσ

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t.
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It is, therefore, enough to prove the following three estimates:

(7.21)

(1 + t)−1/2|||Ψ(t)|||2Hs +

∫ t

0
(1 + σ)−1/2|Ψ(σ)|2

Hs dσ

+

∫ t

0
(1 + σ)−3/2|||Ψ(t)|||2Hs(σ)dσ

.|||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t,

as well as

(7.22)
(1 + t)j−1/2|||∇jΨ(σ)|||2Hs−2j +

∫ t

0
(1 + σ)j−1/2|∇jΨ(σ)|2

Hs−2j dσ

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t, j ∈

{

1, . . . ,
[

s−1
2

]}

,

and

(7.23)

∫ t

0
(1 + σ)j−3/2|||∇jΨ(t)|||2Hs−2j (σ) dσ

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t, j ∈

{

1, . . . ,
[

s−1
2

]}

.

We can rewrite (7.23) by shifting the index as

(7.24)

∫ t

0
(1 + σ)j−1/2|||∇j+1Ψ(t)|||2Hs−2j−2(σ) dσ

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t, j ∈

{

0, . . . ,
[

s−1
2

]

− 1
}

.

We begin by proving estimate (7.21).

Proof of estimate (7.21): By Theorem 7.1, we have the bound
∫ t

0
(1 + σ)−1/2Rκ(σ) dσ . M[v,w,U ](t)

(∫ t

0
(1 + σ)−3/2Dκ−1(σ)dσ +Υ(0,κ)(t)

)

,

provided that s0 ≥ [n/2] + 2. Taking γ = −1/2 in estimate (7.9) yields

(1 + t)−1/2E(κ)(t) +
1

2

∫ t

0
(1 + σ)−3/2E(κ)(σ) dσ +

∫ t

0
(1 + σ)−1/2D(κ)(σ) dσ

.E(κ)(0) +

∫ t

0
(1 + σ)−1/2Rκ(σ) dσ.

Using the above bound on the Rκ term results in

(7.25)

(1 + t)−1/2E(κ)(t) +
1

2

∫ t

0
(1 + σ)−3/2E(κ)(σ) dσ +

∫ t

0
(1 + σ)−1/2D(κ)(σ) dσ

.E(κ)(0) +M[v,w,U ](t)
(

∫ t

0
(1 + σ)−3/2Dκ−1(σ)dσ +Υ(0,κ)(t)

)

.

We next wish to sum the above inequalities over 1 ≤ κ < s − 1 and add the resulting
bound to (7.3), which we restate here for convenience

(1 + t)−1/2E(0)(t) + Υ(0,0)(t) . E(0)(0) +

∫ t

0
(1 + σ)−1/2R0(σ) dσ.
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To this end, we first recall that

s−1
∑

κ=0

E(κ)(t) = |||Ψ(t)|||2Hs ,
s−1
∑

κ=0

D(κ)(t) = |Ψ(t)|2
Hs .

Additionally, by virtue of Lemma 7.1, the following estimate holds:

s−1
∑

κ=1

(

∫ t

0
(1 + σ)−3/2Dκ−1(σ)dσ +Υ(0,κ)(t)

)

.

s−1
∑

κ=0

Υ(0,κ)(t) . ‖Ψ‖2
D,t,

Hence, by summing inequalities (7.25) over 1 ≤ κ < s − 1 and adding the resulting
estimate to (7.3), we arrive at

(1 + t)−1/2|||Ψ(t)|||2Hs +

∫ t

0
(1 + σ)−3/2|||Ψ(t)|||2Hs(σ) dσ +

∫ t

0
(1 + σ)−1/2|Ψ(σ)|2

Hs dσ

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t,

where we have additionally used the estimate of the R0 term given in (7.8). This proves
(7.21).

We next prove estimates (7.22) and (7.24) by induction on j.

Basis step for (7.22) and (7.24): By Lemma 6.1, we know that

|||∇Ψ(t)|||Hs−2 . |Ψ(t)|Hs .

Thus, it is clear from the proven bound (7.21) that estimate (7.24) holds for j = 0 and
(7.22) holds for j = 1.

Inductive step for estimates (7.22) and (7.24): Let 1 ≤ j ≤ [ s−1
2 ]. We assume that

(7.22) holds with j − 1 in place of j:

(1 + t)j−3/2|||∇j−1Ψ(σ)|||2
Hs−2(j−1) +

∫ t

0
(1 + σ)j−3/2|∇j−1Ψ(σ)|2

Hs−2(j−1) dσ

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t,

and that (7.24) holds with j − 1 in place of j:

∫ t

0
(1 + σ)j−3/2|||∇jΨ(σ)|||2Hs−2j dσ . |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2

D,t.

Under this induction hypothesis we first prove (7.22). Taking γ = j − 1/2 in estimate
(7.9) leads to

(1 + t)j−1/2E(κ)(t) +

∫ t

0
(1 + σ)j−1/2D(κ)(σ) dσ

.E(κ)(0) + (j − 1/2)

∫ t

0
(1 + σ)j−3/2E(κ)(σ) dσ +

∫ t

0
(1 + σ)j−1/2Rκ(σ) dσ.
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Using Theorem 7.1 allows us to bound the last term on the right above, thus obtaining

(1 + t)j−1/2E(κ)(t) +

∫ t

0
(1 + σ)j−1/2D(κ)(σ) dσ

.E(κ)(0) + (j − 1/2)

∫ t

0
(1 + σ)j−3/2E(κ)(σ) dσ

+M[v,w,U ](t)

(

Υ(j,κ)(t) +

∫ t

0
(1 + σ)(j−1)−1/2Dκ−1(σ)dσ

)

.

We next wish to sum up the above inequalities over κ, where j ≤ κ ≤ s − j − 1. We
note that

s−j−1
∑

κ=j

E(κ)(t) = |||∇jΨ(t)|||2Hs−2j ,

s−j−1
∑

κ=j

D(κ)(t) = |Ψ(t)|2
Hs ;

cf. (6.5), (6.6). After summation, we thus have

(1 + t)j−1/2|||∇jΨ(t)|||2Hs−2j +

∫ t

0
(1 + σ)j−1/2|∇jΨ(σ)|2

Hs−2j dσ

. |||∇jΨ(0)|||2Hs−2j +

∫ t

0
(1 + σ)j−3/2|||∇jΨ(σ)|||2Hs−2j dσ

+

s−j−1
∑

κ=j

M[v,w,U ](t)
(

Υ(j,κ)(t) +

∫ t

0
(1 + σ)(j−1)−1/2Dκ−1(σ)dσ

)

.

Next we need to bound
∑s−j−1

κ=j (1 + σ)j−1−1/2Dκ(σ)dσ on the right. We have

s−j−1
∑

κ=j

(∫ t

0
(1 + σ)(j−1)−1/2Dκ−1(σ)dσ

)

=

s−j−1
∑

κ=j+1

(1 + σ)(j−1)−1/2Dκ−1(σ)dσ +

∫ t

0
(1 + σ)(j−1)−1/2Dj−1(σ)dσ

≤

s−j−1
∑

κ=j

(1 + σ)j−1−1/2Dκ(σ)dσ +

∫ t

0
(1 + σ)(j−1)−1/2Dj−1(σ)dσ.

By setting κ′ = κ− (j − 1), we deduce

s−j
∑

κ=j−1

‖∇κΨ‖L2 =

s−2j+1
∑

κ′=0

‖∇κ′∇j−1Ψ‖L2 = ‖∇j−1Ψ‖Hs−2j+1

= ‖∇j−1Ψ‖Hs−2(j−1)−1 = |∇j−1Ψ|
Hs−2(j−1) .

We thus obtain
∫ t

0
(1 + σ)(j−1)−1/2Dκ−1(σ)dσ . Υj−1,κ(t).
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Furthermore,

s−j−1
∑

κ=j

(1 + σ)j−1−1/2Dκ(σ)dσ .

s−j−1
∑

κ=j

(1 + σ)j−1/2Dκ(σ)dσ .

s−j−1
∑

κ=j

Υj,κ(t).

Altogether, we have

s−j−1
∑

κ=j

(

Υ(j,κ)(t) +

∫ t

0
(1 + σ)(j−1)−1/2Dκ−1(σ)dσ

)

.

s−j−1
∑

κ=j

Υ(j,κ)(t) +

∫ t

0
(1 + σ)(j−1)−1/2Dj−1(σ)dσ.

The above estimates imply that

(7.26)

∫ t

0
(1 + σ)(j−1)−1/2Dj−1(σ)dσ .

s−j
∑

κ=j−1

∫ t

0
(1 + σ)(j−1)−1/2Dκ(σ)dσ

.

∫ t

0
(1 + σ)(j−1)−1/2|∇j−1Ψ(σ)|2

Hs−2(j−1)

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t,

where we have used the induction hypothesis in the last inequality. Furthermore,

s−j−1
∑

κ=j

Υ(j,κ)(t) =

∫ t

0
(1 + σ)j−3/2|||∇j(ψ, v,w, η)(σ)|||2Hs−2j dσ

+

∫ t

0
(1 + σ)j−1/2|||∇j(ψ, v,w, η)(σ)|||2

Hs−2j dσ

. ‖Ψ‖2
D,t.

Hence, this estimate taken together with (7.26) leads to

(1 + t)j−1/2|||∇jΨ(t)|||2Hs−2j +

∫ t

0
(1 + σ)j−1/2|∇jΨ(σ)|2

Hs−2j dσ

. |||∇jΨ(0)|||2Hs−2j + (j − 1/2)

∫ t

0
(1 + σ)j−3/2|||∇jΨ(σ)|||2Hs−2j dσ

+M[v,w,U ](t)‖Ψ‖2
D,t.

Now using the induction hypothesis, we can estimate the second term on the right-hand
side above as

∫ t

0
(1 + σ)j−3/2|||∇jΨ(σ)|||2Hs−2j dσ . M[v,w,U ](t)‖Ψ‖2

D,t

and further obtain

(1 + t)j−1/2|||∇jΨ(t)|||2Hs−2j +

∫ t

0
(1 + σ)j−1/2|∇jΨ(σ)|2

Hs−2j dσ

. |||∇jΨ(0)|||2Hs−2j +M[v,w,U ](t)‖Ψ‖2
D,t.
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This proves estimate (7.22).

It remains to prove estimate (7.24). Using |F (0)(t)| . E2
0 obtained in Lemma 6.4,

we have after multiplying by (1 + t)γ and integrating with respect to t,
∫ t

0
(1 + σ)γD2

0(σ)dσ ≤ E2
0(0) + (1 + t)γE2

0(t) +C

∫ t

0
(1 + σ)γR0(σ)dσ.

Similarly to before, we can show that for all κ ≥ 1,

(7.27)

∫ t

0
(1 + σ)γD2

κ(σ)dσ ≤E2
κ(0) + (1 + t)γE2

κ(t) + C

∫ t

0
(1 + σ)γRκ(σ)dσ;

see (7.9). We set γ = j − 1/2 in (7.27). By relying on Theorem 7.1 and summing up
over κ for j ≤ κ ≤ s− j − 1, we obtain

(7.28)

∫ t

0
(1 + σ)j−1/2|∇jΨ(σ)|2

Hs−2j dσ

.|||∇jΨ(0)|||2Hs−2j + (1 + t)j−1/2|||∇jΨ(t)|||2Hs−2j

+M[v,w,U ](t)

s−j−1
∑

κ=j

(

Υ(j,κ)(t) +

∫ t

0
(1 + σ)(j−1)−1/2Dκ−1(σ)dσ

)

.

Using (7.22), which has been proven to hold for all 1 ≤ j ≤ [ s−1
2 ], we have the estimate

(1 + t)j−1/2|||∇jΨ(t)|||2Hs−2j . |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t,

where we have also employed

|||∇jΨ(0)|||Hs−2j . |||Ψ(0)|||Hs ,

s−j−1
∑

κ=j

Υ(j,κ)(t) . ‖Ψ‖2
D,t,

and (7.26). Hence, using the fact that |||∇Ψ|||Hs−2 . |Ψ|Hs and the bounds derived
above, estimate (7.28) further yields

∫ t

0
(1 + σ)j−1/2|||∇j+1(ψ, v,w, η)(σ)|||2Hs−2j−2 dσ

. |||Ψ(0)|||2Hs +M[v,w,U ](t)‖Ψ‖2
D,t,

which proves (7.24). This last step completes the proof. �

7.4. Proof of estimate (5.2). To complete our analysis, it remains to prove estimate
(5.2). We do this next.

Theorem 7.3. Let b = τc2 and n ≥ 3. Suppose that

Ψ0 = Ψ(t = 0) ∈ (Hs(Rn) ∩ L1(Rn))3,

where s ≥ [n/2] + 3. Then the following estimate holds for all t ∈ [0, T ]:

M[v,w,U ](t) . |||Ψ0|||
2
Hs + ‖U 0‖L1 +M

2[v,w,U ](t)

+ (M0[v](t) +M [U ]0(t) +M1[U ](t))‖Ψ‖
E,t.
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Before proceeding to the proof, we note that

‖∇jU(t)‖L2 ≤ ‖∇jΨ(t)‖H,

where H = Ḣ1(Rn)× Ḣ1(Rn)× L2(Rn)×M1 is the space endowed with the norm

‖Ψ‖2H = ‖∇v‖2L2(Rn) + ‖∇(ψ + τv)‖2L2(Rn) + ‖v + τw‖2L2(Rn) + ‖∇η‖2L2,−g′ .

Keeping in mind how M[v,w,U ](t) is defined, we can estimate it in three steps cor-
responding to the right-hand side terms; cf. (4.7). We begin with the ‖∇jΨ(t)‖H
term.

Step I. Under the assumptions of Theorem 7.3, the following estimate holds:

(7.29)
‖∇jΨ(t)‖H . (‖U 0‖L1 + ‖U 0‖Hs) (1 + t)−n/4−j/2

+
(

M
2[v,w,U ](t) +M[v,w,U ](t)‖Ψ‖

E,t

)

(1 + t)−n/4−j/2

for all j ∈ {0, . . . , s0}.

Proof. By applying the operator ∇κ to the mild solution (3.12) of the problem and
then taking the norm in H, we find that

‖∇jΨ(t)‖H ≤‖∇jetAΨ0‖H +

∫ t

0
‖∇je(t−σ)AF(Ψ,∇Ψ)(σ)‖H dσ := J1 + J2.

At this point we can relay on the decay rates for the linear problem. In particular, we
use (4.2) with j + ℓ = s. Since −(s− j)/2 ≤ −n/4− j/2, we obtain

J1 = ‖∇jetAΨ0‖H . (‖U 0‖L1 + ‖U 0‖Hs) (1 + t)−n/4−j/2.

To estimate J2, it is convenient to write it as a sum of two integrals over [0, t/2] and
[t/2, t], and treat each of them separately:

J2 =

∫ t/2

0
‖∇je(t−σ)AF(Ψ,∇Ψ)(σ)‖H dσ +

∫ t

t/2
‖∇je(t−σ)AF(Ψ,∇Ψ)(σ)‖H dσ.

Integral over [0, t/2]: Using the decay rate on ‖Ψ‖H for the linear problem now with
ℓ = j + n, we have

∫ t/2

0
‖∇je(t−σ)AF(Ψ,∇Ψ)(σ)‖H dσ

.

∫ t/2

0
(1 + t− σ)−n/4−j/2‖F(Ψ,∇Ψ)(σ)‖L1 dσ

+

∫ t/2

0
(1 + t− σ)−n/2−j/2‖∇2j+n

F(Ψ,∇Ψ)(σ)‖L2 dσ =: J21 + J22.

Using Hölder’s inequality yields

‖F(Ψ,∇Ψ)‖L1 . ‖vw‖L1 + ‖∇ψ · ∇v‖L1 . ‖U‖2L2 + ‖v‖2L2 .

Therefore,

‖U(σ)‖L2 + ‖v(σ)‖L2 . (1 + σ)−n/4M[v,w,U ](σ) . (1 + σ)−n/4M[v,w,U ](t).
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Hence, we further have

J21 .M
2[v,w,U ](t)

∫ t/2

0
(1 + t− σ)−n/4−j/2(1 + σ)−n/2 dσ

.M
2[v,w,U ](t)(1 + t)−n/4−j/2

∫ t/2

0
(1 + σ)−n/2 dσ

.M
2[v,w,U ](t)(1 + t)−n/4−j/2,

on account of our assumptions on n. Next we wish to estimate J22. We have for
κ = 2j + n,

‖∇κ
F(Ψ,∇Ψ)‖L2 . ‖∇κ(vw)‖L2 + ‖∇κ(∇ψ∇v)‖L2

. ‖∇κ(v(v + τw))‖L2 + ‖∇κ(v2)‖L2 + ‖∇κ(∇ψ∇v)‖L2 .

This further yields

(7.30)

‖∇n+2j
F(Ψ,∇Ψ)(σ)‖L2

. ‖v‖L∞

(

‖∇n+2j(v + τw)‖L2 + ‖∇n+2jv‖L2

)

+ ‖v + τw‖L∞‖∇n+2jv‖L2 + ‖∇v‖L∞‖∇n+2j∇v‖L2

+ ‖∇v‖L∞‖∇n+2j∇(ψ + τv)‖L2 + ‖∇(ψ + τv)‖L∞‖∇2j+n∇v‖L2

. (1 + σ)−n/2(M0[U ](σ) +M0[v](σ))‖∇
n+2jU‖L2

+(1 + σ)−n/2(M0[U ](σ) +M0[v](σ))‖∇
2j+nv‖L2 ;

see inequality (A.4). Recalling how the norm ‖ · ‖
E,t is defined in (3.6), we obtain

‖∇n+2jU(σ)‖L2 . ‖∇nU (σ)‖Hs−2n if s ≥ 2n+ 2j

. |||∇nΨ(σ)|||Hs−2n+1

. |||∇n−1Ψ(σ)|||Hs−2(n−1)

. (1 + σ)−n/2+3/4‖Ψ‖
E,σ

. (1 + σ)−n/2+3/4‖Ψ‖
E,t.

Similarly, we have

‖∇n+2jv(σ)‖L2 . ‖∇n+2jw(σ)‖L2 + ‖∇n+2j(v + τw)(σ)‖L2

. ‖∇n+2jw(σ)‖L2 + ‖∇n+2jU(σ)‖L2

. |||∇nΨ(σ)|||Hs−2n+1

. ‖∇n−1Ψ(σ)‖Hs−2(n−1) .
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Since n ≥ 3, we further have

∫ t/2

0
(1 + t− σ)−n/2−j/2‖∇2j+n

F(Ψ,∇Ψ)(σ)‖L2 dσ

. (M0[U ](t) +M0[v](t) +M1[U ](t))‖Ψ‖
E,t

∫ t/2

0
(1 + t− σ)−n/2−j/2(1 + σ)−n/2 dσ

. (M0[U ](t) +M0[v](t) +M1[U ](t))‖Ψ‖
E,t(1 + t)−n/4−j/2,

where we have used

∫ t/2

0
(1 + t− σ)−n/2−j/2(1 + σ)−n/2dσ

≤ (1 + t/2)−n/4−j/2
∫ t/2

0
(1 + t− σ)−n/4(1 + σ)−n/2dσ . (1 + t/2)−n/4−j/2.

see [42, Lemma 7.4] for similar arguments. Thanks to the bounds derived above, we
find that

∫ t/2

0
‖∇je(t−r)AF(Ψ,∇Ψ)(σ)‖H dσ

.
(

M
2[v,w,U ] + (M0(t) +M0[v](t) +M1[U ](t))‖Ψ‖

E,t

)

(1 + t)−n/4−j/2.

Integral over [t/2, t]: Next, we estimate the integral over [t/2, t] in (B.5). By applying
the linear decay rate (4.4) with j = 1 and ℓ = n and with ∇j−1

F(Ψ,∇Ψ) instead of
U0, we obtain

∫ t

t/2
‖∇je(t−r)AF(Ψ,∇Ψ)(σ)‖H dσ =

∫ t

t/2

∥

∥

∥∇e(t−r)A∇j−1
F(Ψ,∇Ψ)(σ)

∥

∥

∥

H
dσ

.

∫ t

t/2
(1 + t− σ)−n/4−1/2‖∇j−1

F(Ψ,∇Ψ)(σ)‖L1 dσ

+

∫ t

t/2
(1 + t− σ)−n/2‖∇j+n

F(Ψ,∇Ψ)(σ)‖L2 dσ

=: J23 + J24.

We proceed to estimate the two terms on the right. We have

‖∇j−1
F(Ψ,∇Ψ)(σ)‖L1 . ‖∇j−1(vw)‖L1 + ‖∇j−1(∇ψ · ∇v)‖L1

. ‖v‖L2‖∇j−1w‖L2 + ‖w‖L2‖∇j−1v‖L2

+ ‖∇ψ‖L2‖∇jv‖L2 + ‖∇v‖L2‖∇jψ‖L2 ,

where we have relied on the inequality (A.4). Using

‖∇j−1w‖L2 . ‖∇j−1U‖L2 + ‖∇j−1v‖L2 ,
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and recalling the definition of M[v,w,U ] in (4.7), we obtain

‖∇j−1
F(Ψ,∇Ψ)(σ)‖L1 . (1 + t)−n/4(1 + t)−n/4−(j−1)/2

M
2[v,w,U ](t)

+ (1 + t)−n/4−1/2(1 + t)−n/4−(j−1)/2
M

2[v,w,U ](t)

+ (1 + t)−n/4(1 + t)−n/4−j/2M2[v,w,U ](t)

. (1 + t)−n/2−(j−1)/2
M

2[v,w,U ](t)

for j ≤ s0. On account of our assumption on n, we then have

(7.31)

J23 .M
2[v,w,U ](t)

∫ t

t/2
(1 + t− σ)−n/4−1/2(1 + σ)−n/2−(j−1)/2 dσ

.M
2[v,w,U ](t)(1 + t)−n/2−(j−1)/2

∫ t

t/2
(1 + t− σ)−n/4−1/2 dσ

.M
2[v,w,U ](t)(1 + t)−n/2−(j−1)/2

.M
2[v,w,U ](t)(1 + t)−n/4−j/2.

Now, to estimate J24, we first use (7.30) for κ = j + n. In this manner, we obtain

‖∇κ
F(Ψ,∇Ψ)(σ)‖L2 . (1 + t)−n/2(M0[U ](t) +M0[v](t))‖∇

n+jU‖L2

+ (1 + t)−n/2−1/2M1[U ](t)‖∇n+jU‖L2

. (M0[U ](t) +M0[v](t) +M1[U ](t))(1 + t)−n/2‖∇n+jU‖L2 .

For j ≤ [s/2]− n− 1, we have

‖∇n+jU‖L2 ≤ ‖∇n+jU‖Hs−2j−2n . ‖Ψ‖
E,t(1 + t)−n/2−j/2+1/2

. ‖Ψ‖
E,t(1 + t)−n/4−j/2

because n ≥ 3. Hence,

J24 . (M0[U ](t) +M0[v](t) +M1[U ](t))‖Ψ‖
E,t

∫ t

t/2
(1 + t− σ)−n/2(1 + t)−3n/4−j/2 dσ

. (M0[U ](t) +M0[v](t) +M1[U ](t))‖Ψ‖
E,t(1 + t)−n/4−j/2.

By adding estimate (7.31) to the above inequality, we obtain
∫ t

t/2
‖∇je(t−r)AF(Ψ,∇Ψ)(σ)‖H dσ

.
(

M
2[v,w,U ](t) + (M0[U ](t) +M0[v](t) +M1[U ](t))‖Ψ‖

E,t

)

(1 + t)−n/4−j/2

.
(

M
2[v,w,U ](t) +M

2[v,w,U ](t)‖Ψ‖
E,t

)

(1 + t)−n/4−j/2.

Collecting the derived estimates completes Step I. �

Step II. Under the assumptions of Theorem 7.3, the following inequality holds for all
j ∈ {0, . . . , s0 − 1}:

(7.32)

∥

∥∇jw(t)
∥

∥

L2 . (‖∇jψ2‖L2 + ‖U0‖L1 + ‖U 0‖Hs) (1 + t)−n/4−1/2−j/2

+
(

M
2[v,w,U ] +M[v,w,U ](t)‖Ψ‖

E,t

)

(1 + t)−n/4−1/2−j/2 .
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Proof. We first prove the estimate when j = 0. We multiply the third equation in
(3.3a) by w and integrate with respect to space to arrive at

τ

2

d

dt
‖w‖2L2 + ‖w‖2L2 . ‖∆ψ‖22 + ‖∆η‖2L2,g +

∫

Rn

|(vw +∇ψ · ∇v)w|dx

. ‖∆(ψ + τv)‖2L2 + ‖∆v‖2L2 + ‖∆η‖2L2,g

+ ǫ‖w‖2L2 +
1

4ǫ
‖vw +∇ψ · ∇v‖22,

with ǫ > 0. Let C > 0 be the hidden constant in the above estimate. Then

τ

2

d

dt
‖w‖2L2 + (1− εC)‖w‖2L2 . ‖∇Ψ‖2H + ‖vw +∇ψ · ∇v‖2L2

. ‖∇Ψ‖2H + ‖v‖2L∞‖w‖2L2 + ‖∇ψ‖2L∞‖∇v‖2L2 .

We fix ǫ > 0 such that 1−Cǫ ≥ 1/2 and multiply the above inequality by e
1
τ
t. In this

manner, we arrive at

d

dt

(

e
1
τ
t‖w‖2L2

)

.
1

τ
e

1
τ
t
(

‖∇Ψ‖2H + ‖v‖2L∞‖w‖2L2 + ‖∇ψ‖2L∞‖∇v‖2L2

)

.

By then integrating with respect to time, we obtain

(7.33)
‖w‖2L2 . e−

1
τ
t‖ψ2‖

2
L2 +

1

τ

∫ t

0
e−

1
τ
(t−σ)

(

‖∇Ψ(σ)‖2H + ‖v(σ)‖2L∞‖w(σ)‖2L2

+‖∇ψ(σ)‖2L∞‖∇v(σ)‖2L2

)

dσ.

Applying the decay rate (7.29) from Step I yields

‖∇Ψ‖H . (‖U0‖L1 + ‖U 0‖Hs) (1 + t)−n/4−1/2

+
(

M
2[v,w,U ](t) +M[v,w,U ](t)‖Ψ‖

E,t

)

(1 + t)−n/4−1/2 .

Additionally using an elementary integral inequality

∫ t

0
e−γ(t−σ)(1 + σ)−β dσ . (1 + t)−β,

cf. (A.3), leads to

∫ t

0
e−

1
τ
(t−σ)‖∇Ψ(σ)‖2H dσ . (‖U 0‖L1 + ‖U0‖Hs)2 (1 + t)−n/2−1

+
(

M
2[v,w,U ](t) +M[v,w,U ](t)‖Ψ‖

E,t

)2
(1 + t)−n/2−1 .

On the other hand, by using the estimates

‖v‖L∞ . (1 + t)−n/2M0[v](t), ‖w‖L2 . (1 + t)−n/4−1/2
M[v,w,U ](t),

‖∇v‖L2 . (1 + t)−n/4−1/2
M[v,w,U ](t), ‖∇ψ‖L∞ . (1 + t)−n/2M0[U ](t),
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together with again (A.3), we obtain
∫ t

0
e−

1
τ
(t−σ)‖v(σ)‖2L∞‖w(σ)‖2L2 dσ

. (M0[v](t))
2
(

M[v,w,U ](t)
)2

∫ t

0
e−

1
τ
(t−σ)(1 + σ)−

3n
2
−1 dσ

. (M0[v](t))
2
(

M[v,w,U ](t)
)2
(1 + t)−

3n
2
−1

. (M0[v](t))
2
(

M[v,w,U ](t)
)2
(1 + t)−

n
2
−1.

Similarly, we have
∫ t

0
e−

1
τ
(t−σ)‖∇ψ(σ)‖2L∞‖∇v(σ)‖2L2 dσ

. (M0[U ](t))2
(

M[v,w,U ](t)
)2

∫ t

0
e−

1
τ
(t−σ)(1 + σ)−(n+1) dσ

. (M0[U ](t))2
(

M[v,w,U ](t)
)2
(1 + t)−

n
2
−1.

By collecting the derived bounds and making use of Lemma 4.1, we obtain estimate
(7.32) when j = 0.

We next wish to derive the corresponding bound for j ≥ 1. To this end, we apply the
operator ∇j , j ≥ 1 to the third equation in (3.3a), and multiply the resulting equation
by ∇jw. Similarly to (7.33), we obtain

‖∇jw‖2L2 . e−
1
τ
t‖∇jψ2‖

2
L2 +

∫ t

0
e−

1
τ
(t−σ)

(

‖∇j+1Ψ(σ)‖2H + ‖∇j(vw +∇ψ · ∇v)‖2L2

)

dσ.

We can further estimate the right-hand side by noting that

‖∇j(vw)‖L2 . ‖w‖L∞‖∇jv‖L2 + ‖v‖L∞‖∇jw‖L2

. (‖v + τw‖L∞ + ‖v‖L∞)‖∇jv‖L2 + ‖v‖L∞‖∇jw‖L2

. (M0[U ](t) +M0[v](t))(1 + t)−n/2M[v,w,U ](t)(1 + t)−n/4−j/2

+M0[v](t)(1 + t)−n/2M[v,w,U ](t)(1 + t)−n/4−j/2−1/2

.
(

M0[U ](t) +M0[v](t)
)

M[v,w,U ](1 + t)−n/4−j/2−1/2,

where we have utilized the well-known product estimate (A.4). Similarly, we have

‖∇j(∇ψ · ∇v)‖L2 . ‖∇ψ‖L∞‖∇j+1v‖L2 + ‖∇v‖L∞‖∇j+1ψ‖L2

.M0[U ](t)(1 + t)−n/2M[v,w,U ](1 + t)−n/4−j/2

.M0[U ](t)(1 + t)−n/4−j/2−1/2.

Furthermore, we have

‖∇j+1Ψ(σ)‖H . (‖U 0‖L1 + ‖U 0‖Hs)2 (1 + t)−n/4−1/2−j/2

+
(

M
2[v,w,U ](t) +M[v,w,U ](t)‖Ψ‖

E,t

)2
(1 + t)−n/4−1/2−j/2 .

By combining the derived bounds, the estimate follows analogously to the case j = 0.
We omit the details. �
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Step III. Under the assumptions of Theorem 7.3, the following bound holds:

∥

∥∇jv(t)
∥

∥

L2 . (‖∇jψ2‖L2 + ‖U0‖L1 + ‖U0‖Hs) (1 + t)−n/4−j/2

+
(

M
2[v,w,U ](t) +M[v,w,U ](t)‖Ψ‖

E,t

)

(1 + t)−n/4−j/2

for j ∈ {0, . . . , s0 − 1}.

Proof. By utilizing the estimate

‖∇jv‖L2 . ‖∇jw‖L2 + ‖∇j(v + τw)‖L2 . ‖∇jw‖L2 +
∥

∥∇jΨ(t)
∥

∥

H
,

the claim immediately follows from the bounds derived in Steps I and II.
Steps I–III complete the proof of Theorem 7.2. �

We have thus derived both estimates (5.1) and (5.2), which were missing to complete
the proof of our main result stated in Theorem 3.1.

Conclusion and outlook

In this work, we have investigated the asymptotic behavior of solutions to the
Jordan–Moore–Gibson–Thompson equation in inviscid media with type I memory. Due
to the critical condition b = τc2 satisfied by the medium parameters, the linearized
equation’s decay estimates are of a regularity-loss type. Such a loss of derivatives pre-
vents the use of classical energy methods in the analysis of the corresponding nonlinear
problem. Our approach instead relied on devising appropriate time-weighted norms,
which helped introduce artificial damping to the problem. In turn, this damping al-
lowed us to control the loss of derivatives and the problem’s nonlinearity.

As is the case in the analysis of many nonlinear PDEs, the unpleasant restriction
on the initial data size is required. It remains an interesting open question to show
finite-time blow-up for large initial data. It has been numerically observed that for the
Kuznetsov equation, formally obtained in the limiting case when τ → 0+ and g = 0
in (2.1), if the sound diffusivity is negligible, gradient blow-up occurs after a certain
time; see, for example, [50] for the revealing numerical experiments. The theoretical
justification of this observation remains an open problem as well.

There are also many other directions of possible future research. Our assumption on
the memory kernel g was that of exponential decay. It would be interesting to consider
how a polynomially decaying kernel influences the behavior of solutions. Singular limits
for vanishing thermal relaxation are expected to lead to nonlocal second-order acoustic
models and so their rigorous justification is of interest as well; see, for example, [3, 7] for
such studies carried out for MGT equations and [27] for the nonlinear JMGT equation
without memory.

The presence of the diffusion term b∆ψt with b > 0 was crucial in the analysis of
equation (2.1). It is known that for b = 0 and in the absence of the memory term,
the problem is ill-posed; see [18]. Having in mind nonlinear sound propagation through
biological tissues, another important question is to consider fractional diffusion b(−∆)α

for 0 ≤ α ≤ 1. We leave these open questions for future work.



44 V. NIKOLIĆ & B. SAID-HOUARI

Appendix A. Auxiliary inequalities

We gather here technical inequalities that have been frequently used in the preceding
sections, as well as the known embedding results and the general Gagliardo–Nirenberg
interpolation inequality.

Lemma A.1. (See [22]) Let a > 0 and b > 0. Then,

(A.1)

∫ t

0
(1 + t− s)−a (1 + s)−b ds ≤ C (1 + t)−min(a,b) if max(a, b) > 1,

where constant C > 0 does not depend on t.

Lemma A.2. For any t ≥ 0 and α, σ, γ > 0, it holds that

(A.2) e−γt
α
. γ−

σ
α (1 + t)−σ.

Lemma A.3. For any γ > 0, for any t ≥ 0 and for any β > 0, the following inequality
holds:

(A.3)

∫ t

0
e−γ(t−σ)(1 + σ)−β dσ . (1 + t)−β.

Proof. We have by using (A.1) together with (A.2) with σ > max(1, β) that
∫ t

0
e−γ(t−σ)(1 + σ)−β dσ .

∫ t

0
(1 + t− s)−σ (1 + s)−β ds

. (1 + t)−β,

which yields the desired result. �

Lemma A.4 (See Lemma 4.1 in [20]). Let 1 ≤ p, q, r ≤ ∞ and 1/p = 1/q + 1/r.
Then, we have

(A.4) ‖∇k(uv)‖Lp ≤ C(‖u‖Lq‖∇kv‖Lr + ‖v‖Lq‖∇ku‖Lr), k ≥ 0,

and the commutator estimate

‖[∇k, f ]g‖Lp = ‖∇k(fg)− f∇kg‖Lp

≤ C(‖∇f‖Lq‖∇k−1g‖Lr + ‖g‖Lq‖∇kf‖Lr), k ≥ 1,(A.5)

for some constant C > 0.

Lemma A.5 (The Gagliardo–Nirenberg interpolation inequality; See [38]). Let 1 ≤
p, q , r ≤ ∞, and let m be a positive integer. Then for any integer j with 0 ≤ j < m,
we have

(A.6)
∥

∥∇ju
∥

∥

Lp ≤ C ‖∇mu‖αLr ‖u‖
1−α
Lq

where
1

p
=
j

n
+ α

(

1

r
−
m

n

)

+
1− α

q

for α satisfying j/m ≤ α ≤ 1 and C is a positive constant depending only on n, m, j, q, r
and α. There are the following exceptional cases:

(1) If j = 0, rm < n and q = ∞, then we made the additional assumption that

either u(x) → 0 as |x| → ∞ or u ∈ Lq
′

for some 0 < q′ <∞.
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(2) If 1 < r < ∞ and m− j − n/r is a nonnegative integer, then (A.6) holds only
for j/m ≤ α < 1.

Lemma A.6 (Endpoint Sobolev embedding; see [2]). Assume that 2 < p <∞. Then,

there exists a constant C = C(n, p) such that if f ∈ Ḣs(Rn) with s = n(1/2 − 1/p),
then f ∈ Lp(Rn) and

‖f‖Lp ≤ C‖f‖Ḣs .(A.7)

In particular, we have

‖ψ‖
L

2n
n−2

. ‖∇ψ‖L2 ,

and

‖ψ‖Ln . ‖ψ‖
Ḣ

n−2
2
.

Lemma A.7 (See Lemma 3.5 in [40]). Let n ≥ 1 and t ≥ 0. Then the following
estimate holds:

∫ 1

0
rn−1e−r

2tdr ≤ C(n)(1 + t)−n/2.

We state here one more useful inequality that will be crucial in our energy arguments.

Lemma A.8 (See Lemma 3.7 in [46]). Let M = M(t) be a non-negative continuous
function satisfying the inequality

M(t) ≤ C1 + C2M(t)κ,

in some interval containing 0, where C1 and C2 are positive constants and κ > 1. If
M(0) ≤ C1 and

C1C
1/(κ−1)
2 < (1− 1/κ)κ−1/(κ−1),

then in the same interval

M(t) <
C1

1− 1/κ
.

Appendix B. Proof of Proposition 4.2

We present here the proof of Proposition 4.2 on the decay in w for the linear equation.

Proof of Proposition 4.2. The proof is similar in most parts to the one in [37, Propo-
sition 7.1] and follows by employing energy arguments in the Fourier space. We note
that the following estimate holds:

1

2

d

dt
τ |ŵ|2 +

1

2
|ŵ|2 . |ξ|2Ê1(ξ, t);

see [37, Proposition 7.1]. Above, we have introduced

Ê1(ξ, t) =
1

2

[

c2g|ξ|
2|ψ̂ + τ v̂|2 + τ(b− τc2g)|ξ|

2|v̂|2 + |v̂ + τŵ|2 + τ‖η̂‖2L2,−g′

+|ξ|2
∫ ∞

0
g(r)|η̂(s)|2 dr + 2τ |ξ|2ℜ

(
∫ ∞

0
g(r)

〈

η̂(s), ¯̂v
〉

dr

)]

,
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where we denote the variable dual to x by ξ in the Fourier transform. Together with
taking into account the estimate

(B.1) Ê1(ξ, t) . Ê1(ξ, 0) exp
(

−λ |ξ|2

(1+|ξ|2)2
t
)

, t ≥ 0

we obtain

|ŵ|2 ≤ |ŵ0|
2 exp (− 1

τ t) + C|ξ|2Ê1(ξ, 0) exp (−λ
|ξ|2

(1+|ξ|2)2
)t),

provided that the thermal relaxation is small enough; see [36, §7.1] for a similar ap-
proach. We define

|Ψ̂(ξ, t)|2H = |ξ|2|αψ̂ + τ v̂|2 + |αv̂ + τŵ|2 + |ξ|2|v̂|2 + ‖η̂‖2M

= |Û(ξ, t)|2 + ‖η̂‖2M,

where ‖η̂‖M = |ξ|2
∫∞
0 g(r)|η̂(s)|2 dr. Hence, it holds that

(B.2) Ê1(ξ, t) . |Ψ̂(ξ, t)|2, t > 0, and Ê1(ξ, 0) . |Û (ξ, 0)|2

In fact we also have (see [4]),

Ê1(ξ, t) & |Ψ̂(ξ, t)|2H.

So, combining the above estimates, we have

|Û(ξ, t)|2 . |Ψ̂(ξ, t)|2H . Ê1(ξ, t)

. Ê1(ξ, 0) exp
(

−λ |ξ|2

(1+|ξ|2)2
t
)

. |Û(ξ, 0)|2 exp
(

−λ |ξ|2

(1+|ξ|2)2
t
)

;

see (B.1). By applying Plancherel’s theorem, the above estimate yields (4.2); see also [4]
for more details. Applying Plancherel’s theorem together with (B.2) at t = 0 yields

‖∇jw(t)‖2L2 =

∫

Rn

|ξ|2j |ŵ(ξ, t)|2 dξ

. ‖∇jψ2‖
2
L2 exp

(

− 1
τ t
)

+

∫

Rn

|ξ|2(j+1) exp
(

−λ |ξ|2

(1+|ξ|2)2
t
)

|Û(ξ, 0)|2 dξ

for any integer j ≥ 0. The second term on the right-hand side can be split into

(B.3)

∫

Rn

|ξ|2(j+1) exp
(

−λ |ξ|2

(1+|ξ|2)2
t
)

|Û(ξ, 0)|2dξ

=

∫

|ξ|≤1
|ξ|2(j+1) exp

(

−λ |ξ|2

(1+|ξ|2)2
t
)

|Û(ξ, 0)|2dξ

+

∫

|ξ|≥1
|ξ|2(j+1) exp

(

−λ |ξ|2

(1+|ξ|2)2
t
)

|Û(ξ, 0)|2dξ.

We note that

(B.4)
|ξ|2

1 + |ξ|2
&







|ξ|2, if |ξ| ≤ 1,

|ξ|−2, if |ξ| ≥ 1.
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Concerning the first integral on the right in (B.3), by exploiting the inequality
∫ 1

0
rn−1e−r

2tdr ≤ C(n)(1 + t)−n/2,

given in Lemma A.7 together with (B.4), we find that
∫

|ξ|≤1
|ξ|2(j+1) exp

(

−λ |ξ|2

1+|ξ|2 t
)

|Û(ξ, 0)|2dξ ≤‖Û0‖
2
L∞

∫

|ξ|≤1
|ξ|2(j+1) exp

(

−λ
2

|ξ|2

1+|ξ|2 t
)

dξ

. (1 + t)−
n
2
−1−j‖U0‖

2
L1 .

On the other hand, in the high-frequency region where |ξ| ≥ 1, we have by using the
estimate

sup
|ξ|≥1

{

|ξ|−2ℓe−c|ξ|
−2t

}

. (1 + t)−ℓ

that

(B.5)

∫

|ξ|≥1
|ξ|2(j+1) exp

(

−λ |ξ|2

(1+|ξ|2)2
t
)

|Û(ξ, 0)|2dξ

≤ sup
|ξ|≥1

{

|ξ|−2ℓe−c|ξ|
−2t

}

∫

|ξ|≥1
|ξ|2(j+ℓ+1)|Û(ξ, 0)|2dξ

≤ (1 + t)−ℓ‖∇j+ℓ+1U0‖
2
L2 ,

which completes the proof. �

Appendix C. Proof of Proposition 4.3

Proof of Proposition 4.3. The decay estimate for ‖∇jv‖L2 follows by combining the de-
rived bounds (4.2) and (4.3). For the second estimate, we use the Gagliardo–Nirenberg
interpolation inequality (4.8) for an integer q ≥ n/2. We combine it with particular
cases of estimate (4.4):

‖v(t)‖L2 . (‖ψ2‖L2 + ‖U0‖L1)(1 + t)−
n
4 + (1 + t)−ℓ/2‖∇ℓU0‖H1

. (‖ψ2‖L2 + ‖U0‖L1 + ‖∇ℓU0‖H1)(1 + t)−
n
4

as well as

‖∇qv(t)‖L2 . (‖∇qψ2‖L2 + ‖U0‖L1)(1 + t)−
n
4
− q

2 + (1 + t)−ℓ/2‖∇q+ℓU0‖H1

. (‖∇qψ2‖L2 + ‖U0‖L1 + ‖∇q+ℓU0‖H1)(1 + t)−
n
4
− q

2 ,

which hold provided that ℓ/2 ≥ n/4 + q/2. We thus obtain

‖v(t)‖L∞ . (‖∇qψ2‖L2 + ‖U0‖L1 + ‖∇q+ℓU0‖H1)
n
2q

× (‖ψ2‖L2 + ‖U0‖L1 + ‖∇ℓU0‖H1)
(1− n

2q
)(1 + t)−n/2

. (‖ψ2‖L2 + ‖∇qψ2‖L2 + ‖U0‖L1 + ‖∇ℓU0‖H1 + ‖∇q+ℓU0‖H1(Rn))(1 + t)−n/2

. (‖ψ2‖Hq + ‖U0‖L1 + ‖U 0‖Hq+ℓ+1)(1 + t)−n/2.

Finally, we take q = [n/2]+1 and ℓ = n+1 in the above estimate to arrive at (4.5). �
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Note that in order to estimate ‖∇U‖L∞ , we can use the interpolation inequality:

‖∇U‖L∞ . ‖∇qU‖
2+n
2q

L2 ‖U‖
1− 2+n

2q

L2 ,

for q > n
2 +1. We can repeat the previous arguments with q = [n/2]+ 2 and ℓ = n+2,

assuming U0 ∈
(

L1(Rn) ∩Hn+[n/2]+4(Rn)
)3
.
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