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Auger scattering channels are of fundamental importance to describe and understand the non-equilibrium
charge carrier dynamics in graphene. While impact excitation increases the number of carriers in the conduction
band and has been observed experimentally, direct access to its inverse process, Auger recombination, has so far
been elusive. Here, we tackle this problem by applying our novel setup for ultrafast time-resolved photoelectron
momentum microscopy. Our approach gives simultaneous access to charge carrier dynamics at all energies
and in-plane momenta within the linearly dispersive Dirac cones. We thus provide direct evidence for Auger
recombination on a sub-10 fs timescale by identifying transient energy- and momentum-dependent populations
far above the excitation energy. We compare our results with model calculations of scattering processes in the
Dirac cone to support our experimental findings.

Non-equilibrium light-matter interaction processes have
been studied in graphene as a prototype system for funda-
mental energy dissipation channels of non-thermal and hot
charge carriers in two-dimensional systems1–25. In order to
access these out-of-equilibrium properties on the femtosec-
ond timescale, the optically-excited non-thermal charge car-
rier distributions are commonly probed using ultrafast op-
tical3–7,11,19 and photoemission12,13,17,18,21–24 spectroscopy.
Due to the linear band dispersions with a vanishing density
of states at the Dirac point combined with the weak screen-
ing of the Coulomb interaction in the two-dimensional ma-
terial, many-particle electron-electron (e-e) interactions are
particularly strong. As a result, the excited charge car-
riers thermalize to a hot Fermi-Dirac distribution on the
≈50 fs timescale11,18,23. Concurrently, scattering with op-
tical phonons leads to an azimuthal thermalization and fur-
ther cooling of the Fermi-Dirac distribution on a timescale of
200 femtoseconds to a few picoseconds12,13,15,18. Of particu-
lar interest in the carrier thermalization and cooling dynamics
in graphene are Auger processes, where one carrier changes
from the valence to the conduction band and vice versa, while
the other involved carrier remains in the same band. Here,
one distinguishes impact excitation (IE) and its inverse pro-
cess Auger recombination (AR), which increase and decrease
the number of carriers in the conduction band, respectively.
For example, Auger processes can lead to a population in-
version in the conduction and the valence band, highlighting
its potential as a gain medium in optoelectronic devices26,27.
However, while IE has been clearly identified experimentally
in graphene9,17 and other materials28, to the best of our knowl-
edge, a direct experimental verification and analysis of AR
processes have remained elusive.

In this manuscript, we provide direct experimental evidence
for AR on timescales as short as 10 fs. We show that AR
induces an energy- and momentum-dependent population in
the conduction band at energies higher than that reached by
the optical excitation itself. Moreover, depending on the ef-

FIG. 1. Possible two-body e-e scattering events of non-thermal
charge carriers in n-doped graphene that are able to create popula-
tion at energies higher than reached by the excitation itself. Excita-
tion with 1.2 eV pump photons (black arrows) resonantly populates
states around E −EF = 0.2 eV (black dots). Two processes are dis-
tinguished: (a) Band-crossing scattering processes via Auger recom-
bination. Here, one electron bridges the valence and the conduction
band and the other involved electron gains the energy of the recom-
bination process and can reach energies up to about 1.2 eV above the
Fermi level. (b) Multiple inter- and intraband scattering processes
(green and blue arrows, respectively), which can occupy higher en-
ergies in the conduction band via cascaded scattering processes.

ficiency of AR vs. other scattering processes, we find dis-
tinct temporal shifts of transient energy- and momentum-
dependent carrier populations in the conduction band. Our
findings are supported by model calculations of two-body
Coulomb scattering processes in graphene.

We specifically selected an n-doped epitaxial graphene
sample29,30 for our study, because it is known that in this
case strong optical excitation of charge carriers just above
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the Fermi-level is most advantageous for dominant Auger re-
combination processes1,16,20. Thus, the Dirac cone is located
0.4 eV below the Fermi-level and excitation with 1.2 eV pho-
tons results in a non-equilibrium electron distribution with
its peak located at 0.2 eV due to resonant optical excitation
(≈0.6 eV above the Dirac point, black arrows in Fig. 1). Dur-
ing and subsequent to this excitation with a 37±3 fs laser
pulse, multiple two-body scattering processes redistribute the
charge carrier population. From these scattering processes,
we aim here to identify clear signatures of band-crossing AR,
which is generally important for the understanding of non-
equilibrium carrier thermalization and cooling in graphene,
and, in addition, a process that creates high energy charge car-
riers during and subsequent to the optical excitation.

Figure 1 illustrates band-crossing Auger recombination
(Fig. 1a) and inter- and intraband scattering (Fig. 1b). These
particular two-body Coulomb scattering processes can gener-
ate population at energies higher than the initial optical ex-
citation, which is the experimental signature we are going to
follow, and are therefore relevant for the discussion below.
For the Auger recombination process illustrated in Fig. 1 (a),
an electron in the conduction band recombines with a hole
in the valence band, and another electron in the conduction
band gains the excess energy. In our case, typical energies
that can be reached in such a band-crossing Auger scattering
event for the scattering partner electron are 1.2 eV above the
Fermi level, if this electron originates from energies around
the Fermi-level [see red arrows in Fig. 1 (a)]. Thus, if AR
is indeed of importance for the non-equilibrium dynamics in
graphene1,16,20, we expect such high-energy electrons to be a
detectable signature of AR in our time-resolved momentum
microscopy experiment. Moreover, the temporal evolution of
such a high-energy electron population will give us quantita-
tive information on the Auger recombination scattering rate
itself.

We stress that the identification of electrons at energies
higher than those reached by the direct optical excitation
might not be sufficient proof for the presence of AR. Strong
optical excitation, as we carry out in our experiment, apart
from creating a pronounced non-equilibrium situation also
considerably increases the kinetic energy of the carriers.
Coulomb scattering processes will therefore instantly con-
tribute towards establishing a quasi-equilibrium at a higher
“temperature.” This involves cascaded intra- and interband
scattering processes that also generate population at higher
energies in the conduction band [green and blue arrows in
Fig. 1 (b)]. The most important aspect for our experimental
study is now to realize that the build-up of high-energy elec-
tron populations by multiple cascaded scattering processes ex-
hibits distinct temporal structures that distinguishes it from
direct band-crossing Auger recombination processes. In the
former case, build-up of population at higher energies requires
more and more individual intra- and interband scattering pro-
cesses: the higher the energy, the longer it takes to create pop-
ulation. In contrast, for AR, energies up to about 1.2 eV can be
reached within a single Auger scattering event, and potentially
at much earlier times than expected when cascaded multiple
intra- and interband scattering events are necessary to reach

these energies.

FIG. 2. Time-of-flight momentum microscopy data obtained on the
Dirac cone of n-doped graphene when excited with p-polarized IR
pump pulses and probed with EUV light (∆t = 10 fs). (a) 3D illus-
tration of the collected dataset, showing the linear-dispersive valence
(π) and conduction (π∗) bands (marked by dashed lines), the dark
corridor (DC), the anisotropic optical excitation (black dashed ar-
rows), and the photon-dressed sideband (SB). The shape of the Dirac
cone is indicated by a dotted line. (b) Selected (kx, ky)-momentum
maps at E−EF =−1.0 eV, 0.2 eV, and 1.1 eV that show cutouts from
the multidimensional data set in (a). The momentum-anisotropic
charge carrier distribution is conserved up to highest resolved en-
ergies E −EF = 1.1 eV (black dashed arrows), implicating collinear
e-e scattering events to reach these high energies.

In order to study the temporal structure of charge car-
rier populations at energies higher than those reached by
the direct optical excitation, we now turn to our experimen-
tal data collection and analysis. In our time-resolved pho-
toemission experiment, we use a multidimensional data col-
lection scheme that consists of a time-of-flight momentum
microscope31 in combination with a 1 MHz table-top ex-
treme ultraviolet (EUV) high-harmonic generation beamline
(p-polarized, hν = 26.5 eV, pulse length ≈ 20 fs, angle of in-
cidence = 68°)32. An exemplary time-resolved measurement
is shown in Fig. 2 (a), which illustrates an (E, kx, ky)-resolved
data set that is collected at ∆t =+10 fs after the maximum in-
tensity of the pump pulse envelope (p-polarized, hν = 1.2 eV,
incident fluence: 6.5 mJ/cm2, pulse length: 37±3 fs). We
have aligned the momentum microscope such that photoelec-
trons originating from the K-point located in the plane of inci-
dence of the impinging light are imaged onto the center of the
photoelectron detector32. Clearly visible is the ring-like struc-
ture of the Dirac cone (black dashed lines as a guide to the eye)
below the Fermi-level, and also (at lower intensity) above the
Fermi-level due to prior excitation with the 1.2 eV pump pulse
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[compare also with the (E, ky)-map in Fig. 3 (a)]. Note that
in photoemission some parts of the Dirac cone are not visi-
ble due to the so-called "dark corridor of graphene" (marked
with "DC")33,34, and that the Dirac cone shows a deviation
from the perfect circular shape in the momentum maps, called
"trigonal warping"35,36. In addition, it is known and also seen
in our experiment that excitation with 1.2 eV laser pulses is
anisotropic (indicated with black dashed arrows for better vis-
ibility), which can be explained by a polarization-dependent
matrix element for the optical excitation8,21. Hence, in our
case, the excitation is primarily in ±ky-direction. All replica
features marked with "SB" (for sideband) are induced by the
pump pulse, as we discuss in Refs. 32 and 37. However, these
features (i.e., all features not marked with black dashed lines
in Fig. 2) do not influence or contribute significantly to the
observed electron dynamics (see SI).

Turning to the middle panel of Fig. 2 (b) we find that
the highest density of charge carriers in the conduction band
above EF is observed at E −EF = 0.2 eV, as expected, be-
cause of resonant excitation by 1.2 eV light pulses. As a
result, the carrier distribution strongly deviates from a hot
Fermi-Dirac distribution, both in its energy and momentum
distribution. Most interestingly for our analysis is, however,
that we also observe population in the conduction band for
energies far above the excitation energy, i.e., up to E −EF ≈
1.1 eV [Fig. 2 (b), top panel]. Even more, these high-energy
charge carriers are also distributed anisotropically in momen-
tum space (indicated again by black dashed arrows). From
this observation, we can already draw several conclusions: (i)
As these high-energy charge carriers cannot be directly gen-
erated by the optical excitation (we exclude nonlinear optical
excitation, see SI), we conclude that very efficient scattering
events within the timescale of the pump and probe pulses must
be responsible for our observation. (ii) The replication of the
anisotropic distribution in momentum space is a clear signa-
ture that collinear scattering processes must dominate the gen-
eration of these high-energy electrons (black dashed arrows in
Fig. 2). (iii) Since these scattering events must be primar-
ily collinear and must have occurred on the few-femtosecond
timescale (∆t =+10 fs in Fig. 2), we can exclude significant
contributions of electron-phonon scattering.

Figure 3 presents a detailed analysis of the sub-50-fs tempo-
ral structure of these high-energy populations, which should
be distinct for AR vs. inter- and intraband scattering pro-
cesses. In our analysis, we focus on a momentum slice for
which kx = 0, where the conduction band is directly popu-
lated in ±ky-direction by the optical excitation [compare black
dashed arrows in Fig. 2]. In Fig. 3 (a), we show the respective
(E, ky)-cut and indicate the regions-of-interest (ROI) with col-
ored boxes that are further analyzed in Fig. 3 (b). At this point,
we make use of p-polarized pump light that generates photon-
dressed sidebands (SB) and thus provides a direct calibration
of the time axis37,38: An analysis of the SB intensity yields
a direct cross-correlation of the pump and probe laser pulses,
implicating that maximum SB intensity is reached when the
pump and probe pulses are in temporal overlap [i.e., ∆t = 0 fs,
grey trace in Fig. 3 (b)]. Note that the sideband structure
and the main Dirac cone cross in the energy- and momentum-

FIG. 3. Population dynamics in the conduction band of graphene. (a)
(E, ky)-cut through the multidimensional data for kx = 0. The regions
of interest evaluated in (b) and (c) are indicated by colored boxes.
The dotted line at E −EF = 0.8 eV indicates the threshold energy
that can be reached with a single inter- or intraband scattering event.
Higher energies can only be reached by a single AR or multiple inter-
and intraband scattering events. (b) The photoemission yield in the
ROIs as a function of pump-probe delay. The time of maximum
charge carrier occupation (∆tmax), obtained by Gaussian fitting of
the time traces in the respective ROI between -20 fs and +30 fs, is
indicated by colored arrows. The grey dashed line corresponds to a
cross-correlation of pump an probe pulses, extracted from the time-
dependent sideband yield. (c) Energy-dependence of ∆tmax; error
bars correspond to the 1σ standard deviation of the fit. For increasing
E −EF , ∆tmax first increases, saturates, and finally decreases again
for energies where AR is expected to become the dominant scattering
event. The brown dashed line is a guide to the eye through the data.

region where the resonant optical excitation occurs [black box
in Fig. 3 (a)]. However, as we detail in the SI, we can exclude
a significant contribution of this sideband yield to the mea-
sured dynamics in our further analysis.

In Fig. 3 we evaluate the occupation of the conduction band
as a function of ∆t separately for each ROI indicated in the
(E, ky)-resolved data set. Interestingly, already for E −EF =
0.2 eV (black ROI), where the optical excitation proceeds res-
onantly, maximum signal is not observed for ∆t = 0 fs, but
occurs with delay at ∆tmax ≈ 8± 1 fs. This delayed response
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of the photoelectron yield can be attributed to finite lifetimes39

due to e-e scattering processes redistributing the charge carrier
density already during the pump pulse, which is in agreement
with earlier reports20. When evaluating these time traces for
increasing energies above the resonant excitation peak, we ob-
serve that the maximum population is reached at even larger
∆tmax (blueish traces). At first glance, this is counter-intuitive
in terms of excited state lifetimes when considering the re-
laxation of charge carriers towards the Fermi level, see, e.g.
Refs. 40 and 41. However, this behavior should indeed be ex-
pected for the generation of this population via cascaded intra-
and interband scattering processes: because of energy conser-
vation and the phase space that is available for inter- and in-
traband scattering events, more and more scattering events are
necessary to reach higher and higher energies. Consequently,
∆tmax must increase towards higher energies. However, at
the highest energies where we still detect electron population,
∆tmax decreases again (green and red trace). The temporal be-
havior of the charge carriers at these high energies implies
that these carriers have not been excited via multiple scat-
tering events. Instead, they must have been excited to these
energies in a single scattering event, which, because of en-
ergy conservation, can only be AR. The time to reach maxi-
mum population for the highest measured energy can be used
for a quantitative estimation of the average Auger recombi-
nation time τAR, and at E −EF = 1.1 eV we extract ∆tmax =
10±1 fs. This value serves as an upper limit, because the ob-
served maximum might additionally be delayed due to finite
lifetimes at the respective energies. Therefore, we deduce that
the AR time is extremely fast with τAR < 10 fs. In Ref. 17,
it was found that the maximum carrier multiplication due to
IE was reached within 26 fs of the optical excitation. This
requires the average scattering time for IE to be well below
this value, placing it also on the 10-fs timescale. Although a
direct comparison of our work with Ref. 17 is hindered by the
many parameters which influence Auger scattering times (e.g.
phase space, Pauli blocking and screening), we conclude that
a sub-10-fs AR time is reasonable.

In order to obtain theoretical support of the experimental
fingerprints of AR processes, we carried out simulations of
two-body Coulomb scattering processes in graphene at the
level of Boltzmann scattering integrals (see SI for details).
Exemplary results of these simulations are shown in Fig. 4.
To keep the simulation and comparison simple, we initiated
the dynamics in the simulation (∆t = 0 fs) by anisotropically
redistributing the charge carriers between the conduction and
the valence band. The resulting imbalance of electrons and
holes at E − EF = 0.2 eV and −1.0 eV corresponds to the
experimental excitation, as shown in the inset of Fig. 4. The
main part of Fig. 4 shows transient electron populations for
E −EF > 0.8 eV calculated for two cases: (i) including all
Coulomb-mediated e-e scattering pathways, and (ii) for an ar-
tificial case neglecting all scattering events in which one car-
rier crosses bands. Thus in scenario (ii), AR processes are
excluded in the simulation. The simulation shows that the
total carrier density at E −EF > 0.8 eV, i.e., at energies be-
yond those reached by the pump pulse rises after the excita-
tion to a value that is only a small fraction of the total carrier

0.0
0.2

E-EF [eV]

-0.4

-1.0

0.8

1.3

ky

FIG. 4. Computed time-dependent carrier densities integrated over
the energy range E −EF > 0.8 eV corresponding to the experimen-
tally accessible population of high-energy electrons. The density is
normalized to the total density of electrons in the conduction band.
The red solid line is computed including all scattering channels and
the dashed line excluding Auger processes.

density in both cases. We do not observe a subsequent de-
crease of the density in this energy range because we do not
include electron-phonon interactions that would lead to such
a “cooling” behavior. However, the direct comparison clearly
shows that AR processes play a large enough role at high en-
ergies such that its signatures can be picked up by the exper-
iment. While our timescales are slightly longer than those in
the experiment due to our choice of the screening parameter,
we conclude from the calculations that it is the large influ-
ence of AR processes on the high-energy dynamics that makes
them detectable, even though the total carrier density at high-
energies is extremely small.

In conclusion, we have reported on the first direct ex-
perimental observation of Auger recombination in graphene.
We show that strong optical excitation of charge carriers in
n-doped graphene will lead to significant AR, resulting in a
macroscopic number of highly excited charge carriers at ener-
gies higher than reached by the optical excitation itself. De-
pending on the dominant scattering processes, a distinct tem-
poral structure on a sub-50-fs timescale has been identified
and can be used in the future for further studies on primary
thermalization events in graphene. For example, it will be
highly interesting to systematically vary the doping level in
order to control the relative contribution of AR, IE or other
e-e scattering processes, and thereby tune the response to the
optical excitation.
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The supplemental material contains additional TR-MM data excluding contributions of two-

photon transitions, and sideband yield to the identification of AR. In addition, we provide details

on the simulations.

I. EXCLUDING CONTRIBUTIONS OF TWO-PHOTON EXCITATION PROCESSES

In order to exclude the possible contribution of two-photon excitation processes to the occu-

pation of high-energy regions of the conduction band [E −EF ≥ 0.8 eV; excitation diagram in

Fig. 1 (a)], we performed fluence-dependent TR-MM experiments [Fig. 1 (b,c)]. We make use of

the sideband photoemission intensity, which is expected to scale linearly with pump fluence [S1].

As expected, the sideband intensity scales with a slope of 1.0±0.1 on the log-log scale, confirming

the linear dependence. In particular at E−EF = 0.8 eV, the energy for resonant two-photon excita-

tion, the photoemission yield does not scale quadratically with the fluence, but with an exponent of

1.1±0.2. We can therefore conclude that two-photon absorption does not contribute to the signal

at 0.8 eV, and that the majority of the detected charge carriers must have been excited through e-e

scattering processes. Furthermore, when evaluating energies above 0.8 eV up to 1.4 eV, i.e. the

energy window that provides direct evidence for AR, we also extract a slope of 1.1±0.2.

∗ mkeunec@gwdg.de
† marcel.reutzel@phys.uni-goettingen.de
‡ smathias@uni-goettingen.de
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FIG. 1. Fluence dependence of the charge carrier occupation in the conduction band obtained with p-

polarized pump light. (a) Excitation diagram for possible two-photon processes (crossed arrows) that would

terminate at E−EF = 0.8 eV. (b) Momentum map at E−EF = 0.8 eV showing the anisotropic population

of the conduction band at ∆t = 0 fs, as well as the contribution of the sideband (SB) centered at the K-

point. The colored boxes indicate the regions of interest evaluated in (b). (c) Fluence dependence of

the photoemission yield in the sideband (black), at E−EF = 0.8 eV where two-photon transitions would

terminate, and at E−EF ≥ 0.8 eV where we identify direct evidence for AR. The corresponding intensities

have been corrected for background counts.

II. EXCLUDING THE INFLUENCE OF SIDEBAND INTENSITIES ON CARRIER SCATTER-

ING ANALYSIS (p-POLARIZED PUMP LIGHT)

From Fig. 3 (a) of the main text, one can see that the sideband trace crosses the main Dirac cone

where optical excitation proceeds resonantly (black ROI). We calibrate ∆t = 0 fs in the energy-

and momentum-region where the sideband does not overlap with the main Dirac cone (grey ROI).

In Fig. 3 (b,c), the grey ROI and the black ROI have distinctly different ∆tmax. Such a scenario

is not be expected if significant contributions of the black ROI would stem from sideband yield;

instead, the dynamics measured in the black ROI are dominantly determined by the charge carrier

dynamics in the conduction band. If still considering minor contributions of the sideband to the

black ROI, ∆tmax = 8±1 fs has to be treated as the lower limit. Note, in addition, that in the next

section we unambiguously exclude the contribution of the sideband yield to the observed dynamics

based on measurements with s-polarized pump light.
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FIG. 2. Identification of AR in the ultrafast, energy- and momentum-resolved, redistribution of non-thermal

charge carriers in the conduction band of graphene. The same data processing as in Fig. 3 of the main text is

carried out, but for s-polarized pump light. (a) (E, ky)-cut at kx = 0. The regions of interest evaluated in (b)

and (c) are indicated by colored boxes. The dotted line at E−EF = 0.8 eV indicates the threshold energy

that can be reached with a single inter- or intraband scattering event. Higher energies can only be reached

by a single AR, or multiple inter- and intraband scattering events. (b) The photoemission yield in the ROIs

is evaluated as a function of pump-probe delay. The time of maximum charge carrier occupation (∆tmax) in

the respective ROI is indicated with a colored arrow. Note that the SB labelled time trace is obtained from

a weak sideband signal. (c) Energy-dependence of ∆tmax obtained by Gaussian fitting of the time traces

between -20 fs and +30 fs; error bars correspond to the 1σ standard deviation of the fit. The sideband trace

(grey) is used for the calibration of the time-axis (note that its plotting on the E−EF -axis is not physical

and therefore marked with a ∗). For increasing E−EF , ∆tmax first increases, saturates, and finally decreases

again for energies where AR is expected to become the dominant scattering event. The brown dashed line

is a guide to the eye through the data.
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III. ADDITIONAL DATA FOR S-POLARIZED PUMP PULSES

Figure 2 shows TR-MM data obtained on n-doped graphene for s-polarized pump light (1.2 eV,

17.3 mJ/cm2). The data is evaluated as done in the main text for the p-polarized case in Fig. 3.

Similar as discussed in the main text, we observe a distinct shift of ∆tmax = 9±1 with energy and

momentum that we interpret as a direct evidence for AR.

Note that when probing the Dirac cone located in the optical plane, for s-polarized pump-

ing, no contributions from the laser-assisted photoelectric effect [S1] can be expected, as detailed

in Ref. [S2]. The fact that the s-polarized data and analysis in Fig. 2 shows the same energy-

dependent delay further supports that the intensity of the sideband in the p-polarized case does not

contribute significantly to our analysis procedure.

5



IV. SIMULATION OF SCATTERING DYNAMICS

IV.1. Boltzmann Scattering

We outline the general treatment of electron-electron scattering for a solid in the single particle

picture. We calculate the time evolution of the electronic distribution functions f ν
k in state |ν ,k〉,

where ν is the band index, by using the Boltzmann scattering integral [S3]

d
dt

fk(t) =
2L2n

h̄2(2π)n

∫
dnq

∫
dnl
[
V ν ,µ1

µ2,µ3(q)
]2ϒ(∆E, t,Γ)

[1− f ν
k ][1− f µ1

l+q] f
µ2
l f µ3

k+q− f ν
k f µ1

l+q[1− f µ2
l ][1− f µ3

k+q]

(1)

which describes the two-fermion scattering transition l→ l+q and k+q→ k mediated by the

screened Coulomb interaction. The energy difference ∆E between initial and final states enters

here via

ϒ(∆E, t,Γ) =
h̄

Γ2 +∆E2

([
∆E sin

(∆E
h̄
(t− t0)

)
−Γcos

(∆E
h̄
(t− t0)

)]
e−

Γ
h̄ (t−t0)+Γ

)
. (2)

where Γ is the imaginary part of the self-energy. This expression approaches ϒ→ h̄δ (∆E) at

longer times and for Γ→ 0, which conserves kinetic energy, but at short times it leads to an

increase of the kinetic energy of our system during the building up of correlations. [S4] In order

to have a computationally feasible model, the self energy will be assumed as constant Γ . A finite

constant Γ also leads to an increase in energy and we choose Γ = 0.001meV keep this effect small

for the duration of our simulations. Equation (1) can be derived from a self-consistent quantum

kinetic Boltzmann equation by integrating over retardation effects. [S3, S5]

IV.2. Graphene

For the numerical solution of the dynamical equation for the distribution we employ some sim-

plifications, which are described below. The bandstructure is linearized around the Γ point[S6]

with a slope of 650 meV/nm, and the matrix elements are calculated using the linearized disper-

sions. The Coulomb matrix elements can then be written as

V ν ,µ1
µ2,µ3 =V 2D

q gν ,µ1
µ2,µ3 (3)

and we use a statically screened Coulomb potential V 2D
q . We have assumed that an additional

momentum dependent factor in Eq. (3) can be dropped, [S6] and we use a background dielectric
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constant of 4 and a constant screening parameter κ = 4nm−1. The coefficient gν ,µ1
µ2,µ3 is determined

by

gν ,µ1
µ2,µ3 =

1
4

(
1+ cν ,µ2

e(k1)
∗e(k3)

|e(k1)e(k3)|

)(
1+ cµ1,µ3

e(k2)
∗e(k4)

|e(k2)e(k4)|

)
. (4)

The prefactor ca,b equals 1 for a = b (intraband processes) and−1 for a 6= b (interband processes),

further e(k) = −a0
√

3
2 (ikx + ky). These matrix elements describe all scattering channels near the

Dirac cone. To quantify the impact of Auger processes we are interested in index combinations

µ1 = µ2 = µ3 6= ν and all their permutations. Within these eight possible combinations, Auger

recombination and impact excitation are included, both types of Auger scattering having basically

the same strength.

We have made two further important simplifications: In order to focus on electron electron

scattering, we did not include electron-phonon scattering processes, which would result in a de-

crease of the kinetic energy. The excitation is included in a purely phenomenological way by

instantaneously creating the excited carrier density.

IV.3. Numerical Details

Finally we provide a short review of the used numerical scheme and the boundary conditions.

We implemented Eq. (1) for a Cartesian k grid, which has the advantage that it does not introduce

numerical errors in the carrier density conservation. Therefore we are able to calculate the scat-

tering properties of the complete 2D k-space with an arbitrary excitation. Due to the numerical

costly right-hand side of Eq.(1) we used parallelization techniques and a Dormand-Prince dif-

ferential equation solver with adaptive step size. Finally the k-space was sampled with 51 grid

points in each direction and with a maximal momentum of kmax = 2.5nm−1. This approach using

a Cartesian k grid conserves carrier density by construction, which is important as we are looking

relatively small effects at high energies (> 800 meV). On the other hand, it is numerically quite

costly. The initial distribution is chosen as a Fermi-Dirac distribution f eq
± = 1/(1+e[(E±−µ)/(kBT )])

with a chemical potential of 400 meV to model the relaxed electrons introduced by doping.

We assume an instantaneous excitation of the form

δ f = Ae−
1
b (k−ke)

2|sin(kx)| (5)

with the amplitude A, the width of the excitation b and the center of the excitation ke, which

follows the spacial shape of the measured excitation and the calculations from Ref. [S7]. In or-

der to distinguish between scattering effects and building up of correlations, we let the system
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(a) (b)

FIG. 3. Distribution functions after 300 fs, for the full calculation (a), and the calculation without Auger

processes. The red/blue part corresponds to the lower/upper band. The full calculation reaches a quasi-

equilibrium with a chemical potential of about 300 meV. Neglecting Auger processes in the calculation

prevents the system from reaching a quasi equilibrium.

with the doped carrier density relax and then initialize the calculation by changing the electronic

distributions by ±δ f in the upper/lower band with positive/negative energy dispersion.

To eliminate Auger type processes, we exclude the Coulomb matrix elements relevant for these

transitions by setting gµ,ν
µ,µ = 0. We can thus compare the scattering dynamics with and without

Auger processes. In order to replicate the photoemission experiments to some extent, we integrate

the time-dependent distributions over the (0,ky) axis for the energy interval 0.8-1.3 eV to obtain

the time dependent density traces shown in Fig. 4 in the main text. A numerical test case of the

dynamics is presented in Fig. 3, where we compare the energy-dependent distributions obtained

300 fs after the instantaneous excitation. If all scattering processes are included the system reaches

a Fermi-Dirac distribution with a higher temperature and a different chemical potential, as the ex-

citation increases the kinetic energy of carriers, and electron-electron scattering does not dissipate

this energy. Switching the Auger scattering contributions off leads to the distributions in Fig. 3(b),

which are clearly not equilibrated.
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