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Motivated by striped correlated quantum matter, and the recently developed duality between
elasticity of a two-dimensional (2D) crystal and a gauge theory, we derive a dual coupled U(1) vector
gauge theory for a two-dimensional (2D) quantum smectic, where the disclination is mapped onto
the fractonic charge, that we demonstrate can only move transversely to smectic layers. This smectic
gauge theory dual also emerges from a gauge dual of a quantum crystal through a Higgs transition
corresponding to a single flavor of its dipole condensation, an anisotropic quantum melting via
dislocation proliferation. A condensation of the second flavor of dislocations corresponds to another
Higgs transition describing the smectic-to-nematic melting. We also utilize the electrostatic limit
of this duality to formulate a melting of a 2D classical smectic in terms of a higher derivative sine-
Gordon model, demonstrating its instability to a nematic at any nonzero temperature. Generalizing
this classical duality to a 3D smectic, gives a formulation of a 3D nematic-to-smectic transition in
terms of an anisotropic Abelian-Higgs model.

I. INTRODUCTION

A. Motivation and background

A smectic state of matter, is a liquid crystal phase that
partially breaks rotational and translational symmetries
spontaneously, exhibiting a periodic layered order. Clas-
sical smectics form in systems of rod-like constituents
(molecules like 5CB)1,2 and are driven by anisotropic en-
tropic (exclusion volume) interactions. In striking con-
trast, quantum smectic states appear even in systems
of isotropic point-like constituents as a result of frus-
trated competition between kinetic energy and interac-
tions. In cold atom systems, quantum smectics may be
realized in a putative Fulde-Ferrell-Larkin-Ovchinnikov
paired superfluids3,4 in imbalanced degenerate atomic
gases5,6 and in spin-orbit coupled Bose condensates7,8.
Quantum smectics are also a natural explanation for a
striking resistive anisotropy observed in quantum Hall
systems at half-filled high Landau levels9–14, and for
“striped” spin and charge states of weakly doped corre-
lated quantum magnets15,16.

A two-dimensional (2D) smectic can emerge from par-
tial, anisotropic melting17 of a crystal, with only one
species of dislocations unbinding, such that only one
direction of translational symmetry is restored, in a
Kosterlitz-Thouless (KT)-like18 phase transition. How-
ever, a 2D smectic is unstable to thermal fluctuations,
and is always driven into a nematic fluid at any nonzero
temperature17,19–21. In contrast, a (2+1)D quantum
smectic at zero temperature, is a stable state of mat-
ter, whose studies have been limited to a simplest har-
monic description, with effects of topological defects and
of elastic nonlinearities neglected beyond qualitative dis-
cussions (for an exception see Refs. 6,22,23). This, to-
gether with ubiquitous putative realizations provides a
strong motivation for the present detailed work, a brief
preview of which appeared in a recent publication.24

A complementary motivation for our study is its rela-

tion to a new class of topological quantum states of mat-
ter – dubbed“fractons”– discovered in theoretical exactly
solvable models.25–32 These feature a number of fascinat-
ing properties that are believed to lie beyond a conven-
tional quantum field theoretic description.33 The most
striking of these are quasiparticles with robust (not just
fine-tuned or symmetry imposed) restrictions on their
mobility, such as an immobile fracton, and its subdimen-
sional multipoles. Although experimental realizations
have been sorely lacking, these theoretical models are in-
tensely studied, motivated by their promise for a robust
quantum memory27 and fundamental interest in a new
class of topological quantum liquids34,35.

Following this gapped class of lattice qubit models,
fracton-like phenomena were also uncovered in gapless
symmetric tensor gauge theories, encoded in a gener-
alized Gauss law, that conserves charge multipoles and
thereby constrains mobility of charges36–38. Contempo-
raneously, a similarity of the constrained dynamics of
disclination and dislocation defects in a crystal was con-
jectured to be dual to charges and dipoles of a gauge
theory39. Utilizing a generalization of the familiar XY-
to-gauge theory (boson-vortex) duality40,41, Pretko and
Radzihovsky42 formalized this relation through a dual-
ity mapping (explored in other contexts by Zaanen and
company43) between a quantum 2D crystal elasticity and
a symmetric tensor gauge theory. Under this mapping
the stress tensor σij and momentum vector πi fields map
onto the electric tensor Eij and magnetic vector Bi fields,
respectively, with Newton’s law (conservation of momen-
tum) corresponding to Faraday’s law of the tensor gauge
theory. Relation of these tensor gauge theories to chiral
topological elasticity was also explored in Ref.44.

This established fracton-elasticity duality allows for
numerous predictions for phases and phase transitions of
the fracton system, based on the extensive understanding
of 2D crystal and their descendent states. For example,
different phases of the scalar fracton model - fracton insu-
lator, dipole condensate and fracton condensate, can be
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regarded as gauge theory counterparts to the “commen-
surate” and “incommensurate” (supersolid) crystals45–47,
hexatic, and isotropic fluid phases of the elasticity the-
ory. The associated finite-temperature dipole-unbinding
transition and fracton charge unbinding transition corre-
spond to the classical two-stage melting transitions, i.e.,
crystal-to-hexatic and hexatic-to-liquid transition respec-
tively.

A complementary and physically more transparent for-
mulation of elasticity-to-fractonic coupled vector gauge
theory was recently presented48. The resulting dual cou-
pled vector gauge theory involves three U(1) vector gauge
fields Ak (with k = x, y denoting flavors) and a, and
their canonically conjugate electric fields Ek and e, that
encode coupled Goldstone modes, the phonons uk and
the local bond angle θ. Building on the treatment of the
quantum crystal48 and a recent analysis of the quantum
smectic24, we derive and explore extensively the coupled
vector gauge theory duality to study the (2+1)D smec-
tic and its quantum phase transitions to a crystal and a
nematic, formulated in terms of an array of Higgs tran-
sitions. We also utilize it to study 2D and 3D classi-
cal smectic and the corresponding classical nematic-to-
smectic phase transitions50–56.

B. Summary of Results

In this paper, we develop and explore in detail a dual
coupled U(1) vector gauge theory for a 2D quantum
smectic, building on a recent study of a 2D quantum
crystal48 and a smectic24 by one of the authors. The
dual description we derive is formulated in terms of two
coupled U(1) vector gauge theories, with electric fields Ê

and ê, and canonically conjugate vector potentials Â and
â, sourced by dipole and charge current densities, nb, jb
(dislocations) and ns, js (disclinations), respectively. The
corresponding dual Hamiltonian density is given by

H̃sm =
1

2
χÊ2 +

1

2

(
∇× Â

)2

+
1

2
Kê2

+
1

2

(
∇× â + x̂× Â

)2

− Â · jb − â · js,
(1)

supplemented by the generalized Gauss laws,

∇ · Ê = nb + ê · x̂, (2)

∇ · ê = ns. (3)

We demonstrate that the ns charges (disclinations in
the smectic) of this dual gauge theory are subdimensional

“lineon”, mobile only transverse to smectic layers (that
we take to be along x̂), enforced by generalized gauge
invariance and associated continuity equation,

∂tnb + ∇ · jb = −x̂ · j. (4)

In contrast the dipoles (dislocations) exhibit a finite but
highly anisotropically mobility.

Motivated to also understand the quantum crystal-
smectic transition, we derive the smectic gauge dual and
transition to it by utilizing gauge dual of the quantum
crystal48 and condensing one flavor of dipoles (disloca-
tions). The associated Higgs transition gaps out the cor-
responding flavor of the gauge fields Ak, and leads to a
dual quantum smectic Lagrangian, that matches exactly
the description obtained through direct duality of smectic
elasticity,

L̃sm =
1

2
| (∂µ + ipAµ)ψx|2 − V (|ψx|) + Lsm

M , (5)

where, Lsm
M is the Maxwell sector from Equation (1), with

V (|ψx|) a U(1)-invariant Landau potential for x-flavor
dipoles, ψx. The flow chart in Fig. 1 summarizes these
two routes to the dual gauge theory of a quantum smec-
tic.

FIG. 1: Quantum crystal-smectic duality relations and the
associated quantum melting transition.

In this formulation the ψx = 0 Coulomb phase corre-
sponds to the quantum smectic phase, and the ψx 6= 0
Higgs phase gives a condensation of unbound x̂−dipoles
(ŷ−dislocations) that gaps out the gauge field Aµ,
which drives a Higgs transition to a quantum nematic.
The quantum melting transitions and the corresponding
phases are illustrated in Fig. 2.

We also explore the classical limit of this duality, and
formulate the 2D smectic-to-nematic melting and a sub-

sequent nematic-to-isotropic fluid transition in terms of
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FIG. 2: Illustration of quantum melting of a 2D crystal into a smectic, followed by smectic-to-nematic melting, respectively
driven by a condensation of x̂-dislocations and of ŷ-dislocations, and tuned by applied shear stress, σxx.

a higher-derivative sine-Gordon model,

H̃sm =
1

2
χ−1(∂2

xα)2 +
1

2
K−1(∂yα)2 − gb cos(b∂xα)

− gs cos(2πα).
(6)

The first two terms capture the elasticity of a 2D smec-
tic, and the two cosine correspond to dislocations and
disclinations, tuned by the corresponding fugacities gb,s.
We demonstrate that in 2D the dislocations are always
relevant, corresponding to the instability of a 2D smectic
to a nematic at any nonzero temperature17,19–21. The
resulting sine-Gordon model in α then captures the the
nematic-to-isotropic fluid transition, illustrated in Fig. 3.

FIG. 3: A phase diagram illustrating an instability of a 2D
smectic to arbitrary weak thermal fluctuations that drive it
into a nematic at any nonzero temperature. The nematic
phase transition into an isotropic fluid is through a KT discli-
nation unbinding transition Tc.

We also derive a classical dual gauge theory for a 3D
smectic, that captures its finite-temperature melting into
a nematic through a dual normal-superconductor transi-
tion with an higher-derivative Maxwell sector, equivalent
to Toner’s original treatment of the nematic-to-smectic-A
transition.56

C. Outline

The rest of this paper is organized as follows. In
Sec. II, after briefly introducing the elasticity theory
of a smectic phase and its topological defects, we map
a two-dimensional quantum smectic to a dual coupled
U(1) vector gauge theory, and use it to demonstrate that
its charges (disclinations) exhibit subdimensional con-
strained mobility. In Sec. III, starting with the cou-
pled U(1) vector gauge theory for a quantum crystal,

and“softening”it into a generalized Abelian-Higgs model,
we rederive the dual gauge theory of a quantum smectic
through a Higgs transition of one flavor of its dipoles.
Furthermore, we derive an equivalent low-energy ten-
sor gauge-theory description. In Sec. IV, we explore
the classical analogue of these dualities and associated
phase transitions, and formulate a higher derivative sine-
Gordon model, capturing classical thermal smectic melt-
ing transitions. We use it to demonstrate that indeed
a 2D smectic is unstable and driven into a nematic at
any nonzero temperature. We also generalize this discus-
sion to a 3D classical smectic, and reformulate the 3D
nematic to smectic-A transition mediated by unbinding
of dislocation loops in terms of a higher-derivative clas-
sical normal-superconductor transition. We conclude in
Sec. V with a summary of our results and discussion of
potential utility of our work.

II. SMECTIC AND ITS DUALITY

A. Classical smectic

Ideal smectics are equidistantly layered structures,
with a well-defined interlayer spacing d, which can be
determined through diffraction experiments. With the
layers correlations are liquid-like and exhibit crystal-like
periodic modulation transverse to the layers, with corre-
sponding density given by,

ρ(r) = ρ0 + (ψeq0·r + h.c.) , (7)

where, q0 = 2π
d ẑ is the modulation wavevector, and ψ its

amplitude, that is the order parameter that distinguishes
the smectic phase from the nematic phase.

The deformation of a smectic can be described by its
layer displacement field u(r). As the system is invariant
under uniform translations, the elastic energy should be
expressed purely in terms of derivatives of u. Further-
more, the first-order derivatives along the layer, ∇⊥u,
corresponding to merely a uniform rotation of the layers,
must cost no energy. Thus, to harmonic order, only the
curvature of the layers, ∇2

⊥u, can enter the quadratic
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part of the elastic energy functional. This point can be
seen more explicitly by the following argument. The or-
der parameter ψ(r), describing phonon fluctuations, can
be represented as

ψ(r) = |ψ|e−iq0u(r), (8)

and the locations of the layer planes can be determined
as the constant phase of the molecular density wave,

φ(r) ≡ q0 · r− q0u(r) = 2πn, n = 0,±1,±2, ... (9)

The layers local unit-normal is given by,

N =
∇φ

|∇φ|
=

(
−∇⊥u,−∇‖u, 1

)√
1 + (∇u)

2

= (−∂xu,−∂yu, 1) +O[(∇u)
2
].

(10)

The first-order derivative, ∇⊥u ≈ (∂xu, ∂yu, 0) ≈ ẑ−N,
therefore, corresponds to a rigid rotation of the layers
around an axis along the layer plane, and does not con-
tribute to the elastic energy, and, ∇‖u = ∂zu, in 3D.
(See. Fig.4.)

(a) (b)

(c) (d)

FIG. 4: Elastic deformations of a smectic. (a) Smectic with
equilibrium layer spacing: q0 = 2π

d
, u = 0. (b) A uniformly

translated smectic with the same energy as that in (a): u =
u0. (c) A rotated smectic with the same energy as that in
(a): with u = θx to harmonic order. (d) A smectic with
compressed layers with energy increased relative that in (a):
q′0 = 2π

d′ , u =
(
1− d

d′

)
z. [Figures adapted from Reference 2.]

Consistent with this, the continuum elastic Hamilto-
nian density for a D-dimensional smectic is given by a
well-known expression,

Hsm =
1

2
χ
(
∇‖u

)2
+

1

2
K
(
∇2
⊥u
)2
, (11)

a Landau-Peierls elastic energy19,20,23 for a one-
dimensional solid, where χ is inverse of the compressional
modulus, and K is the bend modulus.

Note that (10) is only correct up to O[(∇u)2] for small
rotations. For any finite rotations θ,

∇‖u = 1− cos θ, ∇⊥u = − sin θ, (12)

and the nonlinear strain, ∇‖u− 1
2 (∇u)2, can be straight-

forwardly seen to be independent of the rotation angle θ.
Thus, the rotationally invariant energy density is given
by,

Hsm =
1

2
χ

[
∇‖u−

1

2
(∇u)2

]2

+
1

2
K
(
∇2
⊥u
)2
, (13)

which introduces non-linear elasticity into Hsm, that
for d ≤ 3 leads to a nontrivial anomalous smectic
elasticity22,23. However, because the focus of our work
is on a quantum smectic, these elastic nonlinearities re-
main irrelevant in (2+1)D and will thus be neglected in
the rest of the manuscript.

For the smectic-A phase, the local normal field (layer
orientation) N and the director field n = ẑ + δn are
aligned in equilibrium. Thus,

∇⊥u = −δn, ∇2
⊥u = −∇⊥δn = −∇n, (14)

and the elastic energy, ignoring nonlinearities, can be rep-
resented as

Hsm =
1

2
χ (∇u+ δn)

2
+

1

2
K (∇n)

2
. (15)

For a 2D smectic, with the layers along x̂ (with layer nor-
mal along ŷ), the elastic Hamiltonian density in Eq.(11)
reduces to

Hsm =
1

2
χ (∂yu)

2
+

1

2
K
(
∂2
xu
)2
, (16)

where the layer displacement u is along the ŷ axis, and
the layer orientation (director field) is, n = −x̂ sin θ +
ŷ cos θ = ŷ + δn.

Another way to obtain smectic elasticity is to start
out with a elasticity of a 2D crystal and allow nonsingle-
valued displacement field ux, with ∇ux = vx, accounting
for a plasma of unbound dislocations with Burgers vector
along the x̂−directed smectic layers, where vx is an ar-
bitrary vector with εij∂ivjx = bx. Integrating over strain
tensor field vx, leads to the smectic harmonic elasticity,

Hsm =Hcr+disl. = µu2
ij +

1

2
λu2

ii

=µ
(
u2
xx + u2

yy + 2u2
xy

)
+

1

2
λ (uxx + uyy)

2
+

1

2
Ecb

2
x

=µ

[
v2
xx + (∂yuy)

2
+

1

2
(∂xuy + vyx)

2

]
+

1

2
λ (vxx + uyy)

2
+

1

2
Ec (∂xvyx − ∂yvxx)

2

=
1

2
χ (∂yuy)

2
+

1

2
K
(
∂2
xuy
)2
,

(17)
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where compressional modulus is χ = 4µ(µ+λ)/(2µ+λ),
bend modulus K = Ec, and higher derivative terms are
neglected after integrating out the vx field in the last
step.

Equivalently, the smectic elasticity can be formulated
in terms of the orientational (nematic) angle degree of
freedom θ, which corresponds to the orientation of the
layers, with the elastic Hamiltonian density given by,

Hsm =
1

2
χ (∇u− θx̂)

2
+

1

2
K (∇θ)

2
. (18)

At low energies set by χ, this Hamiltonian reduces to the
conventional form (16) after Higgs’ing out the bond angle
θ, locking ∂xu = θ.

B. Two-dimensional quantum smectic

Classical elastic Hamiltonian in (18) is easily general-
ized to a quantum smectic by elevating u and θ to opera-
tors, and adding canonically conjugate linear and angular
momenta operators, π̂ and L̂, respectively. This gives,

Ĥsm =
1

2
π̂2+

1

2
L̂2+

1

2
χ
(
∇û− θ̂x̂

)2

+
1

2
K
(
∇θ̂
)2

, (19)

for bosonic smectic supplemented with canonical commu-
tation relations (~ = 1),

[û(r), π̂(r′)] = iδ2 (r− r′) , (20a)[
θ̂(r), L̂(r′)

]
= iδ2 (r− r′) . (20b)

It is convenient to work with a path-integral formula-
tion where quantum nature of these fields is accounted for
by functional integration in phase-space of these fields.
We consider the evolution operator for the quantum
smectic,

U(u′, θ′, u, θ; t) = 〈u′, θ′|e−i
∫
r
Ĥsmt|u, θ〉, (21)

and rewrite it in phase-space functional integral formu-
lation as,

U =

∫
[du] [dπ] [dθ] [dL] eiSsm

=

∫
[du] [dπ] [dθ] [dL] ei

∫
dt

∫
r
Lsm ,

(22)

with the corresponding Lagrangian density given by,

Lsm =π∂tu+ L∂tθ −
1

2
π2 − 1

2
L2 +

1

2
χ−1σ2 +

1

2
K−1j2

− σ · (∇u− θx̂)− j ·∇θ.

(23)

In addition to the single-valued (smooth) Goldstone

mode degrees of freedom, θ̃ and ũ, we must also include
topological defects – disclinations and dislocations, cap-
tured by including a nonsingle-valued component of the

(a) (b)

(c)

FIG. 5: Topological defects in a 2D smectic. n̂ is the Frank
director, and b is the Burger’s vector. (a) A − 1

2
disclina-

tion, i.e., the director n̂ changes −π around a closed loop
counterclockwise. (b) A + 1

2
disclination, i.e., the director n̂

changes +π around a closed loop counterclockwise. (c) A sin-
gle positive dislocation, i.e., the layer displacement u changes
+d around a closed circuit counterclockwise, which can be re-
garded as a tightly bound dipole of two, opposite disclinations
with charges ± 1

2
.

bond angle field θs and of the phonon distortion field us,
respectively. In the smectic, a disclination at a point r0,
is defined by a nonzero closed line-integral of the gradient
of the bond angle around r0,

∮
r0
dθ = 2πns, or equiva-

lently in a differential form,

ẑ ·∇×∇θs = 2πnsδ
2(r− r0) ≡ ns(r), (24)

measuring the deficit/surplus bond angle. ns(r) is the
disclination charge density. A disclination with charge
ns = − 1

2 , and a disclination with charge ns = + 1
2 are

illustrated in Fig. 5(a, b).
A dislocation at r0 with a Burgers charge nb (that is

an integer multiples of the elementary layer spacing), is
defined by a closed line-integral,

∮
r0
du = nb, or equiva-

lently in the differential form,

ẑ ·∇×∇us = nbδ
2(r− r0) ≡ nb(r), (25)

where nb(r) is the Burgers charge density. A disloca-
tion in the smectic is shown in Fig. 5(c), which can be
regarded as a tightly bound pair of + 1

2 and − 1
2 disclina-

tions.
In anticipation of our more rigorous duality derivation,

already here we can argue for the subdimensional nature
of the disclination dynamics in a smectic. Consider a pair
of oppositely charged ± 1

2 disclinations separated along x̂
axis, as shown in Fig. 6. The separation between the pair
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is large such that we can regard them as isolated disclina-
tions. Moving the ‘+’ disclination along the layers (i.e., x̂
axis) by two layer spacings, requires the introduction of
four extra half-layers of molecules, which is a highly non-
local process in terms of atoms quantum dynamics, and is
therefore not allowed. While moving the ‘+’ disclination
transversely (i.e., in ŷ direction) preserves the strength
of the dislocation, and thus, is allowed dynamically, even
though there is an energy cost for separating the ‘+’ and
‘−’ disclination pair that make up the dislocation. Sim-
ilar analysis applies to the ‘−’ disclination. Thus, we
conclude that disclinations can only move transversely to
the layers, i.e., they manifests the subdimensional lineon
dynamics.

To include the topological defects in the complete de-
scription of the smectic, we decompose the distortion
field u and the bond angle θ into the smooth elastic and
nonsingle-valued components,

u = ũ+ us, θ = θ̃ + θs. (26)

Integrating out the single-valued parts ũ and θ̃ out of the
total generating function,

U =

∫
[dũ] [dθ̃] [dus] [dπ] [dθs] [dL] ei

∫
dt

∫
r
Lsm , (27)

leads to,

U =

∫
[dus] [dπ] [dθs] [dL] ei

∫
dt

∫
r
Lsm , (28)

where the new Lagrangian density is given in terms of
only nonsingular components,

Lsm =π∂tu
s + L∂tθ

s − 1

2
π2 − 1

2
L2 +

1

2
χ−1σ2

− σ · (∇us − θsx̂) +
1

2
K−1j2 − j ·∇θs,

(29)

with two enforced constraints,

∂tπ −∇ · σ ≡ ∂µJµ = 0, (30)

∂tL−∇ · j− σx = 0, (31)

where we implicitly introduced currents Jµ = (π,−σi).

(a)

(b)

FIG. 6: Restricted along-layers mobility of disclinations in a 2D quantum smectic. Consider a pair of disclinations separated
by five layer spacings. (a) Moving the ‘+’ disclination along the layers by two layer spacings requires an introduction of four
half-layers of underlying bosons, which is a non-local process, and therefore is not allowed. (b) Moving the ‘+’ disclination
transverse to the layers by two layer spacings preserves the strength of the dislocation, and thus, is dynamically allowed.

C. Quantum smectic-gauge theory duality

The momentum continuity equation (30) can be solved
in terms of gauge potential fields, Aµ, with

Jµ = εµνγ∂νAγ = (εij∂iAj , εiνγ∂νAγ) , (32)

such that

π = εij∂iAj = ẑ · (∇×A) , (33)

σi = −εiνγ∂νAγ = εij(∂tAj − ∂jA0), (34)
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and Eq.(31) transforms into

∂t (L− εxjAj)− ∂i (ji − εxiA0) ≡ ∂µj̃µ = 0, (35)

with j̃µ = (L− εxjAj ,−ji + εxiA0), which is then solved
by introducing another vector gauge potential aµ,

j̃µ = εµνγ∂νaγ , (36)

such that

L = εij∂iaj + εxjAj = ẑ · (∇× a + x̂×A) , (37)

ji = εij(∂taj − ∂ja0) + εxiA0. (38)

Substituting the solutions of π, σi, L,and ji in terms of
the gauge fields into the Lagrangian density, leads to the
dual Lagrangian density

L̃sm = Lsm
M + A · jb +A0nb + a · js + a0ns, (39)

where LM is the Maxwell part, given by

Lsm
M =

1

2
χ−1 (∂tA−∇A0)

2 − 1

2
(∇×A)

2

+
1

2
K−1 (∂ta−∇a0 −A0x̂)

2 − 1

2
(∇× a + x̂×A)

2
,

(40)

and the charge contributions are obtained by integrat-
ing by parts and defining the dislocation and disclination
charge and current densities as,

nb = εij∂i∂ju, (41a)

ns = εij∂i∂jθ, (41b)

jbi = εij (∂j∂tu− ∂t∂ju) , (41c)

jsi = εij (∂j∂tθ − ∂t∂jθ) . (41d)

Introducing Hubbard-Stratonovich fields E and e, the
Lagrangian density transforms into

L̃sm =−E · (∂tA−∇A0)− 1

2
χE2 − 1

2
(∇×A)

2 − 1

2
Ke2

− e · (∂ta−∇a0 −A0x̂)− 1

2
(∇× a + x̂×A)

2

+ A · jb +A0nb + a · js + a0ns.

(42)

Integrating over A0 and a0 gives the Gauss law, leaving
the standard Lagrangian form, L̃sm = −E ·∂tA−e ·∂ta−
H̃sm, from which we can read off the dual Hamiltonian
density, that is given by,

H̃sm =
1

2
χÊ2 +

1

2

(
∇× Â

)2

+
1

2
Kê2

+
1

2

(
∇× â + x̂× Â

)2

− Â · jb − â · js,
(43)

supplemented by the generalized Gauss laws

∇ · Ê = nb + ê · x̂, (44)

∇ · ê = ns, (45)

where, E and e, are independent electric fields, canoni-
cally conjugate to the corresponding vector potentials, A
and a, respectively.

The above Hamiltonian must be invariant under the
gauge transformations:

(A0, Ai)→ A′µ = (A0 + ∂tχ, (Ai + ∂iχ)) , (46a)

(a0, ai)→ a′µ = (a0 + ∂tφ, (ai + ∂iφ+ x̂iχ)) . (46b)

Requiring the source term to preserve this gauge invari-
ance, we obtain coupled continuity equations for charges
(disclinations) and dipoles (dislocations), satisfying,

∂tns + ∇ · js = 0, (47)

∂tnb + ∇ · jb = −jxs . (48)

We observe that the dipole (dislocation) continuity equa-
tion is violated by a nonzero charge (disclination) current
jxs in the x̂ (along the layers) direction. Thus, in the ab-
sence of gapped x̂−dipoles (ŷ-dislocations), we find that
jxs = 0, i.e., motion of isolated fracton charges (disclina-
tions) is restricted to be transverse to the smectic lay-
ers, as moving along the layers requires x̂-dipoles (ŷ-
dislocations) that are gapped in the smectic. Therefore,
the fractons (disclinations) exhibit subdimensional lineon
dynamics, as argued in Section II B.

III. HIGGS TRANSITION OF QUANTUM
CRYSTAL-TO-SMECTIC MELTING

As discussed in the Introduction, a smectic can emerge
from anisotropic melting17 of a crystal, understood in
terms of a Kosterlitz-Thouless (KT)-like,18 single-species
dislocation unbinding transition. This classical partial
melting transition of an anisotropic solid was studied
by Halperin and Ostlund17, and we have used this fact
in Eq.(17) to derive the smectic harmonic elasticity by
including x̂−orientated dislocations in a classical crys-
tal. Although such a 2D classical smectic is unstable to
thermal fluctuations, driven into a nematic fluid at any
nonzero temperature17,19–21 (see Section IV), a (2+1)D
quantum smectic at zero temperature is a stable state
of matter. In this section, we demonstrate that simi-
larly, a quantum smectic can also emerge from partial,
anisotropic quantum melting of a crystal.

The Hamiltonian density of a 2D quantum crystal is,

Hcr =
1

2
Cij,kl(∂iûj − θ̂εij)(∂kûl − θ̂εkl) +

1

2
K(∇θ̂)2

+
1

2
π̂2 +

1

2
L̂2,

(49)

where, û is the phonon field operator, θ̂ is the orien-
tational bond-angle field operator, and, π̂ and L̂ are
their corresponding canonically conjugate momentum re-
spectively. Cij,kl is the elastic constant tensor, which
takes the form, Cij,kl = λδijδkl + 2µδikδjl, for an
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isotropic hexagonal lattice, characterized by two indepen-
dent Lamé coefficients, λ and µ. Working in the path-
integral formulation with the field operators replaced by
corresponding classical fields, the action is

Scr =

∫
dt

∫
r

1

2

[
(∂tu)2 + (∂tθ)

2 −K(∇θ)2

−Cij,kl(∂iuj − θεij)(∂ku` − θεkl)] . (50)

Now, as the x̂−dislocations condensed, we include dis-
locations with Burgers vector along the layers (x̂) by re-
placing ∂iux = vix, where vi is an arbitrary vector field
with εij∂ivjx = bx. Then, the Lagrangian density

Lcr+disl. =
1

2

[
(∂tu)2 + (∂tθ)

2 −K(∇θ)2 − λ (∇ · u)
2

−2µ(∂iuj − θεij)2
]

=
1

2

[
(∂tu)2 + (∂tθ)

2 −K(∇θ)2 − λ(vxx + ∂yuy)2

−2µ
(
v2
xx + (∂yuy)2 + (vyx − θ)2 + (∂xuy − θ)2

)
−1

2
Ec(∂xvyx − ∂yvxx)2

]
=

1

2

[
(∂tu)2 + (∂tθ)

2 −K(∇θ)2 − χ1(∂yuy)2

−χ2(∂xuy − θ)2
]

=
1

2

[
(∂tuy)2 + (∂tθ)

2 − χ (∇uy − θx̂)
2 −K(∇θ)2

]
,

(51)
where, in the third line, we have integrated out vix and
ux, and have defined χ1 = 4µ(µ+ λ)/(2µ+ λ) and χ2 =
2µ, which are taken to be equal in the last line, χ1 =
χ2 = χ, for simplicity, corresponding to the case when
λ → 0. Then, we arrive at the Lagrangian density of a
smectic, starting with that of a quantum crystal,

Lsm = Lcr+disl., (52)

as summarized by the flow chart in Fig. 1.
Motivated by this possibility of partial quantum melt-

ing of a crystal into a smectic and the subsequent melting
into a quantum nematic, we will explore its dual in this
section. Below, we will also derive a dual gauge theory
of a quantum smectic, through a Higgs transition from a
dual gauge theory of an incommensurate quantum crys-
tal (supersolid) by condensing one flavor of dipoles, and
thereby Higgs’ing out a flavor component of the gauge
fields. As required by consistency, we indeed find that
the resulting quantum smectic dual is in full agreement
with a direct duality derived in Section II.

A. Soft-spin descriptions of quantum crystal and quantum
smectic

1. Quantum crystal

The dual coupled U(1) vector gauge theory for a quan-
tum crystal was first derived in Ref. [48], characterized

by the Lagrangian density

L̃cr =Lcr
M + Ak · Jk +A0kn

b
k + a · js + a0ns, (53)

where k = (x, y) indexes different flavors, Ak, a gauge
fields capture the k = x, y phonons and bond orienta-
tional order respectively. The Maxwell part, Lcr

M, is given
by

Lcr
M =

1

2
χ−1 (∂tAk −∇A0k)

2 − 1

2
(∇×Ak)

2

+
1

2
K−1(∂ta−∇a0 −A0kêk)2 − 1

2
(∇× a− ẑ×Ak)

2
.

(54)

To access descendant phases and corresponding quan-
tum phase transitions, we need to treat dislocation
and disclination defects as dynamical charges. Follow-
ing a standard analysis and focusing on dislocations
(dipoles) for the moment, we introduce the dynami-
cal field ψk(r, t) =

√
ρke

iϕk for each gauge-charged
dipole species pk, and add corresponding kinetic ener-
gies, ρk

2 (∂tϕk + pA0k)
2
, where we have integrated out

the massive magnitude fluctuations to focus on the low-
energy phase fluctuations only.

(a) (b)

FIG. 7: Dislocation climb via vacancies diffusion. An edge
dislocation moves out of the slip plane onto a parallel plane di-
rectly above or below the slip plane. This movement (climb) is
termed nonconservative, as compared with conservative move-
ment (glide). (a) Diffusion of vacancy to edge dislocation. (b)
Dislocation climbs up one lattice spacing.

As discussed in the Introduction, in the Mott-
insulating commensurate crystal phase, the dipole pk
can only move in the direction perpendicular to pk
while the along-dipole climb is forbidden due to the
U(1) particle-number conservation symmetry (“glide-
constraint”). Thus, we have only the glide motion,

Π⊥pkij Djψpk , with, D = ∇ + ipkAk, the covariant spa-

tial derivative, and Π⊥pkij = δij − pi,kpj,k
p2
k

, the transverse

projection operator. However, the crystal also exhibits
scalar non-topological point defects, corresponding to de-
ficiency and excess in atom density, which permits the
climb process of the dipoles (dislocations), as shown in
Fig. 7. Combined with the bosonic statistics of the un-
derlying particles, the quantum crystal can first develop
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into a super-solid phase (“incommensurate” crystal), fea-
turing both the crystalline and the superfluid orders. The
condensation of vacancies or interstitials in the super-
solid phase (as illustrated in Fig.8 is a bound state of
opposite charge dislocatons - a quadrupole), therefore,
frees these symmetry-forbidden climb constraints45–47,57,

Π
‖pk
ij Djψpk , where Π

‖pk
ij =

pi,kpj,k
p2
k

is the longitudinal

projection operator. In Appendix A, we show in de-
tail how the dislocation-superfluid coupling alleviates the
glide constraint and converts the dislocations (dipoles)
from subdimensional quasi-particles to ordinary mobile
defects, acted upon by the full spatial derivative, Dψpk .

FIG. 8: A disclination quadrupole, constructed as a bound
pair of two equal and opposite dislocations with Burgers vec-
tors b and −b, carries a unit of atom number, as can be seen
by the deficiency of a single atom in the middle of the config-
uration. As the dislocations proliferate, the condensation of
pairs of opposite dislocations (b,−b) must always accompany
the condensation of vacancies/interstitials, which correspond
to terms of Lsf-dis, the coupling between dislocation climb op-
erators and vacancy or interstitial condensate (see Appendix
A).

Introducing defect’s core energy, Ejbµ , to account for

lattice-scale physics, and the dipole (dislocation) charge
density and current density on a discrete lattice is given
as a sum of their discrete charges

nbk(r) =
∑
rn

d · nbk(rn)δ2(r− rn), (55)

jbk(r) =
∑
rn

d · jbk(rn)δ2(r− rn), (56)

where d is the lattice spacing for a 2D crystal, which is
also the elementary charge of the gauge dipoles (unit of
the dislocation charge), i.e., |pk| = p = d. The partition
function is then given by

Z =
∑
k

∫ ∏
rn

dAµ,k(rn)
∑
jbµ,k

δ
(
∆µj

b
µ,k

)
· e−S

cr
M

· e
−

∫
dt

∑
rn

∑
k[
mp
2 (∂tϕk+pA0,k)2−d2E

jb
µ,k
|jbµ,k(rn)|2+dAµ,kj

b
µ,k ]

≡
∑
k

∫ ∏
rn

dAµ,k(rn)dϕk(rn)
∑
jbµ,k

e−S̃cr[Aµ,k,j
b
µ,k]

(57)

with the action

S̃cr =

∫
dt
∑
rn

∑
k

[
mp

2
(∂tϕk + pA0,k)

2 − Ẽjbµ,k |j
b
µ,k(rn)|2

+ d

(
Aµ,k +

1

d
∆µϕk

)
jbµ,k(rn)

]
+ Scr

M,

(58)

where, mp is the effective inertia mass of the dipoles,

Ẽjbµ,k = d2Ejbµ,k in the discrete lattice, and, ∆µj
b
µ,k =

jbµ,k(r + µ) − jbµ,k(r) and ∆µϕk = ϕk(r + µ) − ϕk(r),
µ = x, y, are the discrete lattice derivatives. Note the
continuity equation ∆µj

b
µ,k = 0 is automatically satis-

fied when we integrate out ϕk, which is the phase of the
k−flavor dipole field ψk = |ψk|eiϕk . After tracing over
the 3-currents jbµ,k = (nbk, j

b
k), we obtain

S̃cr =

∫
dt
∑
rn

∑
k

[
mp

2
(∂tϕk + pA0,k)

2

− gbk cos (∆µϕk + pAµ,k)

]
+ Scr

M,

(59)

where gbk = 2e
−Ẽ

jb
k , and we have approximated the re-

sulting Villain potential by its lowest harmonic.
In the continuum limit, we have

S̃cr =

∫
dt

∫
d2rL̃cr, (60)

with the Lagrangian density L̃cr given by

L̃cr =
∑
k

[ρk
2

(∂tϕk + pA0,k)
2 − g̃bk cos (∇ϕk + pAk)

]
+ Lcr

M,
(61)

where, g̃bk = gbk/d
2 = 2

d2 e
−Ẽ

jb
k .

We then turn to an equivalent “soft-spin” description
by noting that this ordered phase action emerges from a
corresponding quantum Ginzburg-Landau theory for the
complex order parameter, ψk = |ψk|eiϕk , and write L̃cr

as,

L̃cr =
∑
k

1

2
| (∂µ + ipAµ,k)ψk|2−V ({|ψk|}) +Lcr

M, (62)

where, ψk correspond to x̂- and ŷ-oriented dipole
fields (ŷ− and x̂−dislocations) in a square lattice, and
V ({|ψk|}), is the Landau U(1)-invariant potential for
the quantum crystal, the form of which controls the type
and subsequence of phase transitions (See Section III B).
It is straightforward to verify that Eq.(62) reduces to
Eq.(61) when the gapped Higgs-like magnitude degrees
of freedom, |ψk|, whose fluctuations are controlled by
V ({|ψk|}), are integrated out, and therefore these two
Lagrangians are equivalent.



10

2. Quantum smectic

Similar analysis applies also for the quantum smec-
tic. The condensation of vacancies or interstitials in the
super-smectic (“incommensurate” smectic) phase also en-
dows the full mobility of dipoles (dislocations) in the
smectic.

Then, starting with L̃sm given by Eq.(39) and ele-
vating dislocation and disclination defects into dynam-
ical charges, we add corresponding kinetic energies,
ρ
2 (∂tϕx + pA0)

2
, and follow the same procedure as what

have been done for the quantum crystal above, which
leads to the effective Lagrangian density of the super-
smectic in the continuum given by,

L̃sm =
ρ

2
(∂tϕx + pA0)

2 − g̃b cos (∇ϕx + pA) + Lsm
M

=
1

2
| (∂µ + ipAµ)ψx|2 − V (|ψx|) + Lsm

M ,

(63)
where for concreteness we have taken the layers to be
along the x̂ axis, and replaced g̃bx simply by g̃b for the x̂-
dipole (ŷ-dislocation) fugacity, and Aµ,x simply by Aµ.
In the second form, we have written it as an equivalent
“soft-spin” description in terms of ψx = |ψx|eiϕx , with
the Landau U(1)-invariant potential, V (|ψx|), which is
equivalent to the first form when the gapped Higgs mag-
nitude degree of freedom, |ψx|, whose fluctuations are
controlled by V (|ψx|), is integrated out.

B. Crystal-to-smectic and smectic-to-nematic transitions

The quantum crystal phase can go through a fully
isotropic melting transition, mediated by dislocations,
into a hexatic (or nematic) phase, or through a multi-
stage anisotropic transition, first partially melting into
a smectic phase, depending on the form of the Lan-
dau potential V ({|ψk|}). A simple discussion based on
Ginzburg-Landau theory of continuous phase transitions
is given in the following.

Considering a 2D square lattice, the U(1)-invariant
Landau potential V ({|ψk|}), satisfying the symmetries of
the system, expanded to fourth-order of the dipole fields
ψk, is given by

V =
α

2

∑
k

|ψk|2 +
β

4

∑
k

|ψk|4 +
β′

2
|ψx|2|ψy|2

≡ α

2
|Ψ|2 +

β

4
|Ψ|4 +

1

2
(β′ − β) |ψx|2|ψy|2,

(64)

where, β, β′ > 0, and we have defined the vector com-
plex order parameter Ψ = (ψx, ψy). Note that by these
two forms, we can regard this potential as two identi-
cal complex Ising models coupled together, or a complex
XY model with the originally rotational symmetry bro-
ken down to a rectangular one. As usual, at mean-field
level the phase transition takes place at α = 0, as α
changes its sign.

1. Crystal-to-nematic transition

We first consider the case of β > β′, when it is energeti-
cally favorable for both flavors of dipole fields to condense

with the same expectation value |ψx| = |ψy| =
√
|α|
β+β′ ,

corresponding to the nematic phase. This crystal-to-
nematic transition, analogue of the crystal-to-hexatic
melting in a 2D classical crystal, has been discussed in
Ref. 46, formulated as a Ginzburg-Landau theory of ten-
sor superconductors, i.e., dipole fields coupled to the sym-
metric tensor gauge field. However, as pointed out in the
Introduction, that tensor-only gauge theory formulation
of the Mott-insulating “commensurate” crystal, fails to
capture the full dipole mobility endowed by the conden-
sation of vacancies and interstitials. Here, we take a com-
plementary coupled vector gauge theory description48

and condense both x̂- and ŷ-dipoles, ψx 6= 0, ψy 6= 0.
Via Anderson-Higgs mechanism this gaps out all gauge
field flavors, Aµ,k, k = x, y. These can then be safely in-
tegrated out at low energies at wavelengths longer than√

2mp
ρkp2 (i.e., the penetration length of Aµ,k), thereby re-

ducing the Maxwell Lagrangian of the crystal to that of
a form described by the rotational gauge field aµ only.
With details relegated to Appendix B, the result is given
by,

Lcr
M (Aµ,k = 0, aµ) ≈Lnm

M (aµ)

=
1

2
K−1 (∂ta−∇a0)

2 − 1

2
(∇× a)

2
,

(65)

which corresponds to setting, Aµ,k ≈ 0, to the lowest or-
der, and neglecting anisotropies of the resulting nematic
state.

As demonstrated by foundational papers on
duality40,41, such Abelian gauge theory is dual to
a quantum XY model of the nematic given by,

Lnm =
1

2
(∂tθ)

2 − 1

2
K (∇θ)

2
, (66)

where θ is the layer orientation, confirming a consistency
with our physical expectations.

2. Crystal-to-smectic and smectic-to-nematic transitions

We next consider the case of β < β′, when it is
favorable to have only one flavor of dipole fields con-

densed, with ψx = 0 and |ψy| =
√
|α|
β , or, ψy = 0

and |ψx| =
√
|α|
β , corresponding to the crystal-to-smectic

phase transition, which restores translational symmetry
in only one direction. With our interest in the quantum
smectic, in the following we will thus focus on the β < β′

case, and dualize the quantum smectic alternatively, via
Anderson-Higgs mechanism, gapping out one of the fla-
vors of the gauge fields in this smectic phase, formulated
in a “soft-spin” description of a 2D quantum crystal.
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The crystal-smectic partial melting transition corre-
sponds to condensation of one flavor of the dipole fields,
that according to Fig. 2, we take to be ŷ-dipoles, i.e.
ψy 6= 0. Within this Higgs phase, the corresponding y
flavor gauge field Aµ,y is gapped out, and can be safely
integrated out in the low-energy regime with wavelengths

of excitations much greater than
√

2mp
ρyp2 (i.e., the pene-

tration length of Aµ,y ). To lowest order, it corresponds
to Aµ,y ≈ 0, reducing the crystal’s Maxwell Lagrangian
to that of a smectic,

Lcr
M (Aµ,x, Aµ,y = 0, aµ) ≈ Lsm

M (Aµ,x, aµ) . (67)

The detailed derivations are given in Appendix B.
Subsequent melting with a condensation of x̂−dipoles
(ŷ−dislocations) leads to a single vector gauge theory
for aµ, with both Aµ,k gapped out, in the low-energy
regime with wavelengths of excitations much greater than√

2mp
ρxp2 , i.e.,

Lsm
M (Aµ,x = 0, aµ) ≈Lnm

M (aµ)

=
1

2
K−1 (∂ta−∇a0)

2 − 1

2
(∇× a)

2
,

(68)

to the lowest order. As expected, this corresponds to the
dual of the quantum XY model of the nematic state.

C. Vector to tensor gauge theory redux in low-energy limit

The Maxwell part of a crystal, given by Eq.(54), is
gauge invariant under the following transformation,

(A0k,Ak)→ (A0k + ∂tχk,Ak + ∇χk) ,

(a0, ak)→ (a0 + ∂tφ, ak + ∂kφ+ χk) .
(69)

As demonstrated explicitly in Ref. 48, the enlarged
gauge redundancy allows us to completely eliminate a
by choosing χk = ak, as a result of which, the term
1
2 (∇× a− ẑ×Ak)

2
reduces to 1

2 (εikAik)
2
, thereby gap-

ping out the antisymmetric component εikAik at energies
well below this gap, i.e., with length scales greater than√
χ. Furthermore, the electric field term 1

2K
−1(∂ta −

∇a0 − A0kêk)2 reduces to 1
2K
−1(∇a0 + A0kêk)2 un-

der this transformation, enforcing A0k = −∂ka0 at low

enough energies with length scales greater than
√

K
χ .

Therefore, the dual coupled U(1) vector gauge theory
for a quantum crystal, reduces to the dual tensor gauge
theory in the low-energy limit, with, Lcr

M, reduces to that
in the tensor gauge theory, described by,

Lcr
M =

1

2
χ−1 (∂tAik + ∂i∂ka0)

2 − 1

2
(εji∂jAik)

2

=Eik (∂tAik + ∂i∂ka0)− 1

2
χE2

ik −
1

2
BkB

k,

(70)

where Aik, is a rank-2 symmetric tensor field, which cor-
responds to the ith component of k-flavor vector gauge

field Ak in the coupled vector gauge theory, a0 is a scalar
field with ∂ka0 corresponding to A0k in the vector gauge
theory, Bk = εji∂jAik, and Eik is the electric tensor field
canonically conjugate to Aik.

In contrast, within the smectic Higgs phase,
corresponding to the condensation of ŷ−dipoles
(x̂−dislocations), we cannot eliminate a completely,
since we have already made a gauge choice with
χy = 1

pϕy,

Aiy → Aiy+
1

p
∂iϕy, A0y → A0y+

1

p
∂tϕy, ay → ay+

1

p
ϕy,

(71)
to absorb the phase ϕy of the condensed dipole field ψy =√
ρye

iϕy into the gauge fields Aµ,y. Integrating out the
gapped gauge field components, Aiy and ∂ya0, reduces
Lcr

M, in a condensate of ŷ−dipoles, to that of a smectic,

Lcr
M =

1

2
χ−1 (∂tAix + ∂i∂xa0)

2 − 1

2
(εji∂jAix)

2

+
1

2
K−1 (∂ta−∇a0 −A0xx̂)

2
+

1

2
(εij∂iaj +Ayx)

2

=−Ex · (∂tAx −∇A0x)− 1

2
χE2

x −
1

2
(∇×Ax)

2

− e · (∂ta−∇a0 −A0xx̂)− 1

2
Ke2

− 1

2
(∇× a + x̂×Ax)

2
,

(72)
which matches exactly with Eq.(40) after setting A0x =
−∂xa0 and dropping the ‘x’ index.

We may also explore a 2D quantum smectic at low
energies by similar analysis, as what has been done
for a crystal in Eq.(70). In the smectic case, choosing
χ = ax in the gauge transformation (46) allows us to
eliminate ax completely, as a result of which, the term
1
2 (∇× a + x̂×A)

2
of Lsm

M given by (40), reduces to,
1
2 (∂xay +Ay)

2
, thereby enforcing Ay = −∂xay at suf-

ficiently low energies, with length scales greater than√
χ. Furthermore, the term 1

2K
−1 (∂ta−∇a0 −A0x̂)

2
,

reduces to 1
2K
−1
[
(∂tay − ∂ya0)

2
+ (∂xa0 +A0)

2
]

under

this transformation, enforcing A0 = −∂xa0 in low energy

regime with length scales greater than
√

K
χ . Therefore,

in the low-energy limit, Lsm
M reduces to,

Lsm
M =

1

2
χ−1 (∂tAi + ∂i∂xa0)

2 − 1

2
(∇×A)

2

+
1

2
K−1 (∂tay − ∂ya0)

2

=− Eix (∂tAi + ∂x∂xa0)− 1

2
χE2

ix −
1

2
B2
x

+
1

2
K−1 (∂tay − ∂ya0)

2
,

(73)

where Eix is a tensor gauge field, corresponding to the ith

component of the vector field Ex. This vector- to tensor-
gauge theory reduction at low energies is illustrated in
Fig.9.
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FIG. 9: Vector gauge theory of a 2D quantum crystal and
smectic, in the low-energy limit reduce to their corresponding
tensor gauge theory forms.

IV. CLASSICAL LIMIT OF SMECTIC-GAUGE THEORY
DUALITY

A. 2D classical smectic duality

As a consistency check on our quantum dual theory for
a 2D quantum smectic, we anticipate that the classical
smectic theory must emerge as the classical limit of the
above duality, as we demonstrate explicitly below.

The elasticity of a 2D classical smectic is given by the
Hamiltonian density,

Hsm =
1

2
χ (∇u− θx̂)

2
+

1

2
K (∇θ)

2

=
1

2
χ−1σ2 − iσ · (∇u− θx̂) +

1

2
K−1j2 − ij ·∇θ.

(74)

where we have introduced two Hubbard-Stratonovich
fields σ and j to decouple the two elastic terms.

We derive its classical dual by integrating out the
smooth part of u and θ, which leads to the constraints:

∂iσi = 0,

∂iji + σx = 0.
(75)

The first equation can be solved in terms of a scalar po-
tential φ, σi = εij∂jφ, which inside the second constraint
gives,

∂i(ji + εxiφ) = 0, (76)

that is then solved by introducing another potential α,
ji = εij∂jα− εxiφ.

Substituting σi and ji back into the original Hamilto-

nian, and integrating by parts, lead to

H̃sm =
1

2
χ−1 (∇φ)

2 − iεij∂jφ (∂iu− δixθ)

+
1

2
K−1 (εij∂jα− εxiφ)

2 − i (εij∂jα− εxiφ) ∂iθ

=
1

2
χ−1 (∇φ)

2
+ iφεij∂j (∂iu− δixθ)

+
1

2
K−1 (∇α+ φx̂)

2
+ iθεij∂i∂jα+ iφεxi∂iθ

=
1

2
χ−1 (∇φ)

2
+

1

2
K−1 (∇α+ φx̂)

2 − iφb− iαs,
(77)

where we have defined b = εij∂i∂ju and s = εij∂i∂jθ, as
the dislocation and disclination densities respectively.

Low-energy regime, 1
2K
−1 (∇α+ φx̂)

2 ≈ kBT , i.e., at

length scales greater than
√
KkBT , integrating over φ ,

to lowest-order, sets φ = ∂xα, and therefore, gives

H̃sm =
1

2
χ−1

(
∂2
xα
)2

+
1

2
K−1 (∂yα)

2− i∂xαb− iαs, (78)

which, as expected, turns out to be the electrostatic limit
of the quantum smectic duality, i.e., Eq.(39) and Eq.
(40), with φ = A0 and α = a0.

Focusing on dislocations and neglecting the high en-
ergy disclination defects, we can straightforwardly inte-
grate out α(r) in the partition function, obtaining a dis-
location Coulomb gas Hamiltonian

Hb =
1

2

∫
d2q

(2π)2
b(q)K̃(q)b(−q), (79)

with,

K̃(q) =
d2

a2

Kq2
x

q2
y + λ2q4

x

+ 2Eb, (80)

where, Eb is the defect core energy, d is the layer spacing,
and a is the lattice spacing between atoms within the
layers, and “penetration” length λ is defined as, λ2 ≡
K/χ. Thus, the dislocations Coulomb gas Hamiltonian
in real space reduces to,

Hb =
1

2

∫
r1,r2

U(r1 − r2)b(r1)b(r2) + Eb

∫
r

b2(r), (81)

where,

U(r) =
1

4

d2

a2
χ

(
λ

π|y|

)1/2

e−x
2/4λ|y|, (82)

as first found by Toner and Nelson in Ref. 21. The com-
plete Hamiltonian contains also a smooth phonon part,
H0, depending only the smooth, single-valued part, ũ, of
the displacement, u = ũ+ us, i.e.,

H = H0 +Hb. (83)
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with H0 given by

H0 =
1

2

∫
d2r

[
χ (∂yũ)

2
+K

(
∂2
xũ
)2]

(84)

With this Hamiltonian, we can study the effects of
phonons and dislocations at finite temperatures on trans-
lational and orientational orders.

Effect of phonon fluctuations on the translation order is
expressed in terms of correlations in the order parameter,
ψ (r) = |ψ|e−iq0u(r) as,

〈ψ(r)ψ∗(0)〉 ∼ 〈e−iq0[u(r)−u(0)]〉

= e−
1
2 q

2
0〈[u(r)−u(0)]2〉

∼

 exp

(
− q

2
0kBT
χ

√
|y|

4πλ

)
, for x2 � λy,

exp
(
− q

2
0kBT
4χλ |x|

)
, for x2 � λy,

(85)

where we have used the fact that

〈[u(r)− u(0)]2〉 =

∫
q

∫
q′

(
eiq·r − 1

) (
eiq
′·r − 1

)
〈u(q)u(q′)〉

=

∫
q

(2− 2 cos(q · r))
kBT

χ
(
q2
y + λ2q4

x

)
∼

{
kBT
χ

√
|y|
πλ , for x2 � λy,

kBT
2χλ |x|, for x2 � λy.

(86)

Smectic layers orientational order is expressed in terms of
correlations in the nematic-like order parameter, N(r) =
(cos θ(r), sin θ(r)), as,

lim
r→∞
〈N(r) ·N(0)〉 = lim

r→∞
〈cos [θ(r)− θ(0)]〉

= lim
r→∞

e−
1
2 〈[θ(r)−θ(0)]2〉

= e−
KBTΛ

χλa = constant,

(87)

where we have used

〈[θ(r)− θ(0)]
2〉 = 〈[∂xu(r)− ∂xu(0)]

2〉

= −
∫
q

∫
q′

(
eiq·r − 1

) (
eiq
′·r − 1

)
qxq
′
x〈u(q)u(q′)〉

=

∫
q

(2− 2 cos(q · r))
q2
xkBT

χq2
y +Kq4

x

∼ 2kBT

χλa
, for r →∞.

(88)

with Λ = 2π
a , a convenient cutoff. Therefore, in a 2D clas-

sical smectic at nonzero temperature, the translational
order is destroyed by thermal phonon fluctuations19–21,
while the orientational order persists even in the presence
of thermally excited phonons, destroyed only at higher
temperatures by proliferation of dislocations.

In presence of unbound dislocations, appearing at
density, nd ∼ e−Ec/(kBT ), in thermal equilibrium, the
effective elasticity in Debye-Huckel approximation, re-
duces to that of a nematic at scales greater than, ξD ∼
e−Ec/(2kBT ),

FN =
1

2
K(T )

∫
d2r (∇θ)

2
, (89)

and the correlations in orientational order become decay
algebraically,

lim
r→∞
〈N(r) ·N(0)〉 ∼ r−η(T ), (90)

with, η(T ) = 2kBT/[πK(T )]. Therefore, a 2D smectic is
unstable to thermal fluctuations, driven into a nematic
fluid at any nonzero temperatures. At high temperature,
the nematic to isotropic liquid transition, driven by un-
binding of disclinations, is described by Kosterlitz and
Thouless, with18,49,

η
(
T−c
)

=
1

4
, (91)

at the critical temperature Tc.
Motivated by our formulation of two-dimensional melt-

ing of a classical crystal17,18,58–60, via a dual theory in
terms of a higher derivative vector sine-Gordon model61,
we expect to find the analogous description for the 2D
smectic. To this end, we express the dislocation and
disclination densities in terms of a sum of their discrete
charges as,

b(r) =
∑
rn

brnδ
2(r− rn),

s(r) =
∑
rn

srnδ
2(r− rn).

(92)

In terms of these discrete topological defect charges, the
Hamiltonian is given by

Hsm =
1

2

∫
r

[
χ−1(∂2

xα)2 +K−1(∂yα)2
]

+
∑
rn

[
Ebb

2
rn + Essrn

]
−
∑
rn

[i∂xαbrn + i2παsrn ] .

(93)

Following a standard analysis, summing over the charges,
we obtain the dual sine-Gordon Hamiltonian,

H̃sm =

∫
r

[
1

2
χ−1(∂2

xα)2 +
1

2
K−1(∂yα)2 − gb cos(b∂xα)

− gs cos(2πα)

]
.

(94)

where gb = 2
a2 e
−a2Eb and gs = 2

a2 e
−Es , which provides a

transparent description of the continuous two-stage melt-
ing in terms of the renormalization-group relevance of two
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cosine operators that control the sequential unbinding of
dislocations and disclinations, respectively corresponding
to the smectic-to-nematic and nematic-to-isotropic fluid
transitions. The resulting phase diagram is illustrated in
Fig.10.

(a)

(b)

FIG. 10: Different phases involved in the melting transitions
of a triangular crystal and a smectic in two dimensions. (a)
A triangular crystal at low temperatures, which first melts at
Tm via an unbinding of dislocations into a hexatic, and the
sixfold orientational order in the hexatic phase is destroyed at
a higher temperature Thex by unbinding of disclinations. (b)
A zero-temperature smectic, that is unstable and driven into
a nematic at any nonzero temperatures. The nematic phase
transforms into an isotropic fluid via a further disclination
unbinding transition at Tc. [Figures adapted from Reference
21.]

Because of the second-order Laplacian elasticity, stan-
dard analysis around the Gaussian fixed line gb = gs = 0
shows that, the mean-squared fluctuations of α(r) is
given by

〈[α(r)− α(0)]2〉 ∼

{
kBT
χ−1

√
λ|y|
π , for x2 � λ−1y,

kBT
2χ−1λ|x|, for x2 � λ−1y,

(95)

which leads to an exponentially (as opposed to power-law
in a conventional sine-Gordon model) vanishing Debye-

Waller factor, 〈ei2πα(r)e−i2πα(0)〉 = e−2π2〈[α(r)−α(0)]2〉,
and in turn to a strongly irrelevant disclination cosine,
gs, that can therefore be neglected. In contrast, mean-
squared fluctuations of ∂xα(r) is,

〈[∂xα(r)− ∂xα(0)]
2〉 ∼ constant, (96)

for large r, and orientational correlation therefore given
by,

〈eib·∂xα(r)e−ib·∂xα(0)〉 = e−
1
2 b

2〈[∂xα(r)−∂xα(0)]2〉

∼ constant.
(97)

This therefore leads to the conclusion that the disloca-
tion cosine, gb, is always relevant. At sufficiently long
scales, dislocation cosine in Eq.(94) reduces to a har-
monic potential for ∂xα, −gb cos(b∂xα) ' 1

2gbb
2(∂xα)2.

The effective Hamiltonian is then given by

H̃nm '
∫
r

[
1

2
K−1(∂yα)2 +

1

2
gbb

2(∂xα)2 − gs cos(2πα)

]
,

(98)
where we have neglected the χ−1 “curvature” elasticity
relative to the gradient one encoded in gb, and restored
the disclination cosine operator gs cos(2πα). The result-
ing conventional sine-Gordon model in α can then exhibit
the second KT-like“roughening”transition, capturing the
nematic-to-isotropic fluid transition, associated with the
unbinding of disclinations, with well-known standard KT
phenomenology.

B. 3D classical smectic duality

Motivated by the correspondence of a (2+1)D quantum
smectic and a 3D classical smectic, and the extensively
studied 3D nematic to smectic-A transition50–56, we for-
mulate a dual gauge theory of a 3D classical smectic, akin
to a mapping of a 3D classical XY model onto a classical
charged superconductor.40,41

The elasticity of a 3D classical smectic with its layers
along xy plane, is captured by the Hamiltonian density,

H3d
sm =

1

2
χ (∇u+ δn)

2
+

1

2
K (∇δn)

2

=
1

2χ
σ2 − iσ · (∇u+ δn)− 1

2K
j

1

∇2
j− ij · δn,

(99)

where δn = n− ẑ = (δnx, δny, 0) represents fluctuations
in layer orientation, and we introduced two Hubbard-
Stratonovich fields σ and j to decouple the two elastic
terms. The Hamiltonian density in Eq. (99) is equivalent
to the standard smectic form,

H3d
sm =

1

2
χ (∇zu)

2
+

1

2
K
(
∇2
⊥u
)2
, (100)

in the low-energy limit, where the orientational degree of
freedom, δn, locks to the layer normals with δn = −∇⊥u.

Integrating out the smooth part of u and δn, leads to
the constraints:

∇ · σ = 0,

j + σ⊥ = 0.
(101)

The first equation can be solved in terms of a vector
potential A, σi = εijk∂jAk, (σ = ∇ × A), which inside
the second constraint gives,

ji + ε⊥ijk∂jAk = 0, (102)

such that ji is solved as ji = −ε⊥ijk∂jAk.
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Substituting σi and jij back into the original Hamilto-
nian, and integrating by part, lead to

H3d
sm =

1

2χ
(∇×A)

2 − iεijk∂jAk (∂iu+ δni)

− 1

2K
ε⊥ijk∂jAk

1

∇2
ε⊥imn∂mAn + iε⊥ijk∂jAkδni

=
1

2χ
(∇×A)

2
+ iAkεijk∂j (∂iu+ δni)

− 1

2K
ε⊥ijk∂jAk

1

∇2
ε⊥imn∂mAn − iAkε⊥ijk∂jδni

=
1

2χ
(∇×A)

2
+ iAkεijk∂j∂iu

− 1

2K
ε⊥ijk∂jAk

1

∇2
ε⊥imn∂mAn + iAk

(
εijk − ε⊥ijk

)
∂jδni

=
1

2χ
(∇×A)

2 − 1

2K
ε⊥ijk∂jAk

1

∇2
ε⊥mnk∂mAn − iAkbk,

(103)

where dislocation density (see Fig.11) is given by bk =
εijk∂i∂ju.

(a)

(b)

FIG. 11: Different types of dislocations in a 3D smectic. (a)
A screw dislocation with its line core tangent along ẑ. (b) An
edge dislocation with its line core tangent along x̂ axis, i.e.,
perpendicular to ẑ.

In momentum space, we have

H3d
sm =

1

2χ
|q×A(q)|2 +

1

2K

| (q×A(q))⊥ |2

q2

− iAk(q)bk(−q)

=
1

2χ
|q⊥ ×A⊥(q)|2 − iA⊥(q)b⊥(−q)

+
1

2

(
1

χ
+

1

Kq2

)
| (qzA⊥ −Azq⊥) |2 − iAz(q)bz(−q),

(104)

Functionally integrating out Az, leads to,

H3d
sm =

1

2χ

[
|q⊥ ×A⊥(q)|2 +

(
1 +

1

λ2q2

)
q2
z |A⊥|2

]
− iA⊥(q)b⊥(−q) +

1

2

χ

q2
⊥ [1 + 1/(λ2q2)]

|bz(q)|2

=
1

2χ
A⊥i

[
q2
⊥P

T
ij +

(
q2
z +

q2
z

λ2q2

)(
PL
ij + PT

ij

)]
A⊥j

− iA⊥(q)b⊥(−q) +
1

2
Γ(q) |bz(q)|2

=
1

2χ
A⊥i (q)

(
q2 +

q2
z

λ2q2

)
PT
ijA
⊥
j (−q)

− iA⊥(q) · b⊥(−q) +
1

2
Γ(q) |bz(q)|2 ,

(105)

where we have chosen the Coulomb (transverse) gauge
∇⊥ ·A⊥ = 0, i.e., q⊥ ·A⊥ = 0, PT

ij = δij − qiqj/q2, and,

PL
ij = qiqj/q

2, are transverse and longitudinal projection

operators respectively, Γ(q) ≡ χq−2
⊥
[
1 + 1/(λ2q2)

]−1
is

the interaction potential for screw dislocation bz’s, and
we have used the fact that, PL

ijA
⊥
j = 0, in the Coulomb

gauge. If we integrate out A⊥ further, we get the dislo-
cation Coulomb gas model, given by,

H3d
b =

1

2

∫
q

(
Kq2

q2
z + λ2q4

P⊥ij + 2Eibδij

)
bi(q)bj(−q)

+
1

2

∫
q

Γ(q) |bz(q)|2

=
1

2

∫
q

(
K [ẑ · q× b(q)]

2

q2
z + λ2q4

⊥
+ 2Eibb(q)b(−q)

)
,

(106)

where, P⊥ij =
(
δij − q⊥i q⊥j /q2

⊥
)

(1 − δizδjz), is the trans-
verse projection operator for edge dislocations, i.e. screw
dislocations bz−components projected away, and Eib’s are
core energies of dislocations56. We note that Γ(q) is ap-
proximately a constant at small q, where q is smaller
than 1/λ, and therefore contributes to the core energy
of a screw dislocation, i.e., Ezb → Ezb + Γ(q). Note that
for simplicity, we have assumed that the lattice spacing
between atoms within the layers is equal to the layer
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spacing, i.e., a = d, such that we have no factor like ‘ d
2

a2 ’
as in Eq. (80) for the 2D case.

Interested in the nature of the nematic to smectic-A
transition, Toner56 mapped a model of a smectic onto a
Coulomb gas of dislocation loops, which he then trans-
formed into an anisotropic superconductor in a vector
gauge field A, and analyzed it with a momentum-shell
renormalization group. In the long-wavelength limit of
q � 1/λ, indeed our model reduces to Toner’s, with a
generalization that screw dislocations in our model have
a finite interaction.

In analogy to what we have done for a 2D smectic, we
transform the Coulomb gas Hamiltonian, Eq.(106) into
a classical gauge theory. The partition function for the
dislocation-loop Coulomb gas on a lattice is given by,

Z =

∫ ∏
rn

dA(rn)
∑
{brn}

e−HA[{A(rn)}]+
∑

rn
ibrnd·A(rn)

· e−
∑

rn
Eibd

2|birn |
2

δ(∆ · brn)δ(Az)δ(∆ ·Arn)

=

∫ ∏
rn

dA(rn)dϕ(rn)δ(Az)δ(∆ ·Arn)

· e−HA[{A(rn)}]+
∑

rn
ibrn ·[dA(rn)−∆ϕ(rn)]−Eibd

2|birn |
2

,

(107)

with,

HA [{A(rn)}] =
1

2

∫
d3q

(2π)3

(
q2
z

Kq2
⊥

+
q2
⊥
χ

)
|A(q)|2,

(108)

and we have introduced an auxiliary scalar field ϕ(r),
such that integrating out ϕ recovers the constraint, ∆ ·
brn = 0.

After tracing over the dislocation charges brn , we ob-
tain

H̃3d
sm = HA − g3d

bi

∑
rn

cos [∆iϕ(rn)− d ·Ai(rn)] (109)

where g3d
bi

= 2e−E
i
bd

2

, and we have approximated the
resulting Villain potential by its lowest harmonic. In the
continuum limit, it becomes

H̃3d
sm = HA − g̃3d

bi

∫
d3r cos (∂iϕ− d ·Ai)

= HA −
∫
d3r

[
1

2
|(∇− id ·A)ψ|2 + V (|ψ|)

]
,

(110)

with, g̃3d
bi

=
g3d
bi

a2d = 2
a2de

−Eibd
2

, and in the second form
we have written it as an equivalent “soft-spin” descrip-
tion in terms of ψ = |ψ|eiϕ, with the Landau U(1)-
invariant potential, V (|ψ|), which is equivalent to the
first form below the energy scale of the gapped Higgs-like
magnitude degree of freedom, |ψ|. Thus, we reproduce
Toner’s anisotropic superconductor model56 expected to
have the same critical properties as the above dislocation-
loop Coulomb gas model.

V. SUMMARY AND CONCLUSION

In this paper, after a brief review of smectic elas-
ticity, we developed a coupled U(1) vector gauge the-
ory for a two-dimensional quantum smectic, where the
phonons and orientational Goldstone modes map onto
coupled gauge fields, and topological defects correspond
gauge charges and dipoles. We discovered that charges
(disclinations) exhibit subdimensional lineon dynamics,
restricted to move transverse to the layer. Motivated by
the partial quantum melting of a crystal into a smectic,
and the subsequent smectic-to-nematic transition, we re-
produced the dual description of a quantum smectic by
condensing the one flavor species of dipoles within the
generalized Abelian-Higgs model of a 2D quantum crys-
tal.

We also applied this duality to treat a classical smectic
liquid crystal. To this end, we formulated the smectic-
to-nematic and nematic-to-isotropic fluid transitions as
a higher-derivative sine-Gordon model of a 2D classi-
cal smectic. Motivated by the correspondence between
a (2+1)D quantum system and a 3D classical system,
we also derived a dual theory for a 3D classical smectic,
and reproduced smectic’s dislocation-loop Coulomb gas
description for the nematic-smectic transition, which we
then mapped onto an anisotropic Abelian-Higgs model.

We expect this fractonic gauge theory reformulation of
smectics will be useful for further detailed explorations,
e.g., subjected to an external stress and in presence of a
substrate. We leave a study of the true critical behavior
(beyond mean-field) of the crystal-smectic and smectic-
nematic transitions using the dual gauge theory for future
studies. The duality analysis in the presence of elastic
nonlinearities also remains a challenging open problem.
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Appendix A: Crystal-to-supersolid transition

In the Mott-insulating “commensurate” crystal phase
associated with the particle-number conservation symme-
try, the Lagrangian density of a square-lattice quantum-
crystal with lattice spacing d, for the two dipole fields
ψp = ψx, ψy, corresponding to the two minimal dipole
species px = px̂,py = pŷ, plus the Maxwell gauge field
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part, takes the form

Ldis =
∑
p

iψ†pD0ψp −
1

2mp

∑
p

|Π⊥pij Djψp|2 − V ({ψk})

+ Lcr
M,

(A1)

where, mp is the effective mass of the dipole, D0 =
∂t+ ipkA0k and Dj = ∂j + ipkAjk (i.e., D = ∇+ ipkAk)
are the covariant derivatives47, V ({ψk}) is the U(1)-
invariant Ginzburg-Landau potential, Lcr

M the Lagrangian

density of the Maxwell part, and Π⊥pij = δij − pipj
p2 is the

projection operator since in this Mott-insulating crystal
phase, the dipole can only move in the direction perpen-
dicular to p while the along-dipole climbs are forbidden
due to the U(1) particle-number conservation symmetry
(“ glide-constraint”).

However, as discussed in the main text, the crystal
also exhibits scalar non-topological point defects, corre-
sponding to deficiency and excess in atom density, which
permits the climb process of the dislocations (See Fig.
7). Combined with the bosonic statistics of the under-
lying particles, the quantum crystal can first develop
into a super-solid phase (incommensurate crystal), fea-
turing both the crystalline order and the superfluid or-
der. The condensation of vacancies or interstitials in
the super-solid phase, therefore, frees these symmetry-
forbidden climb events. Therefore, for a complete de-
scription, we also need to add the superfluid part of the
underlying bosonic particles, Lsf, and the minimal gauge-
invariant coupling between the dislocation climb opera-
tors and superfluid order parameter ,Lsf-dis, into the full
Lagrangian47,

Lsf = iΨ†sf∂tΨsf −
1

2ms
|∇Ψsf|2 − µ|Ψsf|2 −

U

2
|Ψsf|4, (A2)

Lsf-dis = γΨsf

∑
p

Oclimb,p + h.c., (A3)

where, Ψsf is the superfluid order parameter, Oclimb,p =
ψ†p(r + p)eipiAijpjψp(r) is the p-dipole climb operator,

and γ is the coupling constant47. Fig. 8 shows an exam-
ple of terms in Lsf-dis.

The Mott insulator-to-superfluid transition, described
by Lsf, occurs at the critical point µ = 0, with |Ψsf| =√
|µ|
U ≡

√
ρ0
s. Writing Ψsf =

√
ρse

iϕs =
√
ρ0
s + δρse

iϕs ,

the superfluid part becomes.

Lsf = −ρs∂tϕs−
1

2ms

[
(∇ρs)

2

4ρs
+ ρs(∇ϕs)

2

]
−µρs−

U

2
ρ2
s.

(A4)
Integrating out the massive magnitude fluctuations δρs,

leads to,

Lsf =
1

2
∂tϕs

1

U − 1/(4msρ0
s) ·∇2

∂tϕs −
ρ0
s

2ms
(∇ϕs)

2

≈ 1

2U
(∂tϕs)

2 − ρ0
s

2ms
(∇ϕs)

2

≡ ρ0
s

2ms
(∂µϕs)

2,

(A5)

where, in the second line, we have assumed that ϕs(r)
varies slowly in space and dropped the term, 1

4msρ0
s
∇2,

and in the last line, we have written it as that of a sound
mode, in a Lorentz-invariant form for simplicity, with

∂µ ≡
(

1
cph
∂t,∇

)
and cph =

√
ρ0
sU
ms

.

Combined, Ldis, with, Lsf and Lsf-dis, the resulting
phase is a supersolid with the spontaneous breaking of
both partice number conservation U(1) symmetry and
translational symmetry. Writing ψk =

√
ρke

iϕk , and in-
tegrating out the massive magnitude fluctuations, the ef-
fective Lagrangian density for the super-solid phase is
given by

L̃cr =
ρk
2

(∂tϕk + pA0k)
2 − ρk

2mp
cos
[
Π⊥kij (∂jϕk + pAjk)

]
− ρ‖p cos

[
Π
‖k
ij (∂jϕk + pAjk) + ϕs

]
+ Lcr

M + Lsf.

(A6)

Freezing the superfluid phase by fixing ϕs = 0, and
rescaling the longitudinal and transverse gradients, we
get (correct to quadratic order in the argument of cosine
terms),

L̃cr =
ρk
2

(∂tϕk + pA0k)
2 − ρk

2mp
cos (∇ϕk + pAk) + Lcr

M

=
1

2
| (∂µ + ipAµ,k)ψk|2 − V ({ψk}) + Lcr

M,

(A7)

where in the second form, we have written it as an equiv-
alent “soft-spin” description in terms of ψk, with the lan-
dau U(1)-invariant potential, V ({ψk}). Note that the

fugacity e−Ẽ
b
k and density ρk are related by the relation:

mp
d2 e
−Ẽbk = ρk to the lowest order, such that ρk

mp
= 2g̃bk.

Therefore, Eq.(A7) is in the same form as Eq.(61).
Similar analysis applies for the quantum smectic

phase with just one species of dipoles, i.e., x̂−dipoles
(ŷ−dislocations), which leads to the full mobility of
dipoles (dislocations) in the smectic and the effective La-
grangian density of the super-smectic phase given by,

L̃sm =
ρ

2
(∂tϕx + pA0)

2 − ρ

2mp
cos (∇ϕx + pA) + Lsm

M

=
1

2
| (∂µ + ipAµ)ψx|2 − V (|ψx|) + Lsm

M ,

(A8)
which is in the same form as Eq.(63).
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Appendix B: From Crystal dual to Smectic dual

The crystal-smectic partial melting transition corre-
sponds to condensation of one flavor of the dipole fields,
that according to Fig. 2, we take to be ŷ-dipoles, i.e.
ψy 6= 0. In this ŷ-dipole condensate, the vortices in the
phase field ϕy are suppressed, i.e., ∇ϕy is small, and
thus, we can expand the corresponding cosine term in
(A7) to the quadratic order in its argument, which leads
to

L̃cr =
ρx
2

(∂tϕx + pA0x)
2 − ρx

2mp
cos (∇ϕx + pAx) + Lcr

M

+
ρy
2

(∂tϕy + pA0y)
2

+
1

2
· ρy

2mp
(∇ϕy + pAy)

2
.

(B1)

With the gauge transformation by choosing χy → 1
pϕy

in Eq.(46),

Aiy → Aiy+
1

p
∂iϕy, A0y → A0y+

1

p
∂tϕy, ay → ay+

1

p
ϕy,

(B2)
we absorb the gradients of the phase ϕy into the gauge
fields Aµ,y, and the last two terms in Eq.(B1) become
quadratic terms of ŷ-flavor gauge fields, A2

µ,y, which
make the original massless modes Aµ,y become massive.

And, L̃cr can be written as

L̃cr =
ρx
2

(∂tϕx + pA0x)
2 − ρx

2mp
cos (∇ϕx + pAx) + Leff

M ,

(B3)

where the effective Maxwell part Leff
M in terms of newly

defined Aµ,y is given by

Leff
M = Lcr

M +
1

2
ρyp

2A2
0y +

1

2
· ρyp

2

2mp
A2
y (B4)

Therefore, within this condensate phase, the gauge
field components Ay,µ become gapped via the Anderson-
Higgs mechanism by coupling to the ŷ-dipole (x̂-
dislocation) condensate , and can be safely integrated
out in the low-energy regime with wavelengths of excita-

tions much greater than
√

2mp
ρyp2 (i.e., penetration length

of Aµ,y) , which leads to

Leff
M =

1

2
χE2

x −
1

2
(∇×Ax)

2
+

1

2
Kxe

2
x +

1

2
Kye

2
y

− 1

2

(
ρyp

2

ρyp2 −mp

)
(εij∂iaj + εixAix)

2
,

(B5)

where, the modified bend modulus K = (Kx,Ky), with

K−1
x = K−1 and K−1

y = K−1 − K−1

Kρyp2+1 , becomes

anisotropic in this smectic case. In the lowest order ap-
proximation, making ρy →∞ (i.e., the condensate is very
dense), Kx = Ky = K, and Leff

M reduces to the Maxwell

Lagrangian of the smectic case,

Leff
M ≈

1

2
χE2

x −
1

2
(∇×Ax)

2
+

1

2
Ke2 − 1

2
(εij∂iaj + εixAix)

2

=Lsm
M .

(B6)

Therefore, to lowest order, the crystal’s Maxwell La-
grangian reduces to that of a smectic,

Lcr
M (Aµ,x, Aµ,y = 0, aµ) ≈ Lsm

M (Aµ,x, aµ) , (B7)

which simply corresponds to setting Aµ,y ≈ 0. And,
by replacing ρx simply with ρ in Eq.(B3), the dual La-
grangian of the crystal reduces to that of the smectic
exactly, to the lowest order,

L̃cr (Aµ,x, Aµ,y = 0, aµ, ψx, ψy = 0) ≈ L̃sm (Aµ,x, aµ, ψx) .
(B8)

Similarly analysis applies for the further melting with
a condensation of the other, x̂−dipoles (ŷ−dislocations).
Within this ψx 6= 0 Higgs phase, corresponding to a con-
densation of unbound x̂−dipoles (ŷ−dislocations) in the
smectic, the gauge field components Aµ,x become gapped
also, via coupling to the x̂−dipole (ŷ−dislocation) con-
densate. This can be seen easily by making a further
gauge transformation with χx → 1

pϕx in Eq.(46),

Aix → Aix+
1

p
∂iϕx, A0x → A0x+

1

p
∂tϕx, ax → ax+

1

p
ϕx,

(B9)
to absorb the gradients of the phase ϕx into the gauge
fields Aµ,x, and expanding the corresponding cosine term
in (A6) to the quadratic order in its argument, which
leads to,

L̃sm =Lsm
M +

1

2
ρxp

2A2
0x +

1

2
· ρxp

2

2mp
A2
x. (B10)

where the last two quadratic terms make the original
massless modes Aµ,x become massive now. Integrating
out Aµ,x in the low-energy regime with wavelengths of

excitations much greater than
√

2mp
ρxp2 (i.e., penetration

length of Aµ,x), leads to,

L̃sm =
1

2

(
K−1 − 1

ρxp2 +K−1

)
(∂tax − ∂xa0)2

+
1

2
K−1 (∂tay − ∂ya0)

2 − 1

2

(
1 +

2mp

ρxp2

)
(∇× a)

2

≈1

2
K−1 (∂ta−∇a0)

2 − 1

2
(∇× a)

2

=L̃nm,

(B11)

in the lowest order approximation, making ρx →∞ (i.e.,
the condensate is very dense), which is just the dual La-
grangian density of the quantum xy model of a nematic.
Therefore,

Lsm
M (Aµ,x = 0, aµ) ≈ Lnm

M (aµ) , (B12)

to the lowest order.
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Appendix C: 3D smectic elasticity

In the main text, we have given the elasticity of a d-
dimensional smectic in terms of the layer displacement
u only, given by Eq.(11). For a 3D smectic, we just set
d = 3. Here, we formulate the elasticity of a 3D smectic
in terms of the displacement u and the Frank director n
simultaneously. The elastic energy will not change, if all
layers of molecules are rotated together rigidly. However,
there will be an energy cost if the orientation directions
of molecules, represented by Frank director n, are rotated
away from their equilibrium local orientation, normal to
the layers. The elastic energy density of a 3D smectic,
with its layers along xy plane, is given by

H3d
sm =

1

2
χ (∂zu)

2
+

1

2
K (∇⊥u+ δn)

2
+

1

2
K1 (∇ · n)

2

+
1

2
K2 [n · (∇× n)]

2
+

1

2
K3 [n× (∇× n)]

2
,

(C1)

where u is the layer displacement, δn = n − ẑ =
(δnx, δny, 0) represents the layer orientation degree of
freedom, and the last three terms represents the slay,
twist and bend distortions of the director respectively,
with three independent, corresponding elastic constants
K1, K2 and K3. To linear order in δn,

H3d
sm '

1

2
χ (∂zu)

2
+

1

2
K (∇⊥u+ δn)

2
+

1

2
K1 (∇ · n)

2

+
1

2
K2 [z · (∇× n)]

2
+

1

2
K3 [z× (∇× n)]

2

=
1

2
χq2

z |u(q)|2 +
1

2
K |q⊥u(q) + δn(q)|2

+
1

2
K1δniP

L
ijδnj +

1

2
K2δniP

T
ij,zδnj +

1

2
K3δniP

T
ij,⊥δnj ,

(C2)

where, PL
ij = qiqj/q

2 is the longitudinal projector,

PT
ij,z =

(
δij − q⊥i q⊥j /q2

)
(1 − δizδjz) and PT

ij,⊥ =(
δij − q2

⊥/q
2
)

(δixδjx + δiyδjy) are the transverse-to-ẑ
and transverse-to-layer projector, respectively, and in the
second line, we have transformed into the momentum
space. For long-wavelength limit, with the wave number
q �

√
χ/K2,

√
χ/K3, we can integrate out the higher-

energy terms, which sets δn = ∇⊥u and reduces H3d
sm

into the form,

H3d
sm =

1

2
χ (∂zu)

2
+

1

2
K1

(
∇2
⊥u
)2
, (C3)

matching exactly with the standard form of the elastic
energy of a 3D smectic. In Section IV, for a simple anal-

ysis with losing much qualitative physics, we have set
K = χ, and made the isotropic elasticity approximation
with K1 = K2 = K3, replacing them by K for simplicity.

Below, we give a briefly discussion of dislocations and
their energies in a 3D smectic, based on H3d

sm given by
Eq.(C3). A more detailed discussion based on H3d

sm given
by Eq.(C1) can be found standard textbooks2. For a sin-
gle positive screw dislocation with its line core, located
in the origin of xy−plane, in the ẑ direction, as shown
in Fig. 11(a) , from the Eq.(9), that determines the po-
sitions of the layer planes, we get the layer displacement
given by,

uscrw(r) =
d

2π
tan−1 y

x
, (C4)

taking place in the xy plane only, and then,

∂zuscrew = 0,

∇⊥uscrew =
d

2π

−yx̂ + xŷ

x2 + y2
= − d

2π

ϕ̂

r⊥
,

(C5)

shuch that,

∇2
⊥uscrew = 0, (C6)

and therefore, the energy of a single screw dislocation in
a smectic is 0.

For a single positive edge dislocation with its line core
perpendicular to the ẑ direction, say in the x̂ direction,
as shown in Fig. 11(b), the layer displacement is then
given by,

uedge(r) =
d

2π
tan−1 z

y
, (C7)

and then,

∂zuedge =
y

y2 + z2
,

∇⊥uedge = − zŷ

y2 + z2
,

(C8)

such that,

∇2
⊥uedge =

2yz

(y2 + z2)2
, (C9)

and, the energy of a single edge dislocation in a smectic
can be shown to be divergent as the length scale of the
system, after integrating (C3) over space.
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