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Abstract. We report on large-scale Wang-Landau Monte Carlo simulations of the critical behavior of two
spin models in two- (2d) and three-dimensions (3d), namely the 2d random-bond Ising model and the
pure 3d Blume-Capel model at zero crystal-field coupling. The numerical data we obtain and the relevant
finite-size scaling analysis provide clear answers regarding the universality aspects of both models. In
particular, for the random-bond case of the 2d Ising model the theoretically predicted strong universality’s
hypothesis is verified, whereas for the second-order regime of the Blume-Capel model, the expected d = 3
Ising universality is verified. Our study is facilitated by the combined use of the Wang-Landau algorithm
and the critical energy subspace scheme, indicating that the proposed scheme is able to provide accurate
results on the critical behavior of complex spin systems.

PACS. PACS. 05.504+q Lattice theory and statistics (Ising, Potts. etc.) — 64.60.De Statistical mechanics

of model systems

1 Introduction

Universality, according to which the same critical expo-
nents occur in all second-order phase transitions between
the same two phases, erstwhile phenomenologically estab-
lished, has been a leading principle of critical phenom-
ena [I]. The explanation of universality, in terms of diverse
Hamiltonian flows to a single fixed point, has been one of
the crowning achievements of renormalization-group the-
ory [2]. In rather specialized models in spatial dimension
d = 2, such as the eight-vertex [3] and Ashkin-Teller [4]
models, the critical exponents nevertheless vary contin-
uously along a line of second-order transitions, a phe-
nomenon referred to as the weak violation of universal-
ity. Although the existence and quantitative description of
universality classes in most pure spin systems with simple
interactions is well-established, this is not true for more re-
alistic models that include competing interactions and/or
disorder [51[6].

In the current manuscript we discuss the universality
aspects of two distinct complex, in terms of randomness
and interactions, spin models, yielding exact information
on their critical behavior by applying finite-size scaling
(FSS) techniques to high-accuracy numerical data. In par-
ticular, we investigate the 2d Ising model under the pres-
ence of quenched uncorrelated bond randomness and a
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generalized 3-spin state Ising model with an additional
crystal-field coupling interaction in d = 3, known as the
the Blume-Capel model [7,[8], for a certain regime of its
phase diagram. For the first 2d (random) model, for which
its exact phase diagram is known, we present comparative
results for two distinct values of the disorder strength and
we give concrete evidence in favor of the theoretically pro-
posed strong universality hypothesis [9HI3]. For the latter
3d (pure) Blume-Capel model, which we choose to sim-
ulate in the regime of its phase diagram where Ising-like
continuous transitions are known to take place [7[§], we
consider a particular value of the crystal field and present
high-accuracy results for very large lattice sizes that in-
deed place the model in the universality class of the re-
spective 3d Ising model.

Our study benefits from the Wang-Landau (WL) al-
gorithm [14], including some recently proposed variations,
namely the critical minimum energy subspace technique
of Malakis et al. [I5] on the reduction of the energy spec-
trum of the simulation, and the proposal of Belardinelli
and Pereyra [16] regarding the application of the energy-
histogram flatness criterion of the original WL method.
The details of this implementation, as well as the gen-
eral framework of the WL approach are given in the next
Section. Subsequently, in Section [3] we discuss the univer-
sality aspects of the models, providing also estimates of
their critical exponents, which are found to be in good
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agreement with relevant existing estimates in the litera-
ture. This paper is ended in Section [4] with a summary of
our conclusions.

2 Simulation method

Importance sampling methods have been for many years
the main tools in condensed matter physics and criti-
cal phenomena [I7H2I]. However, for complex systems,
effective potentials may have a rugged landscape, that
becomes more pronounced with increasing system size.
In such cases, these traditional methods become ineffi-
cient, since they cannot overcome large barriers in the
state space. A vast number of generalized ensemble meth-
ods have been proposed to overcome this type of prob-
lems [14120H35]. One important class of these methods
emphasizes the idea of directly sampling the energy den-
sity of states (DOS) and may be called entropic sam-
pling methods [20]. In entropic sampling, instead of sam-
pling microstates with probability proportional to e ¥,
one samples microstates with probability proportional to
[G(E)]~!, where G(E) is the DOS, thus producing a flat
energy histogram. The prerequisite for the implementa-
tion of the method is the DOS information of the system, a
problem that can now be handled in many adequate ways
via a number of interesting approaches proposed in the
last two decades. The most remarkable examples are the
Lee entropic [22/23], the multicanonical [26]27], the broad
histogram [24], the transition matrix [25], the WL [14],
and the optimal ensemble methods [35]. In particular,
there is a considerable interest in the WL method and this
is manifested in the growing number of relevant publica-
tions that stem from nearly every branch of the commu-
nity of statistical mechanics. The WL method is becom-
ing a standard tool in examining simple, but also more
rugged, free-energy landscapes, in both magnetic and soft
matter systems and several papers dealing with improve-
ments and sophisticated implementations of its iterative
process have appeared throughout the years [I516,36H63].

To apply the WL algorithm, an appropriate energy
range of interest has to be identified and a WL random
walk is performed in this energy subspace. Trials from a
state with energy E; to a spin state with energy E are
accepted according to the transition probability

il

During the WL process the DOS G(F) is modified [G(E) —
fG(F)] after each trial by a modification factor f > 1. In
the WL process (j = 1,2, -, jinal) Successive refinements
of the DOS are achieved by decreasing the modification
factor f;. Most implementations use an initial modifica-
tion factor fi=; = e ~ 2.71828---, a rule fj41 = \/TJ

and a 5% — 10% flatness criterion (on the energy his-
togram) in order to move to the next refinement level
(j = 7+ 1) [14]. The process is terminated in a suffi-
ciently high-level (f = 1, whereas the detailed balanced
condition limit is f — 1).

G(E;)
G(Ex)

p(Ei — Ef) = min { (1)

In the last few years we have used an entropic sampling
implementation of the WL algorithm [I4] to study some
simple [15], but also some more complex systems [53]. One
basic ingredient of this implementation is a suitable re-
striction of the energy subspace for the implementation of
the WL algorithm. This was originally termed as the crit-
ical minimum energy subspace restriction [15] and it can
be carried out in many alternative ways, the simplest be-
ing that of observing the finite-size behavior of the tails of
the energy probability density function of the system [15].
Assume that E denotes the value of energy producing the
maximum term in the partition function of the statisti-
cal model, at some temperature of interest. Since we deal
with a finite system of linear size L, we are interested in
the properties (finite-size anomalies) near some pseudo-
critical temperature 77, which in general depend on L but
also on the property studied. Thus, we define a set of ap-
proximations by restricting the statistical sums to energy
subranges around the value E = E(T}"). Let these sub-
ranges of the total energy range (Emin, Fmax) be denoted
as

Ei = E+ A%, (2)

(E_,Ey), A* > 0.

Accordingly

Ey
$(B) = [S(E)-BE| - [S(E) - BE|, Z = exp[#(E).

3)
Since by definition @(E) is negative we can easily see that
for large lattices extreme values of energy (far from E)
will have an extremely small contribution to the statis-
tical sums, since these terms decrease exponentially fast
with the distance from E. It follows that, if we request a
specified accuracy, then we may restrict the necessary en-
ergy range in which DOS should be sampled. A simple idea
is to use a condition based on the energy probability den-
sity (fr: (E) o< @(F)), meaning the application of Eq. (@)
at a particular pseudocritical temperature T7. That is,
we may define the end-points (E+) of the subspaces by
simply comparing the corresponding probability densities
with the maximum at the energy E:

Ei: exp {Qg(Ei)} <, (4)

where r measures the relative error and it is usually set
equal to a small number (r = 107°) [15]. This procedure
ends by providing us with a restricted energy subrange
(E1, Es) centered around the value E, where the large
part of the simulation is finally carried out. Note that, in
general, the location of these subspaces can be predicted
either by extrapolation, from smaller lattices, or by using
the early-stage DOS approximation of the WL method.
Complications that may arise in random systems can
be easily accounted for by various simple modifications
that take into account possible oscillations in the energy
probability density function and expected sample-to-sample
fluctuations of individual disorder realizations. In our re-
cent papers [53], we have presented details of various so-
phisticated routes for the identification of the appropri-
ate energy subspace (FEp, Fs) for the entropic sampling
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of each random realization. In estimating the appropri-
ate subspace from a chosen pseudocritical temperature
one should be careful to account for the shift behavior
of other important pseudocritical temperatures and ex-
tend the subspace appropriately from both low- and high-
energy sides in order to achieve an accurate estimation of
all finite-size anomalies. Of course, taking the union of the
corresponding subspaces, insures accuracy for the temper-
ature region of all studied pseudocritical temperatures.

The up to date version of our implementation uses a
combination of several stages of the WL process. First, we
carry out a starting (or preliminary) multi-range (multi-
R) stage, in a very wide energy subspace. This preliminary
stage may consist of the levels: j = 1,- -, 18 of the adjust-
ment of the modification factor and to improve accuracy
the process may be repeated several times. However, in
repeating the preliminary process and in order to be effi-
cient, we use only the levels j = 13, -, 18 after the first
attempt, using as starting DOS the one obtained in the
first random walk at the level j = 12. From our experience,
this practice is almost equivalent of simulating the same
number of independent WL random walks. Also in our re-
cent studies we have found out that is much more efficient
and accurate to loosen up the originally applied very strict
flatness criteria [I4[15]. Thus, a variable flatness process
starting at the first levels with a very loose flatness criteria
and assuming at the level j = 18 the original strict flat-
ness criteria is nowadays used. After the above described
preliminary multi-R stage, in the wide energy subspace,
one can proceed in a safe identification of the appropriate
energy subspace using one or more alternatives outlined
in Ref. [15]. In random systems, where one needs to sim-
ulate many disorder realizations, it is also possible and
advisable to avoid the identification of the appropriate en-
ergy subspace separately for each disorder realization by
extrapolating from smaller lattices and/or by prediction
from preliminary runs on small numbers of disorder real-
izations. In any case, the appropriate subspaces should be
defined with sufficient tolerances. In our implementation
we use such advance information to proceed in the next
stages of the entropic sampling.

The process continues in two further stages (two-stage
process), using now mainly high iteration levels, where the
modification factor is very close to unity and there is not
any significant violation of the detailed balance condition
during the WL process. These two stages are suitable for
the accumulation of energy and magnetization (E, M) his-
tograms, which can be used for an accurate entropic calcu-
lation of non-thermal thermodynamic parameters, such us
the order parameter M and its susceptibility x [15]. In par-
ticular, the resulting approximation of the DOS and the
corresponding F, M histograms may be used to estimate
the magnetic properties of the system in a temperature
range, which is covered, by the restricted energy subspace
(E1, E2). Canonical averages of the form

S p(M") pG(E)e PP
YpG(E)e P

(M") =

where G(F) denotes the exact DOS, will be then approx-
imated via

M™) g wLGwr(E)e PP
7ﬁE b

EEG(El,E2)<
ZEe(El,Ez) GwL(E)e

with Gwr (E) the DOS of the above described WL process.
Then, the microcanonical averages (M™)g are obtained
from the Hwr,(F, M) histograms through the following
formulae

(M™)

1%

(6)

Hwi(E,M
O (M = 3 Tl o)
Asusual Hwr,(E) = ,; Hwi(E, M) and the summation

in M runs over all values generated during the process in
the restricted energy subspace (Fi, E3). The accuracy of
the magnetic properties obtained from the above averag-
ing process will depend on many factors. Firstly, the used
energy subspace restricts the temperature range for which
such approximations may be accurate. This restriction has
as a result that the process will not visit all possible values
of M, but this fact is of no consequence for the accuracy
of the magnetic properties at the temperature range of in-
terest, as far as the estimated DOS is accurate. Secondly,
the accuracy of the above microcanonical estimators will,
as usually, depend on the total number of visits to a given
energy level [Hwry,(E)], and also to the number of different
spin states visited within this energy level. However, these
are statistical fluctuations inherent in any Monte Carlo
method and we should expect improvement by increasing
the number of repetitions of the process.

In the first (high-level) stage, we follow again a re-
peated several times (typically ~ 5 — 10) multi-R WL ap-
proach, carried out now only in the restricted energy sub-
space. The WL levels may be now chosen as j = 18,19, 20
and as an appropriate starting DOS for the corresponding
starting level the average DOS of the preliminary stage
at the starting level may be used. Finally, the second
(high-level) stage is applied in the refinement WL levels
Jj =Ji, -, Ji +4 (typically j; = 21), where we usually test
both an one-range (one-R) or a multi-R approach with
large energy intervals. We should note here however that,
most authors use the more efficient multi-R approach in
the final stages of the WL process, as a consequence of
the well-known slow convergence of the method at the
high iteration-levels. We point out here that, it is possible
to overcome this slow convergence by using a looser flat-
ness criterion or an alternative Lee entropic final stage,
as proposed in Ref. [23] and applied in Ref. [53]. More-
over, recently a different alternative has been proposed by
Belardinelli and Pereyra (denoted hereafter as the BP ap-
proach) [16]. Following their proposal, one is using, in the
final stage, an almost continuously changing modification
factor adjusted according to the rule In f ~ t~'. Since t
is the Monte Carlo time, using a time-step conveniently
defined proportional to the size of the energy subinterval,
the efficiency of this scheme is independent of the size of
the subintervals and therefore the method provides the
same efficiency in both multi-R and one-R approaches.
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Furthermore, from the tests performed by these authors,
and also from our comparative studies in the 2d pure and
random-bond Ising model, as will be seen below in Sec-
tion [B] the error-behavior of this method seems superior
to the original WL process, improving to some extent the
saturation-error problem of the WL method and giving
slightly better estimates of critical temperatures and ex-
ponents. Accordingly, we have also applied this alternative
route for the final stage of our simulations using an one-R
approach.

The above described numerical approach was used to
estimate the critical properties of the considered spin mod-
els. In particular, for the random-bond version of the 2d
Ising model we have simulated a very large number of
disorder realizations (of the order of 500 — 1000, disorder
averaging is symbolized as usual with [- - ],,) for both val-
ues of the disorder strength considered and for systems
with linear sizes in the range L = 20 — 200. For each
lattice size we have performed two types of simulations:
the original multi-R WL approach and the WL approach
modified by the recent BP proposal [I6]. In both cases the
exact same disorder realizations have been generated and
simulated, in order to have a direct comparison of the ex-
tracted critical behavior. Finally, for the pure version of
the 3d Blume-Capel model at A = 0, we simulated, using
only the BP procedure in the final stage of our combined
algorithm, simple cubic lattices with N = L3 spins, where
L = 8 — 64. For this case, each lattice size was simulated
100 times with different initial random numbers to get a
better statistical analysis of the results.

Before closing, let us comment on the nature of our
error bars illustrated in the following figures below and
also used in the corresponding fitting attempts. For the
case of the random-bond model, even for the larger lattice
sizes studied, the statistical errors of the WL method were
found to be of reasonable magnitude and in some cases to
be of the order of the symbol sizes, or even smaller. Thus
in the figures below we choose to show only the errors
due to the finite number of disorder realizations. These
errors have been estimated by two similar methods, using
groups of 25 to 50 realizations for each lattice size and the
jackknife method or a straightforward variance calcula-
tion (blocking method) [20]. The jackknife method yielded
some reasonably conservative errors, about 10—20% larger
than the corresponding calculated standard deviations,
and are shown as error bars in our figures. Finally, let us
point out that in all cases studied, the sample-to-sample
fluctuations for the individual maxima are much large
than the corresponding finite disorder sampling errors. Fi-
nally, for the case of the pure Blume-Capel model, the
error bars shown reflect the sample variance of the 100
independent runs performed in each lattice size.

25 —4——
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Fig. 1. Critical temperatures as a function of the disorder
strength r of the 2d random-bond Ising model defined in

Egs. () and (@) obtained by solving Eq. (I0).

3 Results and discussion

3.1 Strong universality in the 2d random-bond Ising
model

Understanding the role played by impurities on the nature
of phase transitions is of great importance, both from ex-
perimental and theoretical perspectives. First-order phase
transitions are known to be dramatically softened under
the presence of quenched randomness [64H73], while con-
tinuous transitions may have their exponents altered un-
der random fields or random bonds [74}[75]. There are
some very useful phenomenological arguments and some,
perturbative in nature, theoretical results, pertaining to
the occurrence and nature of phase transitions under the
presence of quenched randomness [65][68]76,[77]. Histor-
ically, the most celebrated criterion is that suggested by
Harris [74]. This criterion relates directly the persistence,
under random bonds, of the non random behavior to the
specific heat exponent oy, of the pure system. According
to this criterion, if o, > 0, then disorder will be relevant,
i.e., under the effect of the disorder, the system will reach
a new critical behavior. Otherwise, if a, < 0, disorder is
irrelevant and the critical behavior will not change.

Pure systems with a zero specific heat exponent are
marginal cases of the Harris criterion and their study,
upon the introduction of disorder, has been of particu-
lar interest [78]. The paradigmatic model of the marginal
case is the general random 2d Ising model (random-site,
random-bond, and bond-diluted) and this model has been
extensively investigated and debated [see Refs. [79]80] and
references therein]. Several recent studies, both analytical
(renormalization group and conformal field theories) and
numerical (mainly Monte Carlo simulations) devoted to
this model, have provided very strong evidence in favor of
the so-called logarithmic corrections’s scenario [9HI3|&T].
According to this, the effect of infinitesimal disorder gives
rise to a marginal irrelevance of randomness and besides
logarithmic corrections, the critical exponents maintain
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Fig. 2. (color online) A comparative plot of the disorder-
averaged specific heat (main panel) and magnetic susceptibility
(inset) as a function of temperature for a lattice size L = 80
and disorder strength » = r1 = 1/7 of the 2d random-bond
Ising model.

their 2d Ising values. Here, we should mention that there
is not full agreement in the literature and a different sce-
nario, the so-called weak universality scenario [82H85], pre-
dicts that critical quantities, such as correlation length dis-
play power-law singularities, with the corresponding expo-
nents v changing continuously with the disorder strength;
however this variation is such that the magnetic exponent
ratios remain constant at the pure system’s value.

Here we present concrete evidence in favor of the strong
universality scenario together with a comparative algorith-
mic test of the WL-type of methods presented above. Let
us at this point define the quenched version of the 2d Ising
model that we employ. In particular we choose to study
here the random-bond version of the square lattice Ising
model (RBIM), which is defined with the help of the fol-

lowing Hamiltonian

H(RBIM) = — Z JijSiSj. (8)

<ij>

In the above Eq. () the spin variables s; take on the val-
ues —1,+1, < ij > indicates summation over all nearest-
neighbor pairs of sites, and Jj; is the ferromagnetic ex-
change interaction taken from a bimodal, quenched bond-
disorder, distribution of the form

1
P(Jij) = 5
where J1 +Jo = 2, J;1 > Jo > 0, and r = Jy/J;1 re-
flects the strength of the bond randomness. We also fix
2kp/(J1 + J2) = 1 to set the temperature scale. With
the above distribution the 2d random model exhibits a
unique advantage, that is its critical temperature T¢ is ex-
actly known [86] as a function of the disorder strength r
through the relation

[6(Jij — J1) +6(Jij — J2)], 9)

sinh (2.J; /T¢) - sinh (2rJ, /T,) = 1. (10)

r=r=1/7:T_ (exact)=1.7781
1.95 —— ey
T.% = 1.7796(47)

v =1.004(6)

1.95

192r T = 1.7819(55)

(wL)

v =1.011(13)

z]

1.86 1
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Fig. 3. Shift behavior of the pseudocritical temperatures of the
specific heat and susceptibility, averaged over disorder, for the
2d random-bond Ising model with disorder strength r = r1 =
1/7. The solid lines show a simultaneous fitting according to
the power law described in the text for the total lattice range
L = 20 — 200. The main panel shows the data and results
obtained via the BP approach, whereas the inset via the WL
approach.

The solution of the above Eq. (I0), i.e. the function T¢(r),
is plotted in Fig. Il and consists the phase diagram of the
model in the temperature - disorder strength plane.

This unique feature of knowing exactly the critical
temperature of a disordered model gives us the oppor-
tunity to perform a comparative FSS analysis of several
pseudocritical temperatures for extracting estimates of the
critical temperatures and shift exponents using the algo-
rithmic procedures described above. In our simulations
we have considered two values of the disorder strength,
namely the values r = r; = 1/7 and r = ro = 1/9,
both belonging to the strong-disorder regime of the model.
The exact critical temperatures for these values of r are
Te(r =ry) = 1.7781 -+ and T¢(r = r3) = 1.6853 -, re-
spectively.

Our results for the 2d random-bond Ising model are
shown in Figs. [2-dl We start with Fig. 2] which is a com-
parative illustration of the disorder-averaged specific heat
[Cav and susceptibility [x]av curves as a function of tem-
perature, estimated via the two approaches, WL and BP,
used in this study. One may observe some small differ-
ences in the location (and the corresponding maximum
value) of the peak in both specific heat and susceptibility
data via the two implemented approaches. Subsequently,
in Figs. Bl and M we plot the shift behavior of the disorder
averaged pseudocritical temperatures of the specific heat
and magnetic susceptibility as a function of the lattice
size L and in all cases the solid lines illustrate a simulta-
neous fitting procedure of the form [Ty = Tc +b, LY,
where Z = C or Z = x, as shown by the correspond-
ing symbols (filled and open circles) in the figures. In the
main panels we present our numerical data obtained by
applying in the final stage of the algorithmic procedure
the BP approach (thus denoted by the superscript (BP)
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Fig. 4. Similar to Fig.Blbut for a different value of the disorder
strength, namely r = ro = 1/9.

in the figures), whereas in the corresponding insets those
of the original multi-R WL process (thus denoted by the
superscript (WL) in the figures).

It is clear from both figures that the results obtained
for the critical temperatures and also for the critical expo-
nent of the correlation length are in excellent agreement
with the exact values and also support the strong univer-
sality scenario hypothesis, via the relation v = 1. Also,
they compare well to the results given by the extensive
Swendsen-Wang Monte Carlo analysis of Wang et al. [81].
Finally, let us comment here that, although the computa-
tional time used for the BP approach is somewhat larger
(of the order of ~ 2.5) than that of the simple multi-
R WL process, the estimates obtained via this approach
are slightly better than those of the simple multi-R WL
procedure and this is true for both values of the disor-
der strength considered in this paper. Furthermore, other
relevant tests performed originally in the simple case of
the pure 2d Ising model and our experience of simulat-
ing rough random systems, such as the random-field Ising
model [53] or systems undergoing first-order phase transi-
tions in their pure versions [87], support the above illus-
tration.

3.2 Ising universality in the Blume-Capel model

We investigate the universality of the 3d Blume-Capel in
the second-order phase-transition regime of its phase di-
agram (temperature - crystal field plane) using the algo-
rithmic procedure that combines a repetitive application
of the WL algorithm in the first stage and the BP ap-
proach in the final stage of the algorithm. For this pur-
pose, the static critical exponents are estimated by ana-
lyzing the obtained numerical data within the framework
of the well-established F'SS theory. At the same time, their
values are calculated using power-law relations of related
thermodynamic quantities. As also stated below, the 3d
Blume-Capel model is expected to be in the universality
class of the 3d Ising model for the second-order phase-

4.0 T T T T T T T T
0] A4
D[ —o—L=16 /
—a—L=24 f/g\c\\
30 F e 4
, = ‘\O\
2.5 4

L S
Pttt T \\ |
2.0 “a 4

15 -
L \O\ "~
10 | \OQO
| ?
0.5 n 1 n 1 n 1 n 1 n
3.00 3.05 3.10 3.15 3.20 3.25

Fig. 5. Specific heat curves of the 3d A = 0 Blume-Capel
model as a function of temperature for L = 8, 16, and L = 24.

transition regime of its phase diagram. Thus, it is crucial
at this point to remind the reader some of the best well-
known estimates in the literature for the critical exponents
of the 3d Ising model, as given in Ref. [88]: v = 0.6304(13),
~v/v = 1.966(3), and 8/v = 0.517(3). For the most ac-
curate complete set of critical exponents to the 3d Ising
universality class we refer the reader to the review by of
Pelissetto and Vicari [89).

Let us define at this point the Hamiltonian of the
Blume-Capel (BC) model [78]

HEO) = g Z 5i8; —i—AZs?,

<ij> %

(11)

where the spin variables s; take on the values —1,0, or
+1, as usual < 45 > indicates summation over all nearest-
neighbor pairs of sites, and J > 0 is the ferromagnetic
exchange interaction. The parameter A is known as the
crystal-field coupling and to fix the temperature scale we
set J =1 and kg = 1. This model is of great importance
for the theory of phase transitions and critical phenomena
and besides the original mean-field theory [7,[8], has been
analyzed by a variety of approximations and numerical
approaches, in both 2d and 3d. These include the real
space renormalization group, Monte Carlo simulations,
and Monte Carlo renormalization-group calculations [90],
e-expansion renormalization groups [91], high- and low-
temperature series calculations [92], a phenomenological
FSS analysis using a strip geometry [93,94], and Monte
Carlo simulations [87,[95H102]. The phase diagram of the
model consists of a segment of continuous Ising-like tran-
sitions at high temperatures and low values of the crystal
field which ends at a tricritical point, where it is joined
with a second segment of first-order transitions between
(A, Ty) and (Ao, T = 0). For the simple cubic lattice,
considered in this paper, Ay = 3. The location of the
tricritical point has been estimated by Deserno [98], via
a microcanonical Monte Carlo approach, and is given by
[A¢, Ti] = [2.84479(30), 1.4182(55)].

In what follows we restrict our analysis to the value
A = 0 and we simulate the Blume-Capel model for a wide
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Fig. 6. Order-parameter (main panel) and corresponding mag-
netic susceptibility (inset) of the 3d A = 0 Blume-Capel model
as a function of the temperature for a lattice with linear size
L=28.
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Fig. 7. Magnetic susceptibility curves of the 3d A = 0 Blume-
Capel model as a function of temperature for L = 8, 16, and
L =24.

range of lattices, with linear sizes L € {8,16,24, 32,48, 64},
summing for each lattice size 100 independent simula-
tions with different initial conditions in order to gain bet-
ter statistics. Moreover, in all fitting procedures shown
in Figs. B - below, we take account the complete lat-
tice range. We should note here that, recent Monte Carlo
simulations of the model have been restricted to lattice
sizes of the order of L = 24 [I0I]. The first set of our
illustrations, Figs. Bl - [[ is rather instructive. We show
various thermodynamic quantities for typical lattice sizes
used in the scaling analysis below. In particular, in Fig.
we plot the specific heat of the model as a function of
the temperature for three characteristic linear sizes, i.e.,
L =8, 16, and L = 32. One can observe from this figure
the clear shift of the pseudocritical temperatures with in-
creasing lattice size, as well as the increase in the value
of the corresponding maximum. Figure [6] now shows for
a lattice with linear size L = 8 the temperature behav-

32 ——r——r——1————1——1
- c T,=3.1952(8) ; v=0.633(11)
x

3.1952 r
T =3.1953(9) 7
3.1951 | -

3
5 3.1950 B

3.1949 -

3.1948 L . L . L
3.08 - 0.02 0.03 0.04 B

1/
P

3.06-"""" A
0 10 20 30 40 50 60 70

L

Fig. 8. Shift behavior of the pseudocritical temperatures of the
specific heat and susceptibility for the 3d Blume-Capel model
at the value A = 0. The inset shows the F'SS behavior of the
crossings of the fourth-order Binder’s cumulant with inverse
lattice size (see also discussion in the text).

ior of the order parameter M in the main panel, and its
corresponding deduced magnetic susceptibility x in the
inset. Finally, Fig. [ shows the analogous L - dependence
behavior of the susceptibility curves as a function of the
temperature, where again, as in Fig. [l the expected shift
behavior is recovered.

We proceed now with the FSS analysis of our numer-
ical data in Figs. [}l - In particular, in the main panel
of Fig. Bl we present the simultaneous fitting of two pseu-
docritical temperatures of the model, namely those of the
specific heat C' and magnetic susceptibility x, according
to the well-known power law T, = T, + b,L~1/" The re-
sult we get for the critical temperature, also shown in the
panel, T, = 3.1952(8), is in very good agreement with the
Ornstein-Zernike approximation of the phase diagram of
the model by Grollau et al. [103] and with the numerical
estimation 3.20(1) given in Ref. [I0I]. Additionally, the
estimated value of the critical exponent v, v = 0.633(11),
is in excellent agreement with the value 0.6304(13) of
the simple 3d Ising model [88] and the value 0.63002(10)
quoted by the most accurate calculation of Hasenbusch
for the second-order phase-transition regime of the Blume-
Capel model [102]. This is a clear first strong indication
of the Ising universality in the second-order regime of the
Blume-Capel model. In the corresponding inset of Fig. Bl
we illustrate a further test of our accuracy of the WL
and BP approaches, by using the crossings of the fourth-
order Binder’s cumulant U, = 1 — (M*)/ [3(M?)?] [21].
We show three data points which denote the temperature
crossing points (Ti..) of the Binder’s cumulant for the
following pairs of lattices: (L1,L2) = (16,32), (24,48),
and (32,64). The notation L’ in the x-axis refers to the
value L' = (Ly + L2)/2. The solid line is a simple linear
fitting extrapolating to L’ — oo, which gives an estimate
for the critical temperature T, = 3.1953(9), also in very
good agreement with the estimate of the main panel.
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Fig. 9. FSS behavior of the magnetic susceptibility maxima
of the 3d A = 0 Blume-Capel model.
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Fig. 10. FSS behavior of the critical order parameter data of
the 3d A = 0 Blume-Capel model.

We proceed with the estimation of the magnetic expo-
nent ratios of the 3d Blume-Capel model at A = 0. Fig-
ure [9illustrates the F'SS behavior of the magnetic suscep-
tibility maxima which are expected to scale as x* ~ L7/¥
with the lattice size. The solid line is a fitting of the above
form giving an estimate of 1.967(2) for the exponent ratio
~/v, very close to the value 1.966(3) of the simple 3d Ising
model [88]. In Fig. [0 we present numerical data for the
order parameter M of the model at the estimated critical
temperature of Fig. B The solid line is simple power-law
fitting of the form M. ~ L~P/* which gives the estimate
0.518(4) for the critical exponent ratio, very close to the
value 0.517(3) of the corresponding pure Ising model [88].
We note here that, both of these magnetic exponent ra-
tios are a considerable improvement of the recent numer-
ical estimations of Ozkan et al. [I0I] using two different
procedures defined as the standard and cooling algorithms
on a cellular automaton estimation that gave the values
1.94(4) and 0.48(6) for the exponent ratios v/v and /v,
respectively.

Overall, the FSS analysis performed in this Section
places, without doubt, the second-order phase-transition
regime of Blume-Capel model to the universality class of
the pure 3d Ising model. Additionally, the proposed es-
timates for the critical exponents clearly indicate the ac-
curacy of the numerical scheme that is based on the WL
algorithm.

4 Summary and outlook

Summarizing, in the present paper we reported large-scale
numerical simulations of the random 2d Ising model and
the pure 3d Blume-Capel model using a modified version
of the Wang-Landau algorithm. For the first (random)
model, both sets of the numerical data and the relevant
finite-size scaling analysis for the two values of the disor-
der strength considered, clearly support the strong univer-
sality scenario hypothesis, through the estimated value of
the correlation length’s exponent v 22 1. Furthermore, the
accuracy of the simulation scheme via the Wang-Landau
algorithm has been clearly shown via a direct compari-
son between the estimated values of the critical temper-
atures and the exact ones. For the latter (pure) model,
our estimates of the critical exponents compare well with
the most accurate ones in the current literature and place
the second-order phase-transition regime of the Blume-
Capel model to the universality class of the pure 3d Ising
model, as also expected on theoretical grounds. Further
attempts are currently being considered in order to ob-
tain a complete numerical derivation of the Blume-Capel
model’s phase diagram by simulating several values of the
crystal field A, including also those in the model’s first-
order phase-transition regime.

N.G.F. has been partly supported by MICINN, Spain, through
Research Contract No. FIS2009-12648-C03. P.E.T. is grate-
ful for financial support by the Austrian Science Foundation
within the SFB ViCoM (Grant F41).
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