# POTENTIAL THEORY FOR A CLASS OF STRONGLY DEGENERATE PARABOLIC OPERATORS OF KOLMOGOROV TYPE WITH ROUGH COEFFICIENTS 
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Abstract. In this paper we develop a potential theory for strongly degenerate parabolic operators of the form

$$
\mathcal{L}:=\nabla_{X} \cdot\left(A(X, Y, t) \nabla_{X}\right)+X \cdot \nabla_{Y}-\partial_{t},
$$

in unbounded domains of the form

$$
\Omega=\left\{(X, Y, t)=\left(x, x_{m}, y, y_{m}, t\right) \in \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R} \mid x_{m}>\psi\left(x, y, y_{m}, t\right)\right\}
$$

where $\psi$ is assumed to satisfy a uniform Lipschitz condition adapted to the dilation structure and the (non-Euclidean) Lie group underlying the operator $\mathcal{L}$. Concerning $A=A(X, Y, t)$ we assume that $A$ is bounded, measurable, symmetric and uniformly elliptic (as a matrix in $\mathbb{R}^{m}$ ). Beyond the solvability of the Dirichlet problem and other fundamental properties our results include scale and translation invariant boundary comparison principles, boundary Harnack inequalities and doubling properties of associated parabolic measures. All of our estimates are translation- and scale-invariant with constants only depending on the constants defining the boundedness and ellipticity of $A$ and the Lipschitz constant of $\psi$. Our results represent a version, for operators of Kolmogorov type with bounded, measurable coefficients, of the by now classical results of Fabes and Safonov, any several others, concerning boundary estimates for uniformly parabolic equations in (time-dependent) Lipschitz type domains.
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## 1. Introduction

The operator

$$
\mathcal{K}:=\nabla_{X} \cdot \nabla_{X}+X \cdot \nabla_{Y}-\partial_{t}
$$

in $\mathbb{R}^{N+1}, N=2 m, m \geq 1$, equipped with coordinates $(X, Y, t):=\left(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}, t\right) \in$ $\mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}$, was introduced and studied by Kolmogorov in a famous note published in 1934 in Annals of Mathematics, see [21]. Kolmogorov noted that $\mathcal{K}$ is an example of a degenerate parabolic operator having strong regularity properties and he proved that $\mathcal{K}$ has a fundamental solution which is smooth off its diagonal. As a consequence,

$$
\begin{equation*}
\mathcal{K} u=f \in C^{\infty} \quad \Rightarrow \quad u \in C^{\infty}, \tag{1.1}
\end{equation*}
$$

for every distributional solution of $\mathcal{K} u=f$. Today the property in (1.1) is stated

$$
\begin{equation*}
\mathcal{K} \text { is hypoelliptic. } \tag{1.2}
\end{equation*}
$$

[^0]As can be read in the introduction of Hörmander's monumental paper on the hypoellipticity of operators published in Acta Mathematica in 1967, see [20], the operator studied by Kolmogorov served as an important model case for Hörmander when he developed his theory. Today the Kolmogorov operator, and more general operators of Kolmogorov-Fokker-Planck type with variable coefficients, play central roles in many applications in analysis, physics and finance.

Kolmogorov was originally motivated by statistical physics and he studied $\mathcal{K}$ in the context of stochastic processes. Indeed, the fundamental solution associated to $\mathcal{K}$ describes the density of the stochastic process $\left(X_{t}, Y_{t}\right)$ which solves the Langevin system

$$
\left\{\begin{align*}
\mathrm{d} X_{t} & =\sqrt{2} \mathrm{~d} W_{t},  \tag{1.3}\\
\mathrm{~d} Y_{t} & =X_{t} \mathrm{~d} t
\end{align*}\right.
$$

where $W_{t}$ is a $m$-dimensional Wiener process. The system in (1.3) describes the density of a system with $2 m$ degrees of freedom. Given $Z:=(X, Y) \in \mathbb{R}^{2 m}, X=\left(x_{1}, \ldots, x_{m}\right)$ and $Y=\left(y_{1}, \ldots, y_{m}\right)$ are, respectively, the velocity and the position of the system.

Kinetic theory is concerned with the evolution of a particle distribution

$$
f(X, Y, t): D \times \tilde{D} \times \mathbb{R}_{+} \rightarrow \mathbb{R}, D, \tilde{D} \subset \mathbb{R}^{m}
$$

subject to geometric restrictions and models for the interactions and collisions between particles. Generally, assuming no external forces, the evolution of the particle density is described by the Boltzmann equation

$$
\begin{equation*}
\partial_{t} f+X \cdot \nabla_{Y} f=Q(f, f) \tag{1.4}
\end{equation*}
$$

The left-hand side in (1.4) describes the evolution of $f$ under the action of transport, with the free streaming operator. The right-hand side describes elastic collisions through the nonlinear Boltzmann collision operator. The Boltzmann equation is an integro- (partial)-differential equation with non-local operator in the kinetic variable $X$. The Boltzmann equation is a fundamental equation in kinetic theory in the sense that it has been derived rigorously, at least in some settings, from microscopic first principles.

In the case of so called Coulomb interactions the Boltzmann collision operator is ill-defined and Landau proposed an alternative operator for these interactions: this operator is now called the Landau or the Landau-Coulomb operator. The operator can be stated as

$$
\begin{equation*}
\partial_{t} f+X \cdot \nabla_{Y} f=\nabla_{X} \cdot\left(A(f) \nabla_{X} f+B(f) f\right), \tag{1.5}
\end{equation*}
$$

where

$$
\begin{align*}
& A(f)(X, Y, t):=a_{m, \gamma} \int_{\mathbb{R}^{m}}\left(I-\frac{X^{\prime}}{\left|X^{\prime}\right|} \otimes \frac{X^{\prime}}{\left|X^{\prime}\right|}\right)\left|X^{\prime}\right|^{\gamma+2} f\left(X-X^{\prime}, Y, t\right) \mathrm{d} X^{\prime}  \tag{1.6}\\
& B(f)(X, Y, t):=b_{m, \gamma} \int_{\mathbb{R}^{m}}\left|X^{\prime}\right|^{\gamma} X^{\prime} f\left(X-X^{\prime}, Y, t\right) \mathrm{d} X^{\prime}
\end{align*}
$$

and $\gamma \in[-m, 0], a_{m, \gamma}>0$, and obviously the collision term in (1.5) has a divergence structure. The operator in (1.5) is a nonlinear drift-diffusion operator with coefficients given by convolution like averages of the unknown. As mentioned above the Landau equation is considered fundamental because of its close link to the Boltzmann equation for Coulomb interactions.

In the case of long-range interactions, the Boltzmann and Landau-Coulomb operators show local ellipticity provided the solution enjoys some pointwise bounds on the associated hydrodynamic fields and the local entropy. Indeed, assuming, for all $(Y, t) \in \tilde{D} \times I$, that

$$
\begin{aligned}
M_{1} \leq \int_{\mathbb{R}^{m}} f(X, Y, t) \mathrm{d} X \leq M_{0} & \text { (Local mass) } \\
\frac{1}{2} \int_{\mathbb{R}^{m}} f(X, Y, t)|X|^{2} \mathrm{~d} X \leq E_{0} & \text { (Local energy) } \\
\int_{\mathbb{R}^{m}} f(X, Y, t) \ln f(X, Y, t) \mathrm{d} X \leq H_{0} & \text { (Local entropy), }
\end{aligned}
$$

one can prove that

$$
0<\lambda I \leq A(f)(X, Y, t) \leq \Lambda I,|B(f)(X, Y, t)| \leq \Lambda
$$

for $(X, Y, t) \in D \times \tilde{D} \times I$, i.e., under these assumptions the Landau equation becomes locally uniformly elliptic. As a consequence, and as global well posedness for the Boltzmann equation and the construction of solutions in the large is an outstanding open problem, the study of conditional regularity for the Boltzmann and Landau equations has become a way to make progress on the regularity issues for these equations. We refer to [34, 6, 11, 12, 13, 23, 35] for more on the connections between Kolmogorov-Fokker-Planck equations, the Boltzmann and Landau equation, statistical physics and conditional regularity. Furthermore, we have learned a lot from the interesting survey of C. Mouhot [27].

As outlined above, kinetic theory and the idea of conditional regularity is one way to motivate the study of the local regularity of weak solutions to the equation

$$
\begin{equation*}
\nabla_{X} \cdot\left(A \nabla_{X} u\right)+B \nabla_{X} u+X \cdot \nabla_{Y} u-\partial_{t} u=0 \tag{1.7}
\end{equation*}
$$

assuming $A$ is measurable, bounded and uniformly elliptic and the starting point for our analysis is the recent results concerning the local regularity of weak solutions to the equation in 1.7) established in [18]. In [18] the authors extended the De Giorgi-Nash-Moser (DGNM) theory, which in its original form only considers elliptic or parabolic equations in divergence form, to hypoelliptic equations with rough coefficients including the ones in (1.7). Their result is the correct scale- and translation-invariant estimates for local Hölder continuity and the Harnack inequality for weak solutions.

The results in [18] represent an important achievement which paves the way for developments concerning operators as in 1.9 in several fields of analysis and in the theory of PDEs. In this paper we contribute to the understanding of the fine properties of the Dirichlet problems for a subclass of operators of the form stated in 1.7 ), we will for simplicity here only consider the case $B \equiv 0$, in appropriate domains $\Omega \subset \mathbb{R}^{N+1}$, and we note that in general there is a rich interplay between the operators considered, applications and geometry. Indeed, as discussed, the Kolmogorov operator, and the more general operators of Kolmogorov-Fokker-Planck type with variable coefficients considered in this paper, play central roles in many applications in analysis, physics and finance and depending on the application different model cases for the local geometry of $\Omega$ may be relevant:
(ii) $\left\{(X, Y, t)=\left(x, x_{m}, y, y_{m}, t\right) \in \mathbb{R}^{N+1} \mid y_{m}>\psi_{2}(X, y, t)\right\}$
(iii) $\quad\left\{(X, Y, t)=\left(x, x_{m}, y, y_{m}, t\right) \in \mathbb{R}^{N+1} \mid t>\psi_{3}(X, Y)\right\}$.

In particular, in finance and in the context of option pricing and associated free boundary problems, case $(i)$ can be relevant. In kinetic theory it is relevant to restrict the particles to a container making case (ii) relevant. Case (iii) captures, as a special case, the initial value or Cauchy problem.

To be precise, in this paper we consider solutions to the equation $\mathcal{L} u=0$ in $\Omega$ where $\mathcal{L}$ is the operator

$$
\begin{equation*}
\mathcal{L}:=\nabla_{X} \cdot\left(A(X, Y, t) \nabla_{X}\right)+X \cdot \nabla_{Y}-\partial_{t} \tag{1.9}
\end{equation*}
$$

in $\mathbb{R}^{N+1}, N=2 m, m \geq 1,(X, Y, t):=\left(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}, t\right) \in \mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}$. We assume that

$$
A=A(X, Y, t)=\left\{a_{i, j}(X, Y, t)\right\}_{i, j=1}^{m}
$$

is a real-valued, $m \times m$-dimensional, symmetric matrix valued function satisfying

$$
\begin{equation*}
\kappa^{-1}|\xi|^{2} \leq \sum_{i, j=1}^{m} a_{i, j}(X, Y, t) \xi_{i} \xi_{j}, \quad|A(X, Y, t) \xi \cdot \zeta| \leq \kappa|\xi \| \zeta| \tag{1.10}
\end{equation*}
$$

for some $\kappa \in[1, \infty)$, and for all $\xi, \zeta \in \mathbb{R}^{m},(X, Y, t) \in \mathbb{R}^{N+1}$. We will refer to $\kappa$ as the constant of $A$. Throughout the paper we will also assume that
(1.11) $A=A(X, Y, t) \equiv I_{m}$ outside some arbitrary but fixed compact subset of $\mathbb{R}^{N+1}$,
where $I_{m}$ denotes the $m \times m$ identity matrix, and that

$$
\begin{equation*}
a_{i, j} \in C^{\infty}\left(\mathbb{R}^{N+1}\right) \tag{1.12}
\end{equation*}
$$

for all $i, j \in\{1, \ldots, m\}$. The assumptions in 1.11 and 1.12 will only be used in a qualitative fashion. The constants of our quantitative estimates will depend on $m$ and $\kappa$. The assumption (1.11) is only imposed to simplify matters as we will work in unbounded domains. In particular, as our results are local by nature this assumption is a modest constraint. The assumption (1.12) simplifies matters concerning the continuous Dirichlet problem. We note that the results in [18] were derived for operators including the ones in 1.9) assuming 1.10 and also assuming, implicitly, 1.12 . Naturally, this is not an issue in situations when uniqueness of weak solutions can be ensured. Concerning $\Omega$ we restrict ourselves to case $\sqrt{1.8}(i)$ and unbounded domains $\Omega \subset \mathbb{R}^{N+1}$ of the form

$$
\begin{equation*}
\Omega=\left\{(X, Y, t)=\left(x, x_{m}, y, y_{m}, t\right) \in \mathbb{R}^{N+1} \mid x_{m}>\psi\left(x, y, y_{m}, t\right)\right\} \tag{1.13}
\end{equation*}
$$

imposing restrictions on $\psi$ of Lipschitz character. To generalize the program of this paper to the geometrical contexts (1.8) (ii), (iii), are interesting and relevant projects.

Our main result is a potential theory for operators $\mathcal{L}$ as in (1.9), assuming only (1.10), (1.11) and (1.12), in unbounded Lipschitz type domains as in (1.13). Beyond the solvability of the Dirichlet problem and other fundamental properties our results include scale and translation invariant boundary comparison principles, boundary Harnack inequalities and doubling properties of associated parabolic measures. All of our estimates are translation- and scale-invariant with constants depending only $m, \kappa$, and the Lipschitz constant of $\psi$. These results are, up to a point, established allowing $A$ and $\psi$ to depend on all variables with $y_{m}$ included. However, the more refined results established are derived assuming in addition that $A$ as well as $\psi$ are independent of the variable $y_{m}$. The reason for this is discussed in detail in the paper but this is a way to handle the rigidity in the underlying Harnack inequality, a rigidity that stems from the subelliptic nature of the operators considered. In the prototype case $A \equiv I_{m}$, i.e., in the case of the operator $\mathcal{K}$, the corresponding results were established in [30 but we also
refer to [7], 8] and [9], where a number of important preliminary estimates concerning the boundary behavior of non-negative solutions to equations of Kolmogorov-Fokker-Planck type in non-divergence form in Lipschitz type domains were developed. Together, these papers seem to represent the only previous result of their kind for operators of Kolmogorov type.

To put the importance of our results into perspective it is relevant to outline the progress on the corresponding problems in the case of uniformly parabolic equations in $\mathbb{R}^{m+1}$, i.e., in the case when all dependence on the variable $Y$ is removed in 1.9 , leaving us with the operator

$$
\begin{equation*}
\nabla_{X} \cdot\left(A(X, t) \nabla_{X}\right)-\partial_{t} . \tag{1.14}
\end{equation*}
$$

In this case and in the case of (time-dependent) Lipschitz type domains, scale and translation invariant boundary comparison principles, boundary Harnack inequalities and doubling properties of associated parabolic measures were settled in a number of fundamental papers including [16], [17], [33], [15] and [28]. Subsequently, this type of results have found their applications in several important fields of analysis including the analysis of free boundary problems, see [4], [5] and [1] for instance.

## 2. Preliminaries

2.1. Group law and metric. Throughout the paper we will use the notation $(Z, t)=(X, Y, t)=$ $\left(x, x_{m}, y, y_{m}, t\right)$ and $(z, t)=(x, y, t)$. The natural family of dilations for $\mathcal{L},\left(\delta_{r}\right)_{r>0}$, on $\mathbb{R}^{N+1}$, is defined by

$$
\begin{equation*}
\delta_{r}(X, Y, t)=\left(r X, r^{3} Y, r^{2} t\right) \tag{2.1}
\end{equation*}
$$

for $(X, Y, t) \in \mathbb{R}^{N+1}, r>0$. Our class of operators is closed under the group law

$$
\begin{equation*}
(\tilde{Z}, \tilde{t}) \circ(Z, t)=(\tilde{X}, \tilde{Y}, \tilde{t}) \circ(X, Y, t)=(\tilde{X}+X, \tilde{Y}+Y-t \tilde{X}, \tilde{t}+t) \tag{2.2}
\end{equation*}
$$

where $(Z, t), \quad(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1}$. Note that

$$
\begin{equation*}
(Z, t)^{-1}=(X, Y, t)^{-1}=(-X,-Y-t X,-t) \tag{2.3}
\end{equation*}
$$

and hence

$$
\begin{equation*}
(\tilde{Z}, \tilde{t})^{-1} \circ(Z, t)=(\tilde{X}, \tilde{Y}, \tilde{t})^{-1} \circ(X, Y, t)=(X-\tilde{X}, Y-\tilde{Y}+(t-\tilde{t}) \tilde{X}, t-\tilde{t}) \tag{2.4}
\end{equation*}
$$

whenever $(Z, t),(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1}$. Given $(Z, t)=(X, Y, t) \in \mathbb{R}^{N+1}$ we let

$$
\begin{equation*}
\|(Z, t)\|=\|(X, Y, t)\|:=|(X, Y)|+|t|^{\frac{1}{2}},|(X, Y)|=|X|+|Y|^{1 / 3} \tag{2.5}
\end{equation*}
$$

We recall that there exists a positive constant $c=c(m)$ such that

$$
\begin{equation*}
\left\|(Z, t)^{-1}\right\| \leq c\|(Z, t)\|,\|(Z, t) \circ(\tilde{Z}, \tilde{t})\| \leq c(\|(Z, t)\|+\|(\tilde{Z}, \tilde{t})\|) \tag{2.6}
\end{equation*}
$$

whenever $(Z, t),(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1}$. Using (2.6) it follows immediately that

$$
\begin{equation*}
\left\|(\tilde{Z}, \tilde{t})^{-1} \circ \overline{(Z, t)}\right\| \leq c\left\|(Z, t)^{-1} \circ(\tilde{Z}, \tilde{t})\right\| \tag{2.7}
\end{equation*}
$$

whenever $(Z, t),(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1}$. We define

$$
\begin{equation*}
d((Z, t),(\tilde{Z}, \tilde{t})):=\frac{1}{2}\left(\left\|(\tilde{Z}, \tilde{t})^{-1} \circ(Z, t)\right\|+\left\|(Z, t)^{-1} \circ(\tilde{Z}, \tilde{t})\right\|\right) \tag{2.8}
\end{equation*}
$$

Using (2.7) it follows that

$$
\begin{align*}
& c^{-1}\left\|(\tilde{Z}, \tilde{t})^{-1} \circ(Z, t)\right\| \leq d((Z, t),(\tilde{Z}, \tilde{t})) \leq c\left\|(\tilde{Z}, \tilde{t})^{-1} \circ(Z, t)\right\| \\
& c^{-1}\left\|(Z, t)^{-1} \circ(\tilde{Z}, \tilde{t})\right\| \leq d((Z, t),(\tilde{Z}, \tilde{t})) \leq c\left\|(Z, t)^{-1} \circ(\tilde{Z}, \tilde{t})\right\| \tag{2.9}
\end{align*}
$$

with constants of comparison independent of $(Z, t),(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1}$. Again using 2.6) we also see that

$$
\begin{equation*}
d((Z, t),(\tilde{Z}, \tilde{t})) \leq c(d((Z, t),(\hat{Z}, \hat{t}))+d((\hat{Z}, \hat{t}),(\tilde{Z}, \tilde{t}))) \tag{2.10}
\end{equation*}
$$

whenever $(Z, t),(\hat{Z}, \hat{t}),(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1}$, and hence $d$ is a symmetric quasi-distance. Based on $d$ we introduce the balls

$$
\begin{equation*}
\mathcal{B}_{r}(Z, t):=\left\{(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1} \mid d((\tilde{Z}, \tilde{t}),(Z, t))<r\right\}, \tag{2.11}
\end{equation*}
$$

for $(Z, t) \in \mathbb{R}^{N+1}$ and $r>0$. The measure of the ball $\mathcal{B}_{r}(Z, t),\left|\mathcal{B}_{r}(Z, t)\right|$, satisfies

$$
c^{-1} r^{\mathbf{q}} \leq\left|\mathcal{B}_{r}(Z, t)\right| \leq c r^{\mathbf{q}}, \mathbf{q}:=4 m+2
$$

independent of $(Z, t)$.
2.2. Geometry. A function $\psi\left(x, y, y_{m}, t\right): \mathbb{R}^{m-1} \times \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\left|\psi\left(z, y_{m}, t\right)-\psi\left(\tilde{z}, \tilde{y}_{m}, \tilde{t}\right)\right| \leq M\left(\left\|(\tilde{z}, \tilde{t})^{-1} \circ(z, t)\right\|+\left|y_{m}-\tilde{y}_{m}+(t-\tilde{t}) \psi\left(\tilde{z}, \tilde{y}_{m}, \tilde{t}\right)\right|^{1 / 3}\right) \tag{2.12}
\end{equation*}
$$

for some constant $M \in(0, \infty)$, will be referred to as a Lipschitz function. Given a Lipschitz function $\psi$ we say that

$$
\begin{equation*}
\Omega:=\left\{(Z, t)=\left(x, x_{m}, y, y_{m}, t\right) \in \mathbb{R}^{N+1} \mid x_{m}>\psi\left(x, y, y_{m}, t\right)\right\} \tag{2.13}
\end{equation*}
$$

is an unbounded Lipschitz domain with constant $M$, or simply a Lipschitz domain with constant $M$.

Several of our scale- and translation-invariant estimates will be formulated using certain reference points which we now introduce. Given $\rho>0$ and $\Lambda>0$ we let

$$
\begin{align*}
& A_{\rho, \Lambda}^{+}:=\left(0, \Lambda \rho, 0,-\frac{2}{3} \Lambda \rho^{3}, \rho^{2}\right) \in \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}, \\
& A_{\rho, \Lambda}:=(0, \Lambda \rho, 0,0,0) \in \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R},  \tag{2.14}\\
& A_{\rho, \Lambda}^{-}:=\left(0, \Lambda \rho, 0, \frac{2}{3} \Lambda \rho^{3},-\rho^{2}\right) \in \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R} .
\end{align*}
$$

Given $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ we let

$$
A_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right):=\left(Z_{0}, t_{0}\right) \circ A_{\rho, \Lambda}^{ \pm}, \quad A_{\rho, \Lambda}\left(Z_{0}, t_{0}\right):=\left(Z_{0}, t_{0}\right) \circ A_{\rho, \Lambda} .
$$

2.3. Weak solutions. Consider $U_{X} \times U_{Y} \times J \subset \mathbb{R}^{N+1}$ with $U_{X} \subset \mathbb{R}^{m}, U_{Y} \subset \mathbb{R}^{m}$ being bounded domains, i.e, open, connected and bounded sets, and $J=(a, b)$ with $-\infty<a<b<\infty$. Then $u$ is said to be a weak solution to the equation

$$
\begin{equation*}
\mathcal{L} u=\nabla_{X} \cdot\left(A(X, Y, t) \nabla_{X} u\right)+X \cdot \nabla_{Y} u-\partial_{t} u=0, \tag{2.15}
\end{equation*}
$$

in $U_{X} \times U_{Y} \times J \subset \mathbb{R}^{N+1}$ if

$$
\begin{equation*}
u \in L_{Y, t}^{2}\left(U_{Y} \times J, H_{X}^{1}\left(U_{X}\right)\right), \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
-X \cdot \nabla_{Y} u+\partial_{t} u \in L_{Y, t}^{2}\left(U_{Y} \times J, H_{X}^{-1}\left(U_{X}\right)\right), \tag{2.17}
\end{equation*}
$$

and if $\mathcal{L} u=0$ in the sense of distributions, i.e.,

$$
\begin{equation*}
\iiint\left(A(X, Y, t) \nabla_{X} u \cdot \nabla_{X} \phi+\left(X \cdot \nabla_{Y} \phi\right) u-u \partial_{t} \phi\right) \mathrm{d} X \mathrm{~d} Y \mathrm{~d} t=0 \tag{2.18}
\end{equation*}
$$

whenever $\phi \in C_{0}^{\infty}\left(U_{X} \times U_{Y} \times J\right)$. Similarly we say that $u$ is a weak supersolution, $\mathcal{L} u \leq 0$ for short, if for all $\phi \in C_{0}^{\infty}\left(U_{X} \times U_{Y} \times J\right)$ such that $\phi \geq 0$, we have

$$
\begin{equation*}
\iiint\left(-A(X, Y, t) \nabla_{X} u \cdot \nabla_{X} \phi-\left(X \cdot \nabla_{Y} \phi\right) u+u \partial_{t} \phi\right) \mathrm{d} X \mathrm{~d} Y \mathrm{~d} t \leq 0 \tag{2.19}
\end{equation*}
$$

Further, $u$ is a weak subsolution if $-u$ is a weak supersolution.
We say that $u$ is a weak solution to the equation $\mathcal{L} u=0$ in $\Omega$ if $u$ is a weak solution to $\mathcal{L} u=0$ in $U_{X} \times U_{Y} \times J \subset \mathbb{R}^{N+1}$, where $U_{X} \subset \mathbb{R}^{m}, U_{Y} \subset \mathbb{R}^{m}$ are bounded domains, and $J=(a, b)$ with $-\infty<a<b<\infty$, whenever $U_{X} \times U_{Y} \times J$ is compactly contained in $\Omega$. Weak super- and subsolutions are defined analogously.

## 3. Statement of main Results

We first prove the following three theorems giving the solvability of the continuous Dirichlet problem, a Hölder continuity estimate up to the boundary and an estimate usually referred to as the Carleson estimate. Our standing assumptions concerning $A$ is that $A$ satisfies (1.10) with constant $\kappa$ and that 1.11 and 1.12 hold.

Theorem 3.1. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. Given $\varphi \in C_{0}(\partial \Omega)$, there exists a unique weak solution $u=u_{\varphi}, u \in C(\bar{\Omega})$, to the Dirichlet problem

$$
\begin{cases}\mathcal{L} u=0 & \text { in } \Omega  \tag{3.1}\\ u=\varphi & \text { on } \partial \Omega\end{cases}
$$

Furthermore, there exists, for every $(Z, t)=(X, Y, t) \in \Omega$, a unique probability measure $\omega(Z, t, \cdot)$ on $\partial \Omega$ such that

$$
\begin{equation*}
u(Z, t)=\iint_{\partial \Omega} \varphi(\tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t}) \tag{3.2}
\end{equation*}
$$

The measure $\omega(Z, t, E)$ is referred to as the parabolic measure associated to $\mathcal{L}$ in $\Omega$ and at $(Z, t) \in \Omega$ and of $E \subset \partial \Omega$.

Theorem 3.2. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Let $u$ be a weak solution of $\mathcal{L} u=0$ in $\Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\partial \Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)$. Then, there exists a constant $c=c(m, \kappa, M), 1 \leq c<\infty$, and $\alpha=$ $\alpha(m, \kappa, M) \in(0,1)$, such that

$$
\begin{equation*}
|u(Z, t)| \leq c\left(\frac{d\left((Z, t),\left(Z_{0}, t_{0}\right)\right)}{r}\right)^{\alpha} \sup _{\Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)}|u| \tag{3.3}
\end{equation*}
$$

whenever $(Z, t) \in \Omega \cap \mathcal{B}_{r / c}\left(Z_{0}, t_{0}\right)$.
Theorem 3.3. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. There exist positive $\Lambda=\Lambda(m, M)$ and $c=c(m, \kappa, M), 1 \leq c<\infty$, such that the following holds. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Assume that $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\partial \Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)$. Then

$$
u(Z, t) \leq c u\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)
$$

whenever $(Z, t) \in \Omega \cap \mathcal{B}_{2 \rho / c}\left(Z_{0}, t_{0}\right), 0<\rho<r / c$.

We emphasize that Theorem 3.1-Theorem 3.3 are proven assuming only that $\Omega \subset \mathbb{R}^{N+1}$ is a Lipschitz domain with constant $M$, that $A$ satisfies (1.10) with constant $\kappa$, and that (1.11) and 1.12 hold. The latter assumptions are only used qualitatively. However, our next set of results are proven under the following additional structural assumptions:

$$
\begin{align*}
\text { (i) } & A(X, Y, t)=A\left(x, x_{m}, y, y_{m}, t\right)=A\left(x, x_{m}, y, t\right)  \tag{3.4}\\
\text { (ii) } & \psi\left(x, y, y_{m}, t\right)=\psi(x, y, t)
\end{align*}
$$

whenever $\left(x, x_{m}, y, y_{m}, t\right) \in \mathbb{R}^{N+1}$. That is, in the following both $A$ and $\psi$ are assumed to be independent of the variable $y_{m}$. Using this additional assumption we prove the following theorems.

Theorem 3.4. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$ and assume in addition (3.4). There exist positive $\Lambda=\Lambda(m, M)$ and $c=c(m, \kappa, M), 1 \leq c<\infty$, such that the following holds. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Assume that $u$ is a non-negative solution to $\mathcal{L} u=0$ in $\Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\partial \Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)$. Let $\rho_{0}=r / c$,

$$
\begin{equation*}
m^{+}=u\left(A_{\rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right), m^{-}=u\left(A_{\rho_{0}, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \tag{3.5}
\end{equation*}
$$

and assume that $m^{-}>0$. Then there exist constants $c_{1}=c_{1}(m, \kappa, M), 1 \leq c_{1}<\infty, c_{2}=$ $c_{2}\left(m, \kappa, M, m^{+} / m^{-}\right), 1 \leq c_{2}<\infty$, such that if we let $\rho_{1}=\rho_{0} / c_{1}$, then

$$
u(Z, t) \leq c_{2} u\left(A_{\rho, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)
$$

whenever $(Z, t) \in \Omega \cap \mathcal{B}_{\rho / c_{1}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)$, for some $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega \cap \mathcal{B}_{\rho_{1}}\left(Z_{0}, t_{0}\right)$, and $0<\rho<\rho_{1}$.
Theorem 3.5. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$ and assume in addition (3.4). There exist positive $\Lambda=\Lambda(m, M)$ and $c=c(m, \kappa, M), 1 \leq c<\infty$, such that the following holds. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Assume that $u$ and $v$ are non-negative solutions to $\mathcal{L} u=0$ in $\Omega$, vanishing continuously on $\partial \Omega \cap \mathcal{B}_{2 r}\left(Z_{0}, t_{0}\right)$. Let $\rho_{0}=r / c$,

$$
\begin{align*}
& m_{1}^{+}=v\left(A_{\rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right), m_{1}^{-}=v\left(A_{\rho_{0}, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \\
& m_{2}^{+}=u\left(A_{\rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right), m_{2}^{-}=u\left(A_{\rho_{0}, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \tag{3.6}
\end{align*}
$$

and assume $m_{1}^{-}>0, m_{2}^{-}>0$. Then there exist constants $c_{1}=c_{1}(m, \kappa, M)$,

$$
c_{2}=c_{2}\left(m, \kappa, M, m_{1}^{+} / m_{1}^{-}, m_{2}^{+} / m_{2}^{-}\right)
$$

$1 \leq c_{1}, c_{2}<\infty, \sigma=\sigma\left(m, \kappa, M, m_{1}^{+} / m_{1}^{-}, m_{2}^{+} / m_{2}^{-}\right), \sigma \in(0,1)$, such that if we let $\rho_{1}=\rho_{0} / c_{1}$, then

$$
\left|\frac{v(Z, t)}{u(Z, t)}-\frac{v(\tilde{Z}, \tilde{t})}{u(\tilde{Z}, \tilde{t})}\right| \leq c_{2}\left(\frac{d((Z, t),(\tilde{Z}, \tilde{t}))}{\rho}\right)^{\sigma} \frac{v\left(A_{\rho, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)}{u\left(A_{\rho, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)}
$$

whenever $(Z, t),(\tilde{Z}, \tilde{t}) \in \Omega \cap \mathcal{B}_{\rho / c_{1}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)$, for some $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega \cap \mathcal{B}_{\rho_{1}}\left(Z_{0}, t_{0}\right)$, and $0<\rho<\rho_{1}$.
Theorem 3.6. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$ and assume in addition (3.4). Then there exist positive $\Lambda=\Lambda(m, M), c=c(m, \kappa, M), 1 \leq c<\infty$, such that the following is true. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega, 0<\rho_{0}<\infty$. Then

$$
\omega\left(A_{c \rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \partial \Omega \cap \mathcal{B}_{2 \rho}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \leq c \omega\left(A_{c \rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \partial \Omega \cap \mathcal{B}_{\rho}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)
$$

for all balls $\mathcal{B}_{\rho}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right),\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega$, such that $\mathcal{B}_{\rho}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \subset \mathcal{B}_{4 \rho_{0}}\left(Z_{0}, t_{0}\right)$.

As mentioned before, in the prototype case $A \equiv I_{m}$, i.e., in the case of the operator $\mathcal{K}$, Theorems 3.4 3.6 are proved in [30], and our Theorems 3.4 3.6 represent far reaching generalizations of the results in [30]. Here it is also fair to refer to [7], [8] and [9] for some relevant estimates in the context of operators in non-divergence form. Compared to these previous results, the proofs presented here consistently have to take into account that in this paper the coefficients $\left\{a_{i, j}\right\}$ are, from a quantitative perspective, only assumed to be bounded, measurable, symmetric and uniformly elliptic.

The results in [30] are established assuming that $\Omega \subset \mathbb{R}^{N+1}$ is a Lipschitz domain with constant $M$ and that (3.4) (ii) holds (in (30] obviously (3.4) (i) is satisfied). In particular, for reasons that are explained in detail in [30] the results, including the translation invariant doubling property of parabolic measure, were derived using the assumption that the defining function for $\Omega$ in (1.13), $\psi$, was assumed to be independent of the variable $y_{m}$. This assumption gave the authors a crucial additional degree of freedom at their disposal when building Harnack chains to connect points: they could freely connect points in the $x_{m}$ variable, taking geometric restrictions into account, accepting that the path in the $y_{m}$ variable will most likely not end up in 'the right spot'. This possibility to conduct translations in the $y_{m}$ variable is also reason why we in Theorems 3.4 3.6 assume (3.4).
3.1. Structure of the paper. The rest of the paper is organized as follows. In Section 4 we establish crucial local estimates such as a maximum principle, energy estimates, interior regularity estimates, Harnack inequalities and related estimates. We also introduce, and state estimates of, the fundamental solution. Section 5 is devoted to the proof of Theorem 3.2 which is based on estimates introduced in Section 4. In Section 6 we discuss the Dirichlet problem and prove Theorem 3.1. We also prove a maximum principle on unbounded Lipschitz domains. In Section 7 we prove Theorem 3.3. In Section 8 we introduce the Green function and discuss its relation to the parabolic measure associated to $\mathcal{L}$ and $\Omega$. In Section 9 we prove a weak comparison principle close to the boundary and discuss some consequences of it and the structural assumption (3.4). Note that up until and including Lemma 9.1, assumption (3.4) is not used. Furthermore, assumption (3.4) is only used explicitly in the proofs of Lemma 9.2 and Lemma 9.3. and implicitly in subsequent statements based on Lemma 9.2. In Section 10 we prove Theorem 3.4. It is worth noting that Lemma 9.2 (and therefore assumption (3.4) appears to be crucial to the proof. In Section 11 we prove Theorem 3.5. In Section 12 we discuss properties of the parabolic measure associated to $\mathcal{L}$ and $\Omega$. In particular we prove Theorem 3.6 and prove estimates of the related kernel function.

Convention concerning constants. Throughout the paper we will use following conventions. By $c$ we will denote a constant satisfying $1 \leq c<\infty$, and $c$ will at most depend on $m, \kappa$ and $M$ unless otherwise stated. We write that $c_{1} \lesssim c_{2}$ if $c_{1} / c_{2}$ is bounded from above by a positive constant depending at most on $m, \kappa$ and $M$. We write $c_{1} \approx c_{2}$ if $c_{1} \lesssim c_{2}$ and $c_{2} \lesssim c_{1}$.

## 4. Basic principles and estimates

Throughout the paper we will use the notation

$$
\begin{aligned}
Q_{r} & :=\left\{(X, Y, t)| | x_{i}\left|<r,\left|y_{i}\right|<r^{3},|t|<r^{2}\right\},\right. \\
Q_{M, r} & :=\left\{(X, Y, t)| | x_{i}\left|<r, i=1, \ldots, m-1,\left|x_{m}\right|<4 M r,\left|y_{i}\right|<r^{3},|t|<r^{2}\right\},\right.
\end{aligned}
$$

where $r>0$, and given $\left(Z_{0}, t_{0}\right)=\left(X_{0}, Y_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ we let $Q_{r}\left(Z_{0}, t_{0}\right)=\left(Z_{0}, t_{0}\right) \circ Q_{r}$, $Q_{M, r}\left(Z_{0}, t_{0}\right)=\left(Z_{0}, t_{0}\right) \circ Q_{M, r}$. Note that given $M \geq 0$, there exists $c=c(m, M) \geq 1$ such that

$$
\begin{equation*}
\mathcal{B}_{r / c}\left(Z_{0}, t_{0}\right) \subseteq Q_{M, r} \subseteq \mathcal{B}_{c r}\left(Z_{0}, t_{0}\right) \tag{4.1}
\end{equation*}
$$

for every $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ and $r>0$. Given $\psi$ as in 2.12), $\Omega$ as in (2.13), and $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ we let

$$
\begin{align*}
\Omega_{r}\left(Z_{0}, t_{0}\right) & :=Q_{M, r}\left(Z_{0}, t_{0}\right) \cap\left\{(X, Y, t) \mid \psi(x, Y, t)<x_{m}<4 M r+\psi\left(x_{0}, Y_{0}, t_{0}\right)\right\} \\
\Delta_{r}\left(Z_{0}, t_{0}\right) & :=Q_{r}\left(Z_{0}, t_{0}\right) \cap\left\{(X, Y, t) \mid x_{m}=\psi(x, Y, t)\right\} \tag{4.2}
\end{align*}
$$

Note that there exists $c=c(m, M), 1 \leq c<\infty$, such that

$$
\begin{equation*}
\Omega \cap \mathcal{B}_{r / c}\left(Z_{0}, t_{0}\right) \subset \Omega_{r}\left(Z_{0}, t_{0}\right) \subset \Omega \cap \mathcal{B}_{c r}\left(Z_{0}, t_{0}\right) \tag{4.3}
\end{equation*}
$$

for all $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$.
Throughout the paper we will, given $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$, rather consistently use the notation $Q_{r}\left(Z_{0}, t_{0}\right), \Omega_{r}\left(Z_{0}, t_{0}\right)$, and $\Delta_{r}\left(Z_{0}, t_{0}\right)$ instead of the notation used in statement of our main results: $\mathcal{B}_{r}\left(Z_{0}, t_{0}\right), \Omega \cap \mathcal{B}_{r}\left(Z_{0}, t_{0}\right)$, and $\partial \Omega \cap \mathcal{B}_{r}\left(Z_{0}, t_{0}\right)$. Using 4.1) and (4.3) we note that we can readily move between the two different sets of notation.
4.1. Comparison/maximum principle. We first prove the weak maximum principle in $\Omega_{r}\left(Z_{0}, t_{0}\right)$ and we recall that we are qualitatively assuming (1.12).

Lemma 4.1. Let $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}, r>0, \Omega_{r}:=\Omega_{r}\left(Z_{0}, t_{0}\right)$. Let $u \in C^{2}\left(\Omega_{r}\right) \cap C\left(\overline{\Omega_{r}}\right)$ be such that

$$
\left\{\begin{array}{l}
\mathcal{L} u \geq 0 \quad \text { in } \Omega_{r}  \tag{4.4}\\
u \leq 0 \quad \text { on } \partial \Omega_{r}
\end{array}\right.
$$

Then $u \leq 0$ in $\Omega_{r}$.
Proof. We can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$. Using (1.10) we see that $a_{m, m}(Z, t) \geq \kappa^{-1}>0$ for all $(Z, t) \in \mathbb{R}^{N+1}$. Using 1.12 we can rewrite the operator in non-divergence form,

$$
\mathcal{L}=\sum_{i, j=1}^{m} a_{i, j}(X, Y, t) \partial_{x_{i} x_{j}}+\sum_{i=1}^{m} b_{i}(X, Y, t) \partial_{x_{j}}+X \cdot \nabla_{Y}-\partial_{t}
$$

where

$$
b_{i}(X, Y, t):=\sum_{j=1}^{m} \partial_{x_{i}} a_{i, j}(X, Y, t) \in L^{\infty}\left(Q_{M, 2 r}\right)
$$

Assume that

$$
\begin{equation*}
\max _{\Omega_{r}} u>\max _{\partial \Omega_{r}} u \tag{4.5}
\end{equation*}
$$

For $\epsilon>0$, put $u_{\epsilon}=u+\epsilon e^{K x_{m}}$ for some constant $K>1$ to be chosen. Then $u_{\epsilon} \rightarrow u$ uniformly on $\overline{\Omega_{r}}$ as $\epsilon \rightarrow 0$. Let $\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)$ be such that $u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)=\max _{\overline{\Omega_{r}}} u_{\epsilon}$. By compactness we may pick a subsequence such that $\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) \rightarrow(\hat{X}, \hat{Y}, \hat{t})$ and by using the uniform convergence we have

$$
u(\hat{X}, \hat{Y}, \hat{t})=\max _{\overline{\Omega_{r}}} u
$$

Using (4.5) we have $(\hat{X}, \hat{Y}, \hat{t}) \in \Omega_{r}$ and, for $\epsilon \operatorname{small},\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) \in \Omega_{r}$. Note that

$$
\nabla_{X, Y, t} u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)=0
$$

and that

$$
\sum_{i, j=1}^{m} a_{i, j}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) \partial_{x_{i} x_{j}} u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)=\operatorname{trace}\left(A\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) \mathrm{H}_{X}\left(u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)\right)\right) \leq 0
$$

where $\mathrm{H}_{X}(u(X, Y, t))$ denotes the hessian matrix in the $X$-variable of $u$ at $(X, Y, t)$. Thus,

$$
\begin{align*}
\mathcal{L} u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)= & \operatorname{trace}\left(A\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) \mathrm{H}_{X}\left(u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)\right)\right) \\
+ & \sum_{i, j=1}^{m} b_{i}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) \partial_{x_{j}} u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)  \tag{4.6}\\
& +\hat{X}_{\epsilon} \cdot \nabla_{Y} u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)-\partial_{t} u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) \leq 0
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
\mathcal{L} u_{\epsilon}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right) & =\mathcal{L} u\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)+\mathcal{L}\left(\epsilon e^{K x_{m}}\right) \\
& =\mathcal{L} u\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)+\epsilon K e^{K x_{m}}\left(K a_{m, m}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)+b_{m}\left(\hat{X}_{\epsilon}, \hat{Y}_{\epsilon}, \hat{t}_{\epsilon}\right)\right) \\
& \geq \epsilon K e^{K x_{m}}\left(K / \kappa-\left\|b_{m}\right\|_{L^{\infty}\left(Q_{M, r}\right)}\right)>0,
\end{aligned}
$$

for $K$ large enough. This contradicts (4.6) and hence 4.5). Hence 4.5 is false and the proof is complete.
4.2. Energy estimates and local Hölder continuity. We state and prove the following energy estimate.
Lemma 4.2. Let $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}, r>0$. Let $u$ be a weak solution to the equation $\mathcal{L} u=0$ in $Q_{2 r}\left(Z_{0}, t_{0}\right)$. Then

$$
\begin{equation*}
\iiint_{Q_{r}\left(Z_{0}, t_{0}\right)}\left|\nabla_{X} u\right|^{2} \mathrm{~d} Z \mathrm{~d} t \lesssim r^{-2} \iiint_{Q_{2 r}\left(Z_{0}, t_{0}\right)}|u|^{2} \mathrm{~d} Z \mathrm{~d} t \tag{4.7}
\end{equation*}
$$

Proof. The proof is standard and we note that can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$ and we let $Q_{r}:=Q_{r}(0,0)$. Let $\phi$ be a test function such that $\phi \in C_{0}^{\infty}\left(Q_{2 r}\right)$, $\phi=1$ in $Q_{r}$ and $r\left|\nabla_{X} \phi\right|+r^{2}\left|\left(X \cdot \nabla_{Y}-\partial_{t}\right) \phi\right| \lesssim 1$ in $Q_{2 r}$. Using that $\mathcal{L} u=0$ in $Q_{2 r}$ and using $\phi^{2} u$ as a test function, which is allowed due to that we are qualitatively assuming (1.12), we obtain

$$
\begin{equation*}
\iiint_{Q_{2 r}}\left(A(X, Y, t) \nabla_{X} u \cdot \nabla_{X}\left(\phi^{2} u\right)+\left(X \cdot \nabla_{Y}\left(\phi^{2} u\right)\right) u-u \partial_{t}\left(\phi^{2} u\right)\right) \mathrm{d} Z \mathrm{~d} t=0 \tag{4.8}
\end{equation*}
$$

Manipulating this equality, using (1.10), Cauchy-Schwarz and the properties of $\phi$, the lemma readily follows.

The following two lemmas are proven in [18].
Lemma 4.3. Let $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}, r>0$. Let $u$ be a weak solution to the equation $\mathcal{L} u=0$ in $Q_{2 r}\left(Z_{0}, t_{0}\right)$. Then there exists $\alpha \in(0,1)$, depending only on $m$ and $\kappa$, so that

$$
|u(Z, t)-u(\tilde{Z}, \tilde{t})| \lesssim\left(\frac{d((Z, t),(\tilde{Z}, \tilde{t}))}{r}\right)^{\alpha} \sup _{Q_{2 r}\left(Z_{0}, t_{0}\right)}|u|
$$

whenever $(Z, t),(\tilde{Z}, \tilde{t}) \in Q_{r}\left(Z_{0}, t_{0}\right)$.
Lemma 4.4. Assume that $\mathcal{L} u=0$ in $Q_{2 r}=Q_{2 r}\left(Z_{0}, t_{0}\right) \subset \mathbb{R}^{N+1}$. Given $p \in(1, \infty)$ there exists a constant $c=c(m, \kappa, p), 1 \leq c<\infty$, such that

$$
\begin{equation*}
\sup _{Q_{r}}|u| \leq c\left(\iiint_{Q_{2 r}}|u|^{p} \mathrm{~d} Z \mathrm{~d} t\right)^{1 / p} . \tag{4.9}
\end{equation*}
$$

4.3. Harnack's inequality and Harnack chains. To state the Harnack inequality we introduce some further notation. We let

$$
\begin{equation*}
Q_{r}^{-}:=\left\{(X, Y, t)| | x_{i}\left|<r,\left|y_{i}\right|<r^{3},-r^{2}<t \leq 0\right\}, \quad Q_{r}^{-}\left(Z_{0}, t_{0}\right)=\left(Z_{0}, t_{0}\right) \circ Q_{r}^{-}\right. \tag{4.10}
\end{equation*}
$$

for $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$. The following Harnack inequality is proved in [18].
Lemma 4.5. There exist constants $c=c(m, \kappa)>1$ and $\alpha, \beta, \gamma, \theta \in(0,1)$, with $0<\alpha<\beta<$ $\gamma<\theta^{2}$, such that the following is true. Assume $u$ is a non-negative solution to $\mathcal{L} u=0$ in $Q_{r}^{-}\left(Z_{0}, t_{0}\right)$ for some $r>0,\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$. Then,

$$
\sup _{\widetilde{Q}_{r}^{-}\left(Z_{0}, t_{0}\right)} u \leq c \inf _{\widetilde{Q}_{r}^{+}\left(Z_{0}, t_{0}\right)} u,
$$

where

$$
\begin{aligned}
& \widetilde{Q}_{r}^{+}\left(Z_{0}, t_{0}\right)=\left\{(x, t) \in Q_{\theta r}^{-}\left(Z_{0}, t_{0}\right) \mid t_{0}-\alpha r^{2} \leq t \leq t_{0}\right\} \\
& \widetilde{Q}_{r}^{-}\left(Z_{0}, t_{0}\right)=\left\{(x, t) \in Q_{\theta r}^{-}\left(Z_{0}, t_{0}\right) \mid t_{0}-\gamma r^{2} \leq t \leq t_{0}-\beta r^{2}\right\} .
\end{aligned}
$$

We remark that the constants $\alpha, \beta, \gamma, \theta$ appearing in the above lemma can not be chosen arbitrarily and this is in contrast to, for example, the case of uniformly parabolic equations.
Definition 1. A path $\gamma:[0, T] \rightarrow \mathbb{R}^{N+1}$ is called admissible if it is absolutely continuous and satisfies

$$
\begin{equation*}
\frac{d}{d \tau} \gamma(\tau)=\sum_{j=1}^{m} \omega_{j}(\tau) \partial_{x_{j}}(\gamma(\tau))+\lambda(\tau)\left(\sum_{k=1}^{m} x_{k} \partial_{y_{k}}(\gamma(\tau))-\partial_{t}(\gamma(\tau))\right), \text { for a.e. } \tau \in[0, T] \tag{4.11}
\end{equation*}
$$

where $\omega_{j} \in L^{2}([0, T])$, for $j=1, \ldots, m$, and $\lambda$ is a non-negative measurable function. We say that $\gamma$ connects $(Z, t)=(X, Y, t) \in \mathbb{R}^{N+1}$ to $(\tilde{Z}, \tilde{t})=(\tilde{X}, \tilde{Y}, \tilde{t}) \in \mathbb{R}^{N+1}, \tilde{t}<t$, if $\gamma(0)=(Z, t)$ and $\gamma(T)=(\tilde{Z}, \tilde{t})$.
Definition 2. Given a domain $\Omega \subset \mathbb{R}^{N+1}$, and a point $(Z, t) \in \Omega$, we let $\mathcal{A}_{(Z, t)}=\mathcal{A}_{(Z, t)}(\Omega)$ denote the closure of the set

$$
\{(\tilde{Z}, \tilde{t}) \in \Omega \mid \text { there exists an admissible } \gamma:[0, T] \rightarrow \Omega, \text { connecting }(Z, t) \text { to }(\tilde{Z}, \tilde{t})\}
$$

We will refer to $\mathcal{A}_{(Z, t)}(\Omega)$ as the propagation set of the point $(Z, t)$ with respect to $\Omega$.
Definition 3. Let $\Omega \subset \mathbb{R}^{N+1}$ be a domain. Let $(Z, t),(\tilde{Z}, \tilde{t}) \in \Omega, \tilde{t}<t$, be given. Let $\left\{r_{j}\right\}_{j=1}^{k}$ be a finite sequence of real positive numbers and let $\left\{\left(Z_{j}, t_{j}\right)\right\}_{j=1}^{k}$ be a sequence of points such that $\left(Z_{1}, t_{1}\right)=(Z, t)$. Then $\left\{\left\{\left(Z_{j}, t_{j}\right)\right\}_{j=1}^{k},\left\{r_{j}\right\}_{j=1}^{k}\right\}$ is said to be a Harnack chain in $\Omega$, connecting $(Z, t)$ to $(\tilde{Z}, \tilde{t})$, if
(i) $Q_{r_{j}}^{-}\left(Z_{j}, t_{j}\right) \subset \Omega$, for every $j=1, \ldots, k$,
(ii) $\left(Z_{j+1}, t_{j+1}\right) \in \widetilde{Q}_{r_{j}}^{-}\left(Z_{j}, t_{j}\right)$, for every $j=1, \ldots, k-1$,
(iii) $(\tilde{Z}, \tilde{t}) \in \widetilde{Q}_{r_{k}}^{-}\left(Z_{k}, t_{k}\right)$.

Let $u$ be a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega$. Assume that $\left\{\left\{\left(Z_{j}, t_{j}\right)\right\}_{j=1}^{k},\left\{r_{j}\right\}_{j=1}^{k}\right\}$ is a Harnack chain in $\Omega$, connecting $(\tilde{Z}, \tilde{t})$ to $(Z, t)$, and let $c$ be the constant appearing in Lemma 4.5. Then, using Lemma 4.5, we see that

$$
\begin{equation*}
u\left(Z_{j+1}, t_{j+1}\right) \leq c u\left(Z_{j}, t_{j}\right), \text { for every } j=1, \ldots, k-1 \tag{4.13}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
u(\tilde{Z}, \tilde{t}) \leq c u\left(Z_{k}, t_{k}\right) \leq c^{k} u(Z, t) \tag{4.14}
\end{equation*}
$$

To use Lemma 4.5 efficiently we will build Harnack chains using admissible paths.
Lemma 4.6. Let $\gamma(\tau):[0, t-\tilde{t}] \rightarrow \mathbb{R}^{N+1}, \tilde{t}<t$, be an admissible path, starting at a point with time coordinate equal to $t$, with $\lambda=\lambda(\tau) \equiv 1$, and let $a, b$ be constants such that $0 \leq a<b \leq T$, $T:=t-\tilde{t}$. Then there exist positive constants $h$ and $\eta$, depending only on $m$, such that

$$
\begin{equation*}
\int_{a}^{b} \frac{\|\omega(\tau)\|^{2}}{h} \mathrm{~d} \tau \leq 1 \quad \Rightarrow \quad \gamma(b) \in Q_{\eta r}^{-}(\gamma(a)), \text { where } r=\sqrt{b-a} \tag{4.15}
\end{equation*}
$$

Furthermore, the set $Q_{\eta r}^{-}(\gamma(a)) \cap\{t=T-b\}$ is contained in $\operatorname{Int}\left(\mathcal{A}_{(\gamma(a)}\left(Q_{r}^{-}\right)\right)$.
Proof. The first part of the lemma is a consequence of Lemma 2.2 in [3]. The second conclusion follows by arguing as in the proof of Proposition 3.2 in 9 .

Lemma 4.7. Let $\Omega \subset \mathbb{R}^{N+1}$ be a domain. Let $\gamma, t, \tilde{t}, \lambda, T, h, \eta$, be as in Lemma 4.6 and define $\left\{\tau_{j}\right\}$ as follows. Let $\tau_{0}=0$, and define $\tau_{j+1}$, for $j \geq 0$, recursively as follows:

$$
\begin{align*}
& \text { if } \int_{\tau_{j}}^{t-\tilde{t}} \frac{\|\omega(\tau)\|^{2}}{h} \mathrm{~d} \tau>1 \text { then } \tau_{j+1}=\inf \left\{\sigma \in\left(\tau_{j}, t-\tilde{t}\right]: \int_{\tau_{j}}^{\sigma} \frac{\|\omega(\tau)\|^{2}}{h} \mathrm{~d} \tau>1\right\}  \tag{i}\\
& \text { if } \int_{\tau_{j}}^{t-\tilde{t}} \frac{\|\omega(\tau)\|^{2}}{h} \mathrm{~d} \tau \leq 1 \text { then } \tau_{j+1}:=t-\tilde{t}
\end{align*}
$$

Let $k$ be smallest index such that $\tau_{k+1}=t-\tilde{t}$. Define, based on $\left\{\tau_{j}\right\}_{j=0}^{k+1}$,

$$
\begin{equation*}
r_{j}=\sqrt{\frac{\tau_{j+1}-\tau_{j}}{\eta^{2}}}, \quad j=1, \ldots, k \tag{4.16}
\end{equation*}
$$

and let $\left(Z_{j}, t_{j}\right)=\gamma\left(\tau_{j}\right)$ for $j=1, \ldots, k$. Assume that

$$
\begin{equation*}
\gamma(\tau):[0, t-\tilde{t}] \rightarrow \Omega, \text { and } Q_{r_{j}}^{-}\left(Z_{j}, t_{j}\right) \subset \Omega \tag{4.17}
\end{equation*}
$$

for every $j=1, \ldots, k$. Then there exists a constant $c=c(m, \kappa), 1 \leq c<\infty$, such that if $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega$, then

$$
\begin{equation*}
u(\tilde{Z}, \tilde{t}) \leq c^{\left(1+\frac{1}{h} \int_{0}^{t-\tilde{t}}\|\omega(\tau)\|^{2} \mathrm{~d} \tau\right)} u(Z, t) \tag{4.18}
\end{equation*}
$$

Proof. This can be proved by proceeding as in the proof of Proposition 1.1 in [3] using Lemma 4.5 and Lemma 4.6. Indeed, let $\left\{\left\{\left(Z_{j}, t_{j}\right)\right\}_{j=1}^{k},\left\{r_{j}\right\}_{j=1}^{k}\right\}$ be as in the statement of the lemma. Using the assumption 4.17) and applying Lemma 4.6 then yields that $\left\{\left\{\left(Z_{j}, t_{j}\right)\right\}_{j=1}^{k},\left\{r_{j}\right\}_{j=1}^{k}\right\}$ is a Harnack chain connecting $(\tilde{Z}, \tilde{t})$ to $(Z, t)$ with

$$
k \leq 1+\frac{1}{h} \int_{0}^{t-\tilde{t}}\|\omega(\tau)\|^{2} \mathrm{~d} \tau
$$

This gives the inequality of the lemma.

Let

$$
B:=\left(\begin{array}{cc}
0 & I_{m}  \tag{4.19}\\
0 & 0
\end{array}\right), \quad E(s)=\exp \left(-s B^{*}\right)
$$

for $s \in \mathbb{R}$, where $I_{m}$ and 0 represents the identity matrix and the zero matrix in $\mathbb{R}^{m}$, respectively. Furthermore, let

$$
\mathcal{C}(t):=\int_{0}^{t} E(s)\left(\begin{array}{cc}
I_{m} & 0  \tag{4.20}\\
0 & 0
\end{array}\right) E^{*}(s) \mathrm{d} s=\left(\begin{array}{cc}
t I_{m} & -\frac{t^{2}}{2} I_{m} \\
-\frac{t^{2}}{2} I_{m} & \frac{t^{3}}{3} I_{m}
\end{array}\right)
$$

whenever $t \in \mathbb{R}$. Note that $\operatorname{det} \mathcal{C}(t)=t^{4 m} / 12$ and that

$$
(\mathcal{C}(t))^{-1}=12\left(\begin{array}{cc}
\frac{t^{-1}}{3} I_{m} & \frac{t^{-2}}{2} I_{m}  \tag{4.21}\\
\frac{t^{-2}}{2} I_{m} & t^{-3} I_{m}
\end{array}\right)
$$

Lemma 4.8. Let $\Omega \subset \mathbb{R}^{N+1}$ be a domain. Let $(Z, t),(\tilde{Z}, \tilde{t}) \in \Omega, \tilde{t}<t$, be given. Consider the path $\gamma(\tau)=(\tilde{\gamma}(\tau), t-\tau):[0, t-\tilde{t}] \rightarrow \mathbb{R}^{N+1}$ where

$$
\begin{equation*}
\tilde{\gamma}(\tau)=E(-\tau)\left(Z+\mathcal{C}(\tau) \mathcal{C}^{-1}(t-\tilde{t})(E(t-\tilde{t}) \tilde{Z}-Z)\right) \tag{4.22}
\end{equation*}
$$

Then $\gamma(0)=(Z, \tau), \gamma(t-\tilde{t})=(\tilde{Z}, \tilde{\tau})$ and $(\tilde{\gamma}(\tau), t-\tau)$ is an admissible path. Moreover, the path satisfies 4.11) with

$$
\begin{equation*}
\omega(\tau)=\left(\omega_{1}(\tau), . ., \omega_{m}(\tau)\right)=E(\tau)^{*} \mathcal{C}^{-1}(t-\tilde{t})(E(t-\tilde{t}) \tilde{Z}-Z) \tag{4.23}
\end{equation*}
$$

Let $h, \beta,\left\{\tau_{j}\right\},\left\{r_{j}\right\}$ and $\left\{\left(Z_{j}, \tau_{j}\right)\right\}$ be as in Lemma 4.7. Assume that

$$
\begin{equation*}
\gamma(\tau):[0, t-\tilde{t}] \rightarrow \Omega, \text { and } Q_{r_{j}}^{-}\left(z_{j}, t_{j}\right) \subset \Omega \tag{4.24}
\end{equation*}
$$

for every $j=1, \ldots, k$. Then there exists a constant $c=c(m, \kappa), 1 \leq c<\infty$, such that if $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega$, then

$$
\begin{equation*}
u(\tilde{Z}, \tilde{t}) \leq c^{\left(1+\frac{1}{h}\left\langle\mathcal{C}^{-1}(t-\tilde{t})(Z-E(t-\tilde{t}) \tilde{Z}), Z-E(t-\tilde{t}) \tilde{Z}\right\rangle\right)} u(Z, t) \tag{4.25}
\end{equation*}
$$

Proof. That $\gamma(\tau)$ is an admissible curve satisfying 4.22 is shown by direct computation. Using the assumption of the lemma we see that we can apply Lemma 4.7. However, in this case, by a direct computation, we see that

$$
\int_{0}^{t-\tilde{t}}\|\omega(\tau)\|^{2} \mathrm{~d} \tau=\left\langle\mathcal{C}^{-1}(t-\tilde{t})(Z-E(t-\tilde{t}) \tilde{Z}), Z-E(t-\tilde{t}) \tilde{Z}\right\rangle
$$

which proves the result.
Remark 4.1. Just to be clear, to apply Lemma 4.8, the critical assumption to be verified in a specific application is 4.24).

Based on the notion of propagation sets the following (general) geometric version of the Harnack inequality can also be proved using Lemma 4.5 and Lemma 4.7.

Lemma 4.9. Let $\Omega \subset \mathbb{R}^{N+1}$ be a domain and let $\left(Z_{0}, t_{0}\right) \in \Omega$. Let $K$ be a compact set contained in the interior of $\mathcal{A}_{\left(Z_{0}, t_{0}\right)}(\Omega)$. Then there exists a positive constant $c_{K}=c(m, \kappa, M, K)$, such that

$$
\sup _{K} u \leq c_{K} u\left(Z_{0}, t_{0}\right)
$$

for every non-negative weak solution $u$ of $\mathcal{L} u=0$ in $\Omega$.

Proof. The lemma can be proved using the same reasoning as in the proof of Lemma 4.7, we refer to [2] for details.

In light of Lemma 4.9 we could pose the following alternative definition of a Harnack chain: $\left\{\left\{\left(Z_{j}, t_{j}\right)\right\}_{j=1}^{k},\left\{r_{j}\right\}_{j=1}^{k}\right\}$ is a Harnack chain in $\Omega$, connecting $(Z, t)$ to $(\tilde{Z}, \tilde{t})$, if
(i) $Q_{r_{j}}^{-}\left(Z_{j}, t_{j}\right) \subset \Omega$, for every $j=1, \ldots, k$,
(ii) $\left(Z_{j+1}, t_{j+1}\right) \in K_{j} \subset \operatorname{Int}\left(\mathcal{A}_{\left(Z_{j}, t_{j}\right)}(\Omega)\right)$, for every $j=1, \ldots, k-1$,
(iii) $(\tilde{Z}, \tilde{t}) \in K_{k} \subset \operatorname{Int}\left(\mathcal{A}_{\left(Z_{k}, t_{k}\right)}(\Omega)\right)$,
where $K_{j}$ is a compact set, for each $j=1, \cdots, k$, and $\operatorname{Int}\left(\mathcal{A}_{\left(Z_{j}, t_{j}\right)}(\Omega)\right)$ denotes the interior of the set $\mathcal{A}_{\left(Z_{j}, t_{j}\right)}(\Omega)$. Note that similarly as before, if $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega$ and if $\left\{\left\{\left(Z_{j}, t_{j}\right)\right\}_{j=1}^{k},\left\{r_{j}\right\}_{j=1}^{k}\right\}$ is a Harnack chain in the sense above, then by Lemma 4.9

$$
u\left(Z_{j+1}, t_{j+1}\right) \leq c_{K_{j}} u\left(Z_{j}, t_{j}\right), \text { for every } j=1, \ldots, k-1,
$$

and hence

$$
\begin{equation*}
u(\tilde{Z}, \tilde{t}) \leq c u\left(Z_{k}, t_{k}\right) \leq c^{k} u(Z, t), \tag{4.27}
\end{equation*}
$$

where $c:=\max \left\{c_{K_{j}}\right\}_{j=1}^{k}$.

### 4.4. Admissible paths and cones.

Lemma 4.10. Let $\Lambda$ be a positive constant. Define

$$
\begin{equation*}
z_{\Lambda}=\left(0, \Lambda, 0,-\frac{2}{3} \Lambda\right) \in \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}^{m-1} \times \mathbb{R} \tag{4.28}
\end{equation*}
$$

Then, the path

$$
[0,1] \rightarrow \mathbb{R}^{N+1}, \tau \mapsto \gamma(\tau)=\delta_{1-\tau}\left(z_{\Lambda}, 1\right)
$$

is admissible.
Proof. Note that by definition

$$
\gamma(\tau)=\left(0,(1-\tau) \Lambda, 0,-\frac{2}{3}(1-\tau)^{3} \Lambda,(1-\tau)^{2}\right), \tau \in[0,1] .
$$

By a direct computation we see that

$$
\frac{d}{d \tau} \gamma(\tau)=\left(0,-\Lambda, 0,2(1-\tau)^{2} \Lambda,-2(1-\tau)\right), \tau \in[0,1]
$$

In particular,

$$
\begin{equation*}
\frac{d}{d \tau} \gamma(\tau)=\sum_{j=1}^{m} \omega_{j}(\tau) \partial_{x_{j}}(\gamma(\tau))+\lambda(\tau)\left(\sum_{k=1}^{m} x_{k} \partial_{y_{k}}(\gamma(\tau))-\partial_{t}(\gamma(\tau))\right), \tau \in[0,1] \tag{4.29}
\end{equation*}
$$

where $\omega_{j} \equiv 0$ for $j \in\{1, . ., m-1\}, \omega_{m}=-\Lambda$ and $\lambda(\tau)=2(1-\tau)$.
To continue, we recall the following cones, or cone like objects, introduced in (9). Given $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}, \bar{Z} \in \mathbb{R}^{N}, \bar{t} \in \mathbb{R}_{+}$, consider an open neighborhood $U \subset \mathbb{R}^{N}$ of $\bar{Z}$, and let

$$
\begin{align*}
& Z_{\bar{Z}, \bar{t}, U}^{+}\left(Z_{0}, t_{0}\right)=\left\{\left(Z_{0}, t_{0}\right) \circ \delta_{s}(Z, \bar{t}) \mid Z \in U, 0<s \leq 1\right\},  \tag{4.30}\\
& Z_{\bar{Z}, \overline{,}, U}^{-}\left(Z_{0}, t_{0}\right)=\left\{\left(Z_{0}, t_{0}\right) \circ \delta_{s}(Z,-\bar{t}) \mid Z \in U, 0<s \leq 1\right\} .
\end{align*}
$$

Given $\rho>0$ and $\Lambda>0$, recall the points $A_{\rho, \Lambda}^{+}, A_{\rho, \Lambda}, A_{\rho, \Lambda}^{-}$, introduced in 2.14). In addition we introduce

$$
\begin{align*}
& \tilde{A}_{\rho, \Lambda}^{+}=\left(0,-\Lambda \rho, 0, \frac{2}{3} \Lambda \rho^{3}, \rho^{2}\right),  \tag{4.31}\\
& \tilde{A}_{\rho, \Lambda}^{-}=\left(0,-\Lambda \rho, 0,-\frac{2}{3} \Lambda \rho^{3},-\rho^{2}\right),
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{A}_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)=\left(Z_{0}, t_{0}\right) \circ \tilde{A}_{\rho, \Lambda}^{ \pm}, \tag{4.32}
\end{equation*}
$$

whenever $\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$. Let the points $z_{\rho, \Lambda}^{ \pm}, \tilde{z}_{\rho, \Lambda}^{ \pm}$be defined through the relations

$$
\begin{equation*}
A_{\rho, \Lambda}^{ \pm}=\left(z_{\rho, \Lambda}^{ \pm}, \rho^{2}\right), \tilde{A}_{\rho, \Lambda}^{ \pm}=\left(\tilde{z}_{\rho, \Lambda}^{ \pm}, \rho^{2}\right) . \tag{4.33}
\end{equation*}
$$

Given $\eta, 0<\eta \ll 1, \Lambda$, and $\rho>0$ we let

$$
U_{\rho, \eta, \Lambda}^{ \pm}:=\mathcal{B}_{\eta \rho}\left(\left(z_{\rho, \Lambda}^{ \pm}, 0\right)\right) \cap\{(Z, t) \mid t=0\} .
$$

Then, based on 4.30), we define

$$
\begin{align*}
& C_{\rho, \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)=Z_{A_{\rho, \Lambda}}^{ \pm}, U_{\rho, \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right), \\
& \tilde{C}_{\rho, \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)=Z_{\tilde{A}_{\rho, \Lambda}^{ \pm}, U_{\rho, \eta, \Lambda}^{ \pm}}^{ \pm}\left(Z_{0}, t_{0}\right) . \tag{4.34}
\end{align*}
$$

The sets

$$
\begin{equation*}
C_{\rho, \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right), \tilde{C}_{\rho, \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right), \tag{4.35}
\end{equation*}
$$

will be referred to as cones with vertex at $\left(Z_{0}, t_{0}\right)$ as, for $\eta$ small, they represent cones around admissible paths passing through $\left(Z_{0}, t_{0}\right)$ as well as the points $A_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)$, and $\tilde{A}_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)$.
4.5. Cones in Lipschitz domains. The standing assumption in all lemmas stated in this subsection is that $\Omega \subset \mathbb{R}^{N+1}$ is a Lipschitz domain with Lipschitz constant $M$, and that $\Omega_{r}=\Omega_{r}\left(\hat{Z}_{0}, \hat{t}_{0}\right), \Delta_{r}=\Delta_{r}\left(\hat{Z}_{0}, \hat{t}_{0}\right)$ for some $\left(\hat{Z}_{0}, \hat{t}_{0}\right) \in \partial \Omega$ fixed, and for $r>0$.

Lemma 4.11. Consider $\Omega_{2 r}$. There exist $\Lambda=\Lambda(m, M), 1 \leq \Lambda<\infty$, and $c_{0}=c_{0}(m, M)$, $1 \leq c_{0}<\infty$, such that the following is true. Let $\rho_{0}=r / c_{0}$, consider $\left(Z_{0}, t_{0}\right) \in \Delta_{\rho_{0}}$ and $0<\rho<\rho_{0}$. Then there exists $\eta=\eta(m, M), 0<\eta \ll 1$, such that if we introduce $C_{\rho, 2 \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)$, $\tilde{C}_{\rho, 2 \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)$, as in 4.34), then

$$
\begin{align*}
\text { (i) } & C_{\rho, 2 \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right) \subset \Omega_{r} \\
\text { (ii) } & \tilde{C}_{\rho, 2 \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right) \subset \mathbb{R}^{N+1} \backslash \Omega_{r} . \tag{4.36}
\end{align*}
$$

Proof. This is a consequence of Lemma 4.4 in [9].
Lemma 4.12. Consider $\Omega_{2 r}$. There exist $\Lambda=\Lambda(m, M), 1 \leq \Lambda<\infty$, and $c_{0}=c_{0}(m, M)$, $1 \leq c_{0}<\infty$, such that the following is true. Let $\rho_{0}=r / c_{0}$, consider $\left(Z_{0}, t_{0}\right) \in \Delta_{\rho_{0}}, 0<\rho<\rho_{0}$, and let $A_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right), \tilde{A}_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)$, be the reference points introduced. Then

$$
\begin{align*}
& A_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right) \in \Omega_{r}  \tag{4.37}\\
& \tilde{A}_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right) \in \mathbb{R}^{N+1} \backslash \Omega_{r}
\end{align*}
$$

and
(i) $1 \approx d\left(P_{\rho, \Lambda}\left(Z_{0}, t_{0}\right),\left(Z_{0}, t_{0}\right)\right) / \rho$,
(ii) $1 \lesssim d\left(P_{\rho, \Lambda}\left(Z_{0}, t_{0}\right), \Delta_{2 r}\right) / \rho$,
whenever $P_{\rho, \Lambda}\left(Z_{0}, t_{0}\right) \in\left\{A_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right), \tilde{A}_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)\right\}$. Furthermore, the paths

$$
\begin{equation*}
\gamma^{+}(\tau)=A_{(1-\tau) \rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \gamma^{-}(\tau)=A_{(1-\tau) \rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right), \tau \in[0,1], \tag{4.39}
\end{equation*}
$$

are admissible paths.
Proof. Note that (4.37) follows immediately from Lemma 4.11. Furthermore, 4.38) is a consequence of Lemma 4.4 in [9]. That the paths in 4.39) are admissible follows from Lemma 4.10

Lemma 4.13. Consider $\Omega_{2 r}$. There exist $\Lambda=\Lambda(m, M), 1 \leq \Lambda<\infty$, and $c_{0}=c_{0}(m, M)$, $1 \leq c_{0}<\infty$, such that the following is true. Let $\rho_{0}=r / c_{0}, \rho_{1}=\rho_{0} / c_{0}$, assume $(Z, t) \in \Omega_{\rho}$, $0<\rho<\rho_{1}$, and let $d=d\left((Z, t), \Delta_{2 r}\right)$. Then there exist $\left(Z_{0}^{ \pm}, t_{0}^{ \pm}\right) \in \Delta_{c_{0} \rho}$ and $\rho^{ \pm}$such that

$$
(Z, t)=A_{\rho^{ \pm}, \Lambda}^{ \pm}\left(Z_{0}^{ \pm}, t_{0}^{ \pm}\right) \text {and } \rho^{ \pm} / d \approx 1 .
$$

Remark 4.2. Consider $\Omega_{2 r}$. From now on we will let $\Lambda=\Lambda(m, M), 1 \leq \Lambda<\infty, c_{0}=$ $c_{0}(m, M), 1 \leq c_{0}<\infty$, and $\eta=\eta(m, M), 0<\eta \ll 1$, be such that Lemma 4.11 and Lemma 4.12 hold whenever $\left(Z_{0}, t_{0}\right) \in \Delta_{\rho_{0}}$ and $0<\rho<\rho_{0}, \rho_{0}=r / c_{0}$, and such that Lemma 4.13 holds whenever $(Z, t) \in \Omega_{\rho}, 0<\rho<\rho_{1}, \rho_{1}=\rho_{0} / c_{0}$.
4.6. The Harnack inequality in cones. The standing assumption in all lemmas stated in this subsection is that $\Omega \subset \mathbb{R}^{N+1}$ is a Lipschitz domain with Lipschitz constant $M$, and that $\Omega_{r}=\Omega_{r}\left(\hat{Z}_{0}, \hat{t}_{0}\right), \Delta_{r}=\Delta_{r}\left(\hat{Z}_{0}, \hat{t}_{0}\right)$ for some $\left(\hat{Z}_{0}, \hat{t}_{0}\right) \in \partial \Omega$ fixed, and for $r>0$. Furthermore, $\Lambda$, $c_{0}, \eta, \rho_{0}=r / c_{0}, \rho_{1}=\rho_{0} / c_{0}$, are chosen in accordance with Remark 4.2.
Lemma 4.14. Consider $\Omega_{2 r}$. Let $\delta, 0<\delta<1$, be a degree of freedom. There exists $c=$ $c(m, \kappa, M, \delta), 1 \leq c<\infty$, such that following holds. Assume that $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega_{2 \rho_{0}}$, let $\left(Z_{0}, t_{0}\right) \in \Delta_{\rho_{1}}$, and consider $\rho$ such that $0<\rho<\rho_{1}$. Then
(i)

$$
\begin{equation*}
\sup _{\mathcal{B}_{\rho / c}\left(A_{\delta \rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)} u \leq c \inf _{\mathcal{B}_{\rho / c}\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)} u \tag{4.40}
\end{equation*}
$$

(ii) $\quad \inf _{\mathcal{B}_{\rho / c}\left(A_{\delta \rho, \Lambda}\left(Z_{0}, t_{0}\right)\right)} u \geq c^{-1} \sup _{\mathcal{B}_{\rho / c}\left(A_{\rho, A}^{-}\left(Z_{0}, t_{0}\right)\right)} u$,
and
$\left(i^{\prime}\right) \quad A_{\delta \rho, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \mathcal{B}_{\rho / c}\left(A_{\delta \rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)$,
$\left(i i^{\prime}\right) \quad A_{\delta \rho, \Lambda}^{-}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \mathcal{B}_{\rho / c}\left(A_{\delta \rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)$,
whenever $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \Delta_{\rho / c}\left(Z_{0}, t_{0}\right)$.
Proof. Let $\delta$ as in the statement of the lemma be given. By construction and Lemma 4.11 there exists a constant $\tilde{c}=\tilde{c}(m, M, \delta)$ such that

$$
\begin{equation*}
\mathcal{B}_{\rho / \tilde{c}}\left(A_{\delta \rho, \Lambda}^{ \pm}\right) \subset C_{\rho, 2 \eta, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right) \subset \Omega_{r} . \tag{4.42}
\end{equation*}
$$

Using translation and dilation invariance, we may assume that $\left(Z_{0}, t_{0}\right)=(0,0)$ and that $\rho=1$. We need to show then, that there exist $c_{1}, c_{2}$ and $c_{3}$, each only depending on $m, \kappa, M$ and $\delta$, such that

$$
\begin{equation*}
\sup _{\mathcal{B}_{1 / c_{1}}\left(A_{\delta, \Lambda}^{+}\right)} u \leq c_{2} u\left(A_{1, \Lambda}^{+}\right), \inf _{\mathcal{B}_{1 / c_{1}}\left(A_{\delta, \Lambda}^{-}\right)} u \geq c_{2}^{-1} u\left(A_{1, \Lambda}^{-}\right) \tag{4.43}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\delta, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \mathcal{B}_{1 / c_{1}}\left(A_{\delta, \Lambda}^{+}\right), A_{\delta, \Lambda}^{-}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \mathcal{B}_{1 / c_{1}}\left(A_{\delta, \Lambda}^{-}\right) \tag{4.44}
\end{equation*}
$$

whenever $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \Delta_{1 / c_{3}}$. Note that using (4.42) and Lemma 4.12 we see that

$$
A_{\delta, \Lambda}^{+} \in \operatorname{Int}\left(\mathcal{A}_{A_{1, \Lambda}^{+}}\left(C_{1,2 \eta, \Lambda}^{+}(0,0)\right)\right)
$$

and hence there exists a constant $\hat{c}=\hat{c}(m, M, \delta)$ such that

$$
\mathcal{B}_{1 / \hat{c}}\left(A_{\delta, \Lambda}^{+}\right) \subset \operatorname{Int}\left(\mathcal{A}_{A_{1, \Lambda}^{+}}\left(C_{1,2 \eta, \Lambda}^{+}(0,0)\right)\right)
$$

Similarly,

$$
A_{\delta, \Lambda}^{-} \in \operatorname{Int}\left(\mathcal{A}_{(\tilde{Z}, \tilde{t})}\left(C_{1,2 \eta, \Lambda}^{-}(0,0)\right)\right)
$$

when $(\tilde{Z}, \tilde{t}) \in \mathcal{B}_{1 / \hat{c}^{\prime}}\left(A_{\delta, \Lambda}^{-}\right)$. Now (4.43) follows by putting $c_{1}=\max \left\{\hat{c}, \hat{c}^{\prime}\right\}$ and applying Lemma 4.9. Finally, as $A_{\delta, \Lambda}^{ \pm} \in \mathcal{B}_{1 / c_{1}}\left(A_{\delta, \Lambda}^{ \pm}\right)$, and using from continuity of the map

$$
\left(\hat{Z}_{0}, \hat{t}_{0}\right) \mapsto A_{\delta, \Lambda}^{ \pm}\left(\hat{Z}_{0}, \hat{t}_{0}\right)
$$

we see that 4.44 holds.
Lemma 4.15. Consider $\Omega_{2 r}$. There exists $\gamma=\gamma(m, \kappa, M), 0<\gamma<\infty$, such that the following holds. Assume that $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega_{2 \rho_{0}}$, let $\left(Z_{0}, t_{0}\right) \in \Delta_{\rho_{1}}$ and consider $\rho, \tilde{\rho}, 0<\tilde{\rho} \leq \rho<\rho_{1}$. Then

$$
\begin{align*}
& u\left(A_{\tilde{\rho}, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right) \lesssim(\rho / \tilde{\rho})^{\gamma} u\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right) \\
& u\left(A_{\tilde{\rho}, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \gtrsim(\tilde{\rho} / \rho)^{\gamma} u\left(A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \tag{4.45}
\end{align*}
$$

Proof. By constructing Harnack chains along the paths given in 4.39) and applying Lemma 4.14 the lemma follows. See Lemma 4.3 in [9] for further details.

Lemma 4.16. Consider $\Omega_{2 r}$. There exist $c=c(m, \kappa, M), 1 \leq c<\infty$, and $\gamma=\gamma(m, \kappa, M)$, $0<\gamma<\infty$, such that the following holds. Assume that $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega_{2 \rho_{0}}$ and let $\left(Z_{0}, t_{0}\right) \in \Delta_{\rho_{1}}$. Then

$$
\begin{align*}
& u(Z, t) \lesssim(\rho / d)^{\gamma} u\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)  \tag{4.46}\\
& u(Z, t) \gtrsim(d / \rho)^{\gamma} u\left(A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)
\end{align*}
$$

whenever $(Z, t) \in \Omega_{2 \rho / c}\left(Z_{0}, t_{0}\right), 0<\rho<\rho_{1}$, with $d=d\left((Z, t), \Delta_{2 r}\right)$.
Proof. This lemma is proved by combining Lemma 4.15 with Lemma 4.13 and applying Lemma 4.14. We refer to the proof of Lemma 3.10 in [30] for further details.
4.7. Fundamental solutions and estimates thereof. In this subsection we introduce a fundamental solution to $\mathcal{L}$. The adjoint operator to $\mathcal{L}$ is defined as

$$
\begin{equation*}
\mathcal{L}^{*}:=\nabla_{X} \cdot\left(A(X, Y, t) \nabla_{X}\right)-X \cdot \nabla_{Y}+\partial_{t} \tag{4.47}
\end{equation*}
$$

Definition 4. A fundamental solution for $\mathcal{L}$ is a continuous and positive function $\Gamma=\Gamma(Z, t, \tilde{Z}, \tilde{t})$, defined for $\tilde{t}<t$ and $Z, \tilde{Z} \in \mathbb{R}^{N}$, such that
(i) $\Gamma(\cdot, \cdot, \tilde{Z}, \tilde{t})$ is a weak solution of $\mathcal{L} u=0$ in $\mathbb{R}^{N} \times(\tilde{t}, \infty)$ and $\Gamma(Z, t, \cdot, \cdot)$ is a weak solution of $\mathcal{L}^{*} u=0$ in $\mathbb{R}^{N} \times(-\infty, t)$,
(ii) for any bounded function $\phi \in C\left(\mathbb{R}^{N}\right)$ and $Z, \tilde{Z} \in \mathbb{R}^{N}$, we have

$$
\begin{equation*}
\lim _{\substack{(Z, t) \rightarrow(\tilde{Z}, \tilde{t}) \\ t>\tilde{t}}} u(Z, t)=\phi(\tilde{Z}), \quad \lim _{\substack{(\tilde{Z}, \tilde{t}) \rightarrow(Z, t) \\ t>\tilde{t}}} v(\tilde{Z}, \tilde{t})=\phi(Z), \tag{4.48}
\end{equation*}
$$

where

$$
\begin{equation*}
u(Z, t):=\iint_{\mathbb{R}^{N}} \Gamma(Z, t, \tilde{Z}, \tilde{t}) \phi(\tilde{Z}) \mathrm{d} \tilde{Z}, \quad v(\tilde{Z}, \tilde{t}):=\iint_{\mathbb{R}^{N}} \Gamma(Z, t, \tilde{Z}, \tilde{t}) \phi(Z) \mathrm{d} Z \tag{4.49}
\end{equation*}
$$

Remark 4.3. Note that for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$ the following identities hold

$$
\begin{aligned}
& \iiint\left(A(X, Y, t) \nabla_{X} \Gamma(\cdot, \cdot, \tilde{Z}, \tilde{t}) \cdot \nabla_{X} \phi+\Gamma(\cdot, \cdot, \tilde{Z}, \tilde{t})\left(X \cdot \nabla_{Y} \phi-\partial_{t} \phi\right)\right) \mathrm{d} X \mathrm{~d} Y \mathrm{~d} t=\phi(\tilde{Z}, \tilde{t}), \\
& \iiint\left(A(\tilde{X}, \tilde{Y}, \tilde{t}) \nabla_{\tilde{X}} \Gamma(Z, t, \cdot, \cdot) \cdot \nabla_{\tilde{X}} \phi-\Gamma(Z, t, \cdot, \cdot)\left(\tilde{X} \cdot \nabla_{\tilde{Y}} \phi-\partial_{\tilde{t}} \phi\right)\right) \mathrm{d} \tilde{X} \mathrm{~d} \tilde{Y} \mathrm{~d} \tilde{t}=\phi(Z, t) .
\end{aligned}
$$

Remark 4.4. The functions in 4.49) are weak solutions of the following backward and forward Cauchy problems,

$$
\left\{\begin{array} { l l } 
{ \mathcal { L } u ( Z , t ) = 0 , } & { ( Z , t ) \in \mathbb { R } ^ { N } \times ( \tilde { t } , \infty ) , } \\
{ u ( Z , \tilde { t } ) = \phi ( Z ) , } & { Z \in \mathbb { R } ^ { N } , }
\end{array} \quad \left\{\begin{array}{ll}
\mathcal{L}^{*} v(\tilde{Z}, \tilde{t})=0, & (\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N} \times(-\infty, t) \\
v(\tilde{Z}, t)=\phi(\tilde{Z}) & \tilde{Z} \in \mathbb{R}^{N}
\end{array}\right.\right.
$$

Let $B$ and $E$ be as defined in 4.19) and let $C$ be defined as in 4.20). Recall 4.21). Using this notation, an explicit fundamental solution to the constant coefficient operator

$$
\begin{equation*}
\mathcal{L}^{\lambda}:=\frac{\lambda}{2} \nabla_{X} \cdot \nabla_{X}+X \cdot \nabla_{Y}-\partial_{t} \tag{4.50}
\end{equation*}
$$

with pole at $(\tilde{Z}, \tilde{t}), \Gamma^{\lambda}(\cdot, \cdot, \tilde{Z}, \tilde{t})$, can be defined by

$$
\begin{equation*}
\Gamma^{\lambda}(Z, t, \tilde{Z}, \tilde{t}):=\Gamma^{\lambda}(Z-E(t-\tilde{t}) \tilde{Z}, t-\tilde{t}, 0,0) \tag{4.51}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma^{\lambda}(Z, t, 0,0) & =\frac{1}{(2 \pi \lambda)^{m} \sqrt{\operatorname{det} \mathcal{C}(t)}} e^{\left(-\frac{1}{2 \lambda}\left\langle\mathcal{C}(t)^{-1} Z, Z\right\rangle\right)}, \quad \text { if } t>0  \tag{4.52}\\
\Gamma^{\lambda}(Z, t, 0,0) & =0, \quad \text { if } t \leq 0 \tag{4.53}
\end{align*}
$$

Here $\langle\cdot, \cdot\rangle$ denotes the standard inner product on $\mathbb{R}^{N}$.
Lemma 4.17. Assume that A satisfies (1.10) and 1.12 . Then there exists a fundamental solution $\Gamma(Z, t, \tilde{Z}, \tilde{t})$ to $\mathcal{L}$ in the sense of Definition 4. Furthermore, there exist positive constants $\lambda^{+}, \lambda^{-}$, depending only on $m$ and $\kappa$, such that

$$
\begin{equation*}
\Gamma^{\lambda^{-}}(Z, t, \tilde{Z}, \tilde{t}) \lesssim \Gamma(Z, t, \tilde{Z}, \tilde{t}) \lesssim \Gamma^{\lambda^{+}}(Z, t, \tilde{Z}, \tilde{t}) \tag{4.54}
\end{equation*}
$$

for all $(Z, t),(\tilde{Z}, \tilde{t})$ with $t>\tilde{t}$.

Proof. We refer to [31, 14, 10] for the existence of the fundamental solution for $\mathcal{L}$ under the additional condition that the coefficients are Hölder continuous. See also [25].

Using Lemma 4.17, and the arguments in Subsection 2.2 in [30], we have the upper bound

$$
\begin{equation*}
\Gamma(Z, t, \tilde{Z}, \tilde{t}) \lesssim \frac{1}{d((Z, t),(\tilde{Z}, \tilde{t}))^{\mathbf{q}-2}} \tag{4.55}
\end{equation*}
$$

for all $(Z, t),(\tilde{Z}, \tilde{t})$ with $t>\tilde{t}$.

## 5. Boundary Hölder continuity: Proof of Theorem 3.2

Theorem 3.2 is an immediate consequence of Lemma 5.4 stated and proved below. To start the argument towards the proof of Lemma 5.4 we first need to introduce some additional notation.

Recall the reference points defined in 4.31) and, in particular,

$$
\tilde{A}_{\rho, \Lambda}^{-}=\left(0,-\Lambda \rho, 0,-\frac{2}{3} \Lambda \rho^{3},-\rho^{2}\right) \in \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}^{m-1} \times \mathbb{R} \times \mathbb{R}
$$

Recall that if $\left(Z_{0}, t_{0}\right) \in \partial \Omega$, then $\tilde{A}_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)=\left(Z_{0}, t_{0}\right) \circ \tilde{A}_{\rho, \Lambda}^{-}$is a reference point in $\mathbb{R}^{N+1} \backslash \Omega$ and into past relative to $t_{0}$. We furthermore let

$$
\begin{equation*}
\hat{Q}_{r}:=\left\{(X, Y)| | x_{i}\left|<r,\left|y_{i}\right|<r^{3}\right\}\right. \tag{5.1}
\end{equation*}
$$

for $r>0$. We also let

$$
\hat{Q}_{r}(Z, t):=\left((Z, t) \circ Q_{r}\right) \cap\{(\tilde{Z}, \tilde{t}) \mid \tilde{t}=t\}
$$

whenever $(Z, t) \in \mathbb{R}^{N+1}$. We recall the cylinders $Q_{r}^{-}$introduced in 4.10), and we, in addition, introduce

$$
Q_{r_{1}, r_{2}}^{-}:=\hat{Q}_{r_{1}} \times\left\{t \mid-r_{2}^{2}<t \leq 0\right\}, \quad Q_{r_{1}, r_{2}}^{-}(Z, t)=(Z, t) \circ Q_{r_{1}, r_{2}}^{-}
$$

The following is the key lemma proved in this section.
Lemma 5.1. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Then there exists a constant $K=K(m, \kappa, M) \gg$ 1, such that the following is true. Let $u$ be a non-negative weak solution of $\mathcal{L} u=0$ in $\Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\partial \Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)$. Then there exists $\theta=$ $\theta(m, \kappa, M, K), 0<\theta<1$, such that

$$
\sup _{\Omega \cap Q_{r / K}^{-}\left(Z_{0}, t_{0}\right)} u \leq \theta \sup _{\Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)} u
$$

Proof. We first note that we can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$ and $r=1$. Let $K \gg 1$ be a constant to be fixed below. We let $\phi_{1} \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be such that $0 \leq \phi_{1} \leq 1$, and $\phi_{1} \equiv 1$ on

$$
\hat{Q}_{(K+1)} \backslash \hat{Q}_{(K-1)}
$$

and such that $\phi_{1} \equiv 0$ on

$$
\hat{Q}_{(K-2)} \cup\left(\mathbb{R}^{N} \backslash \hat{Q}_{(K+2)}\right)
$$

Similarly, we let $\phi_{2} \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be such that $0 \leq \phi_{2} \leq 1, \phi_{2} \equiv 1$ on

$$
\hat{Q}_{(K+1)} \backslash\left(\mathcal{B}_{2 / M}\left(\tilde{A}_{2, \Lambda}^{-}\right) \cap\{t \mid t=-4\}\right)
$$

and such that $\phi_{2} \equiv 0$ on

$$
\left(\mathcal{B}_{1 / M}\left(\tilde{A}_{2, \Lambda}^{-}\right) \cap\{t \mid t=-4\}\right) \cup\left(\mathbb{R}^{N} \backslash \hat{Q}_{(K+2)}\right)
$$

Note that by construction we have $\left(\mathcal{B}_{2 / M}\left(\tilde{A}_{2, \Lambda}^{-}\right) \cap\{t \mid t=-4\}\right) \subset \mathbb{R}^{N+1} \backslash \bar{\Omega}$. Using $\phi_{1}$ and $\phi_{2}$ we let $\Phi_{1}(Z, t)$ and $\Phi_{2}(Z, t)$ be the solutions to the Cauchy problem for $\mathcal{L}$ with data $\phi_{1}$ and $\phi_{2}$, respectively, on $\{t=-4\}$. Hence $\mathcal{L} \Phi_{1}(Z, t)=0=\mathcal{L} \Phi_{2}(Z, t)$ whenever $(Z, t) \in \mathbb{R}^{N+1}, t>-4$ and we can represent $\Phi_{1}(Z, t)$ and $\Phi_{2}(Z, t)$ using the fundamental solution. The remainder of the proof will consist of showing the validity of four claims from which the lemma will follow.
Claim 1: There exists a constant $c=c(m, \kappa, M) \geq 1$ such that

$$
\begin{equation*}
1 \leq c \Phi_{1}(Z, t) \tag{5.2}
\end{equation*}
$$

whenever $(Z, t) \in \partial Q_{K, 2}^{-} \cap\{(Z, t) \mid-4<t<0\}$.
Proof of the claim. Using Lemma 4.17 we see that solution to the Cauchy problem with initial data $\phi_{1}$ can be represented as

$$
\Phi_{1}(Z, t)=\iint_{\mathbb{R}^{N}} \Gamma(Z, t, \tilde{Z},-4) \phi_{1}(\tilde{Z}) \mathrm{d} \tilde{Z}
$$

where $\Gamma(\cdot, \cdot, \tilde{Z}, \tilde{t})$ is the fundamental solution for $\mathcal{L}$ with pole at $(\tilde{Z}, \tilde{t})$. Note that by Lemma 4.17 we have the lower bound

$$
\begin{equation*}
c \Gamma^{\lambda}(Z, t, \tilde{Z},-4) \leq \Gamma(Z, t, \tilde{Z},-4) \tag{5.3}
\end{equation*}
$$

for some $c=c(m, \kappa)>0$, where $\Gamma^{\lambda}(\cdot, \cdot, \tilde{Z}, \tilde{t}), \lambda:=\lambda^{-}$, is the fundamental solution for the constant coefficient operator defined in 4.50. Hence,

$$
\Phi_{1}(Z, t) \geq c \iint_{\mathbb{R}^{N}} \Gamma^{\lambda}(Z, t, \tilde{Z},-4) \phi_{1}(\tilde{Z}) \mathrm{d} \tilde{Z}
$$

Let $\delta>0$ some small fixed constant and consider the shifted cube

$$
\hat{Q}_{\delta}(Z,-4)=\left((Z,-4) \circ Q_{\delta}\right) \cap\{(Z, t) \mid t=-4\}
$$

Note that $\hat{Q}_{\delta}(Z,-4) \subset\left(\hat{Q}_{K+1} \backslash \hat{Q}_{K-1}\right) \times\{(Z, t) \mid t=-4\}$. Using this together with the fact that $\Gamma^{\lambda}$ is non-negative, smooth and not identically zero in $\hat{Q}_{\delta}(Z,-4)$, we have

$$
\iint_{\mathbb{R}^{N}} \Gamma^{\lambda}(Z, t, \tilde{Z},-4) \phi_{1}(\tilde{Z}) \mathrm{d} \tilde{Z} \geq \iint_{\hat{Q}_{\delta}(Z,-4)} \Gamma^{\lambda}(Z, t, \tilde{Z},-4) \mathrm{d} \tilde{Z} \gtrsim 1
$$

The completes the proof of the claim.
To simplify notation a little, we will in the sequel write

$$
\begin{equation*}
\Psi:=\sup _{\Omega \cap Q_{K, 2}^{-}} u \tag{5.4}
\end{equation*}
$$

With this notation, we see that by using (5.2 and the maximum principle on $\Omega \cap Q_{K, 2}^{-}$we obtain

$$
\begin{equation*}
u(Z, t) \leq c \Psi \Phi_{1}(Z, t)+\Psi \Phi_{2}(Z, t) \tag{5.5}
\end{equation*}
$$

when $(Z, t) \in \Omega \cap Q_{K, 2}^{-}$, and thus, in particular, when $(Z, t) \in \Omega \cap Q_{1}^{-}$.
Claim 2: If $(Z, t) \in \Omega \cap Q_{1}^{-}$, then there exist $c \geq 1$, and an integer $\eta \gg 1$, both independent of $K$, such that

$$
\begin{equation*}
\Phi_{1}(Z, t) \leq c e^{-c^{-1} K^{2}} K^{\eta} \tag{5.6}
\end{equation*}
$$



Figure 1. The shaded regions represent the two cases in the proof of Claim 2.
Proof of the claim. Again using Lemma 4.17, with $\lambda:=\lambda^{+}$, we have

$$
\begin{aligned}
\Phi_{1}(Z, t) & =\iint_{\mathbb{R}^{N}} \Gamma(Z, t, \tilde{Z},-4) \phi_{1}(\tilde{Z}) \mathrm{d} \tilde{Z} \\
& \leq \iint_{\hat{Q}_{K+2} \backslash \hat{Q}_{K-2}} \Gamma(Z, t, \tilde{Z},-4) \mathrm{d} \tilde{Z} \\
& \lesssim \iint_{\hat{Q}_{K+2} \backslash \hat{Q}_{K-2}} \Gamma^{\lambda}(Z, t, \tilde{Z},-4) \mathrm{d} \tilde{Z} \\
& \lesssim \frac{1}{\lambda^{m}(t+4)^{2 m}} \iint_{\hat{Q}_{K+2} \backslash \hat{Q}_{K-2}} e^{-\frac{1}{2 \lambda}\left(\frac{1}{t+4}|X-\tilde{X}|^{2}+\frac{3}{(t+4)^{3}}|2(Y-\tilde{Y})+(t+4)(X+\tilde{X})|^{2}\right)} \mathrm{d} \tilde{Z}
\end{aligned}
$$

We now consider now the two cases,

$$
|X-\tilde{X}|^{2} \geq m|K-3|^{2}, \text { and }|X-\tilde{X}|^{2}<m|K-3|^{2}
$$

In the first case we immediately see that

$$
\begin{equation*}
e^{-\frac{1}{2 \lambda}\left(\frac{1}{t+4}|X-\tilde{X}|^{2}+\frac{3}{(t+4)^{3}}|2(Y-\tilde{Y})+(t+4)(X+\tilde{X})|^{2}\right)} \leq e^{-c K^{2}} \tag{5.7}
\end{equation*}
$$

In the second case we note that $|Y-\tilde{Y}|^{2} \gtrsim m K^{6}$, for $K$ large enough, and due to the geometry of $\hat{Q}_{K+2} \backslash \hat{Q}_{K-2}$. Also, $|X+\tilde{X}|^{2} \lesssim K^{2}$ and using that

$$
\begin{aligned}
|2(Y-\tilde{Y})+(t+4)(X+\tilde{X})|^{2} & =3|Y-\tilde{Y}|^{2}-(t+4)^{2}|X+\tilde{X}|^{2}+|Y-\tilde{Y}+2(t+4)(X+\tilde{X})|^{2} \\
& \lesssim 3|Y-\tilde{Y}|^{2}-(t+4)^{2}|X+\tilde{X}|^{2}+(|Y-\tilde{Y}|+2(t+4)|X+\tilde{X}|)^{2}
\end{aligned}
$$

we can also in the second case conclude the validity of 5.7 for some $c>0$ independent of $K$. This together with the elementary fact that there exists $\eta>1$ (independent of $K$ ) such that $\left|\hat{Q}_{K+2} \backslash \hat{Q}_{K-2}\right| \leq K^{\eta}$, yields that

$$
\Phi_{1}(Z, t) \leq c \iint_{\hat{Q}_{K+2} \backslash \hat{Q}_{K-2}} e^{-\frac{1}{c} K^{2}} \mathrm{~d} \tilde{Z} \leq c e^{-c^{-1} K^{2}} K^{\eta}
$$

which is the statement of the claim.
To be able to estimate $\Phi_{2}(Z, t)$ we write

$$
\Phi_{2}=1-\hat{\Phi}_{2}
$$

where now, in particular, $\hat{\Phi}_{2}$ is a non-negative function such that

$$
\hat{\Phi}_{2}(Z,-4)=1,
$$

whenever $(Z,-4) \in\left(\mathcal{B}_{1 / M}\left(\tilde{A}_{2, \Lambda}^{-}\right) \cap\{t \mid t=-4\}\right)$.
Claim 3: There exist $\epsilon>0$ small, and $c \geq 1$, both depending only on $m, \kappa$ and $M$, such that

$$
\begin{equation*}
\hat{\Phi}_{2}(Z, t) \geq c^{-1} \tag{5.8}
\end{equation*}
$$

whenever $(Z, t) \in\left(\mathcal{B}_{(1-\epsilon) / M}\left(\tilde{A}_{2(1-\epsilon), \Lambda}^{-}\right) \cap\left\{t \mid t=-4(1-\epsilon)^{2}\right\}\right)$.
Proof of the claim. As in the proof of Claim 1 above we fix a small $\delta>0$. Let $\epsilon>0$ be such that

$$
\hat{Q}_{\delta}(Z,-4) \subset\left(\mathcal{B}_{1 / M}\left(\tilde{A}_{2, \Lambda}^{-}\right) \cap\{t \mid t=-4\}\right),
$$

when $(Z, t) \in\left(\mathcal{B}_{(1-\epsilon) / M}\left(\tilde{A}_{2(1-\epsilon), \Lambda}^{-}\right) \cap\left\{t \mid t=-4(1-\epsilon)^{2}\right\}\right)$. Now, since $\hat{\phi}_{2}=1-\phi_{2}$ is bounded on $\mathbb{R}^{N}$, we can represent $\hat{\Phi}_{2}$ as

$$
\hat{\Phi}_{2}(Z, t)=\iint_{\mathbb{R}^{N}} \Gamma(Z, t, \tilde{Z},-4) \hat{\phi}_{2}(\tilde{Z}) \mathrm{d} \tilde{Z}
$$

and the claim follows by essentially the same argument as in the proof of Claim 1.
Claim 4: There exists $K_{0}=K_{0}(m, \kappa, M) \gg 1$ such that if $K \geq K_{0}$ then

$$
\begin{equation*}
\hat{\Phi}_{2}(Z, t) \geq \tilde{c}^{-1} \tag{5.9}
\end{equation*}
$$

whenever $(Z, t) \in \Omega \cap Q_{1 / K}^{-}$, for a constant $\tilde{c}=\tilde{c}(m, \kappa, M) \geq 1$.
Proof of the claim. The idea is to choose an admissible curve $\gamma(\tau)$ connecting the origin to $\tilde{A}_{2, \Lambda}$ and construct a Harnack chain along it. Consider the curve

$$
\gamma(\tau)=\tilde{A}_{2 \tau, \Lambda}^{-}
$$

A direct calculation shows that

$$
\frac{d}{d \tau} \gamma(\tau)=\sum_{j=1}^{m} \omega_{j}(\tau) \partial_{x_{j}} \gamma(\tau)+\lambda(\tau)\left(\sum_{k=1}^{m} x_{k} \partial_{y_{k}} \gamma(\tau)-\partial_{t} \gamma(\tau)\right)
$$

with $\omega_{m}=-2 \Lambda, \omega_{j}=0$ for $j=1, \cdots, m-1$, and $\lambda(\tau)=8 \tau$. Hence $\gamma(\tau)$ is admissible. Furthermore $\gamma(0)=(0,0)$ and $\gamma(1)=\tilde{A}_{2, \Lambda}$. Hence, using Lemma 4.7 we deduce that

$$
\begin{equation*}
\sup _{\mathcal{B}_{\tilde{\epsilon}}\left(\tilde{A}_{2(1-\tilde{)}, \mathrm{A}}^{-}\right)} \hat{\Phi}_{2} \leq C_{\tilde{\epsilon}} \hat{\Phi}_{2}(0,0), \tag{5.10}
\end{equation*}
$$

for some $C_{\tilde{\epsilon}}>0$ and $\tilde{\epsilon}>0$ small. It follows from (5.8) that

$$
\hat{\Phi}_{2}(0,0) \geq c^{-1} .
$$

Using that $\gamma$ is admissible it can be shown that for $\delta>0$ small, $\tilde{\gamma}(\tau)=\tilde{A}_{2 \tau, \Lambda}^{-}\left(Z_{0}, t_{0}\right)$ is admissible whenever $\left(Z_{0}, t_{0}\right) \in Q_{\delta}^{-}$. Pick then $\delta>0$ small enough so that $\tilde{\gamma}$ is admissible and

$$
\tilde{\gamma}(1) \in\left(\mathcal{B}_{(1-\epsilon) / M}\left(\tilde{A}_{2(1-\epsilon), \Lambda}^{-}\right) \cap \mathcal{B}_{\tilde{\epsilon}}\left(\tilde{A}_{2(1-\tilde{\epsilon}), \Lambda}^{-}\right)\right),
$$

whenever $\left(Z_{0}, t_{0}\right) \in Q_{\delta}^{-}$. The claim now follows by picking $K_{0}>1 / \delta$.
As a consequence of the last claim we have

$$
\begin{equation*}
\Phi_{2}(Z, t)=1-\hat{\Phi}_{2}(Z, t) \leq\left(1-\tilde{c}^{-1}\right) \tag{5.11}
\end{equation*}
$$

whenever $(Z, t) \in \Omega \cap Q_{1 / K}^{-}$. We now put the estimates together and we can conclude that we have proved that if $K \geq K_{0}$, then

$$
u(Z, t) \leq c \Psi \Phi_{1}(Z, t)+\Psi \Phi_{2}(Z, t) \leq \Psi\left(c e^{-c^{-1} K^{2}} K^{\eta}+\left(1-\tilde{c}^{-1}\right)\right),
$$

whenever $(Z, t) \in \Omega \cap Q_{1 / K}^{-}$as we see from (5.5), (5.6) and (5.11). Given $\tilde{c}$, we choose $K \geq K_{0}$ so that

$$
c e^{-c^{-1} K^{2}} K^{\eta} \leq \frac{1}{2 \tilde{c}},
$$

and we let $\theta=1-(2 \tilde{c})^{-1}<1$. Put together we see that

$$
\begin{equation*}
u(Z, t) \leq \theta \Psi, \tag{5.12}
\end{equation*}
$$

whenever $(Z, t) \in \Omega \cap Q_{1 / K}^{-}$. This completes the proof of the lemma.
Lemma 5.2. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Let $u$ be a non-negative weak solution of $\mathcal{L} u=0$ in $\Omega \cap Q_{2 r}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\partial \Omega \cap Q_{2 r}\left(Z_{0}, t_{0}\right)$. Let $0<\theta<1$ be given. Then there exists a constant $c=c(m, \kappa, M, \theta), 1 \leq c<\infty$, such that

$$
\sup _{\Omega \cap Q_{r / c}\left(Z_{0}, t_{0}\right)} u \leq \theta \sup _{\Omega \cap Q_{2 r}\left(Z_{0}, t_{0}\right)} u .
$$

Proof. The lemma is an immediate consequence of Lemma 5.1
Lemma 5.3. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Let $u$ be a non-negative weak solution of $\mathcal{L} u=0$ in $\Omega \cap Q_{2 r}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\partial \Omega \cap Q_{2 r}\left(Z_{0}, t_{0}\right)$. Then, there exist a constant $c=c(m, \kappa, M), 1 \leq c<\infty$, and $\alpha=\alpha(m, \kappa, M) \in(0,1)$, such that

$$
u(Z, t) \leq c\left(\frac{d\left((Z, t),\left(Z_{0}, t_{0}\right)\right)}{r}\right)^{\alpha} \sup _{\Omega \cap Q_{2 r}\left(Z_{0}, t_{0}\right)} u
$$

whenever $(Z, t) \in \Omega \cap Q_{r / c}\left(Z_{0}, t_{0}\right)$.
Proof. The lemma follows immediately from Lemma 5.2.
Lemma 5.4. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Then there exists a constant $K=K(m, \kappa, M) \gg$ 1, such that the following is true. Let $u$ be a non-negative weak solution of $\mathcal{L} u=0$ in $\Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\partial \Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)$. Then there exists $\theta=$ $\theta(m, \kappa, M, K), 0<\theta<1$, such that

$$
\sup _{\Omega \cap Q_{r / K}^{-}\left(Z_{0}, t_{0}\right)} u^{ \pm} \leq \theta \sup _{\Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)} u^{ \pm},
$$

where $u^{+}(Z, t)=\max \{0, u(Z, t)\}, u^{-}(Z, t)=-\min \{0, u(Z, t)\}$.
Proof. We first prove the lemma for $u^{+}$. In this case the argument is essentially the same as that in the proof of Lemma 5.1. In particular, if we let

$$
\Psi^{+}=\sup _{\Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)} u^{+},
$$

then we see that 5.5 still holds but with $\Psi$ replaced by $\Psi^{+}$. Furthermore, simply repeating the argument in Lemma 5.1 we deduce

$$
u(Z, t) \leq \theta \Psi^{+},
$$

whenever $(Z, t) \in \Omega \cap Q_{r / K}^{-}\left(Z_{0}, t_{0}\right)$. Obviously this completes the proof for $u^{+}$. Concerning the same estimate for $u^{-}$we see, by analogy, that

$$
\begin{equation*}
-u(\hat{Z}, t) \leq \theta \Psi^{-}, \tag{5.13}
\end{equation*}
$$

where

$$
\Psi^{-}=\sup _{\Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)}(-u)=\sup _{\Omega \cap Q_{K r, 2 r}^{-}\left(Z_{0}, t_{0}\right)} u^{-},
$$

whenever $(Z, t) \in \Omega \cap Q_{r / K}^{-}\left(Z_{0}, t_{0}\right)$ and from 5.13 we deduce Lemma 5.4 for $u^{-}$. This completes the proof of the lemma.

## 6. The Dirichlet problem: proof of Theorem 3.1

We here consider the well-posedness of the Dirichlet problem with continuous boundary data for the operator $\mathcal{L}$ in domains $\Omega_{r}\left(Z_{0}, t_{0}\right)$ introduced in (4.2). We recall that in Definition 3 in 30 it was introduced what we here, as in [30], refer to as the Kolmogorov boundary of $\Omega_{r}\left(Z_{0}, t_{0}\right)$, denoted $\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)$. The notion of the Kolmogorov boundary replaces the notion of the parabolic boundary used in the context of uniformly parabolic equations and by definition $\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right) \subset \partial \Omega_{r}\left(Z_{0}, t_{0}\right)$ is the set of all points on the topological boundary of $\Omega_{r}\left(Z_{0}, t_{0}\right)$ which is contained in the closure of the propagation set of at least one interior point in $\Omega_{r}$. The Kolmogorov boundary $\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)$ is the largest subset of the topological boundary of $\Omega_{r}\left(Z_{0}, t_{0}\right)$ on which we can attempt to impose boundary data if we want to construct non trivial solutions to the Dirichlet problem in $\Omega_{r}\left(Z_{0}, t_{0}\right)$ for the operator $\mathcal{L}$. The notion of regular points on $\partial \Omega_{r}\left(Z_{0}, t_{0}\right)$ for the Dirichlet problem only makes sense for points on the Kolmogorov boundary. Based on this we consider the well-posedness of the boundary value problem

$$
\begin{cases}\mathcal{L} u=0 & \text { in } \Omega_{r}\left(Z_{0}, t_{0}\right)  \tag{6.1}\\ u=\varphi & \text { on } \partial \Omega_{r}\left(Z_{0}, t_{0}\right) .\end{cases}
$$

where $\varphi \in C\left(\mathbb{R}^{N+1}\right)$. The boundary data should be understood as only imposed on the Kolmogorov boundary. Indeed, we define solutions to (6.1) as follows.
Definition 5. Let $\varphi \in C\left(\mathbb{R}^{N+1}\right)$. We say that $u$ is a solution to the Dirichlet problem in (6.1) if $u$ is a weak solution to $\mathcal{L} u=0$ in $\Omega_{r}\left(Z_{0}, t_{0}\right)$, if $u$ is continuous on the closure of $\Omega_{r}\left(Z_{0}, t_{0}\right)$ and if $u=\varphi$ on $\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)$.

To prove solvability of the Dirichlet problem in (6.1), as defined in Definition 5, we will make use of our qualitative assumption in (1.12). We remark that the assumption in 1.12) can be removed once uniqueness of solutions to (6.1) can be established under the assumption that coefficients have no smoothness beyond being bounded and measurable. Indeed, in this case, and by an approximation argument, is suffices to consider the Dirichlet problem in 6.1) for the regularized operator

$$
\begin{equation*}
\mathcal{L}_{\epsilon}:=\nabla_{X} \cdot\left(A^{\epsilon}(X, Y, t) \nabla_{X}\right)+X \cdot \nabla_{Y}-\partial_{t}, \tag{6.2}
\end{equation*}
$$

where $\epsilon>0$ is small and $A^{\epsilon}$ is a regularization of $A$ constructed by a group convolution of $A$ with respect to an approximation of the identity with parameter $\epsilon$.
Lemma 6.1. Assume (1.10) and 1.12). Let $\varphi \in C\left(\mathbb{R}^{N+1}\right)$. Then the Dirichlet problem in (6.1) has a unique solution $u$ and

$$
\|u\|_{L^{\infty}\left(\Omega_{r}\left(Z_{0}, t_{0}\right)\right)} \leq\|\varphi\|_{L^{\infty}\left(\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)\right)} .
$$

Proof. As $A$ is smooth we can freely switch between considering $\mathcal{L}$ as an operator in divergence form and as an operator in non-divergence form. In non-divergence form we have

$$
\begin{equation*}
\mathcal{L}:=\sum_{i, j=1}^{m} a_{i, j} \partial_{x_{i} x_{j}}+\sum_{i, j=1}^{m} \partial_{x_{i}} a_{i, j} \partial_{x_{j}}+X \cdot \nabla_{Y}-\partial_{t}, \tag{6.3}
\end{equation*}
$$

with $\partial_{x_{i}} a_{i, j}$ locally bounded. The lemma now follows from the methods employed in [26]. In particular, it is enough to prove existence of barrier functions at each $(Z, t) \in \partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)$. In the following we can, without loss of generality, assume that $\left(Z_{0}, t_{0}\right)=(0,0)$. We introduce the sets

$$
\begin{aligned}
S_{1, i}^{ \pm} & =\Omega_{r} \cap\left\{(X, Y, t) \mid x_{i}= \pm r\right\}, \quad i=1, \cdots, m-1, \\
S_{2, i}^{ \pm} & =\Omega_{r} \cap\left\{(X, Y, t) \mid \pm x_{i}>0, y_{i}= \pm r^{3}\right\}, \quad i=1, \cdots, m, \\
S_{3} & =\Omega_{r} \cap\left\{(X, Y, t) \mid t=-r^{2}\right\} \\
S_{4} & =\Omega_{r} \cap\left\{(X, Y, t) \mid x_{m}=4 M r\right\},
\end{aligned}
$$

and we note that

$$
\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)=\Delta_{r} \cup_{i} S_{1, i}^{ \pm} \cup_{i} S_{2, i}^{ \pm} \cup S_{3} \cup S_{4} .
$$

As points of the sets $S_{1, i}^{ \pm}$and $S_{4}$ are non-characteristic for the operators these points are regular for the Dirichlet problem. Indeed for a point $(\hat{Z}, \hat{t}) \in S_{1, i}^{ \pm} \cup S_{4}$, the function

$$
w(Z, t)=e^{-K|\nu|^{2}}-e^{-K|(Z, t)-(\hat{Z}, \hat{t})-\nu|^{2}}
$$

where $\nu$ is an exterior normal and $K \gg 1$ is large enough, is a barrier at $(\hat{Z}, \hat{t})$. For points $(\hat{Z}, \hat{t}) \in S_{2, i}^{ \pm}$, the function

$$
w(Z, t)= \pm\left((\hat{y})_{i}-y_{i}\right)
$$

is a barrier. For the set $S_{3}$ a barrier is constructed analogously, in particular the function

$$
w(Z, t)=t+r^{2}
$$

is a barrier at $\left(\hat{Z},-r^{2}\right) \in S_{3}$. Finally, consider $(\hat{Z}, \hat{t}) \in \Delta_{r}$. It follows from Lemma 4.11 that there exist $\eta=\eta(m, M), \Lambda=\Lambda(m, M)$, and $0<\rho<r$ such that the cone $\tilde{C}_{\rho, \eta, \Lambda}^{-}(\hat{Z}, t)$, as defined in (4.34), satisfies

$$
\tilde{C}_{\rho, \eta, \mathrm{\Lambda}}^{-}(\hat{Z}, \hat{t}) \in \mathbb{R}^{N+1} \backslash \Omega_{r} .
$$

This implies that $(\hat{Z}, \hat{t})$ satisfies the assumptions of Theorem 6.3 in [26] and thus is a regular point. In particular, the set of regular points coincides with $\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)$. The inequality

$$
\|u\|_{L^{\infty}\left(\Omega_{r}\left(Z_{0}, t_{0}\right)\right)} \leq\|\varphi\|_{L^{\infty}\left(\partial_{K} \Omega_{r}\left(Z_{0}, t_{0}\right)\right)}
$$

is a consequence of the maximum principle of Lemma 4.1.
6.1. Proof of Theorem 3.1. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with defining function $\psi$ and constant $M$. Let $\varphi \in C(\partial \Omega) \cap L^{\infty}(\partial \Omega)$ be such that $\varphi(Z, t) \rightarrow 0$ as $\|(Z, t)\| \rightarrow \infty$. To prove Theorem 3.1 we first need to prove that there exists a unique solution $u=u_{\varphi}, u \in C(\bar{\Omega})$, to the Dirichlet problem

$$
\begin{cases}\mathcal{L} u=0 & \text { in } \Omega  \tag{6.4}\\ u=\varphi & \text { on } \partial \Omega .\end{cases}
$$

The uniqueness part of this statement is a consequence of Lemma 6.2 stated and proved below. To prove existence we note that we can without loss of generality assume that $(0,0) \in \partial \Omega$, and that $\varphi \geq 0$. Given $\varphi$, let $u_{k}$, for $k \geq 1$, be the unique weak solution to $\mathcal{L} u=0$ in $\Omega_{k}=\Omega \cap Q_{k}(0,0)$ with boundary values

$$
u_{k}(Z, t)=\varphi(Z, t) \phi\left(\frac{\|(Z, t)\|}{k}\right), \quad \text { when }(Z, t) \in \Delta_{k}
$$

and $u=0$ on $\partial \Omega \backslash \Delta_{k}$. Here, $\phi$ is a continuous decreasing function on $[0, \infty)$ such that $0 \leq \phi \leq 1$, $\phi(s)=1$ for $0 \leq s \leq 1 / 2$, and $\phi(s)=0$ for $s>3 / 4$. Existence and uniqueness of $u_{k}$ follows from Lemma 6.1. By construction $0 \leq u_{k} \leq u_{k+1} \leq\|\varphi\|_{L^{\infty}\left(\partial \Omega_{k} \cap \partial \Omega\right)}$ in $\Omega_{k}$ and we deduce, using the maximum principle and the Harnack inequality that

$$
\sup _{\Omega_{l}}\left|u_{k}-u_{j}\right| \lesssim\left(u_{k}-u_{j}\right)\left(A_{c l, \Lambda}^{+}\right), \quad \text { if } k>j \gg l
$$

for some constant $c=c(m, \kappa, M)$. In particular, $u$ can be constructed as the monotone and uniform limit of $\left\{u_{k}\right\}$ as $k \rightarrow \infty$ on the closure of $\Omega_{l}$ for each $l \geq 1$. Furthermore and similarly, by the maximum principle and the Riesz representation theorem we deduce that

$$
u(Z, t)=\iint_{\partial \Omega} \varphi(\tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t})
$$

for all $(Z, t) \in \Omega$, where $\{\omega(Z, t, \cdot) \mid(Z, t) \in \Omega\}$ is a family of Borel regular probability measures on $\partial \Omega$. This finishes the proof of Theorem 3.1.

We next prove the following version of the weak maximum principle in unbounded Lipschitz domains used in the proof of the uniqueness part of Theorem 3.1.

Lemma 6.2. Let $\Omega$ be a Lipschitz domain. Let $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be such that

$$
\left\{\begin{array}{l}
\mathcal{L} u=0 \quad \text { in } \Omega  \tag{6.5}\\
u \leq 0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

Then $u \leq 0$ in $\Omega$.
Proof. We can without loss of generality assume that $(0,0) \in \partial \Omega$. Consider $Q_{\rho}=Q_{\rho}(0,0)$, $\Omega_{\rho}=\Omega \cap Q_{\rho}$, for $\rho>0$. Let $R>0$ and

$$
M:=\frac{\max }{\Omega_{2 R}} u
$$

We let $\tilde{A}$ be a smooth matrix-valued function such that

$$
\tilde{A}(Z, t)= \begin{cases}A(Z, t), & \text { if }(Z, t) \in Q_{R} \\ I_{m}, & \text { if }(Z, t) \in \mathbb{R}^{N+1} \backslash Q_{2 R}\end{cases}
$$

Then, using (1.11) we see that if $R$ is large enough then $\tilde{A} \equiv A$ on $\mathbb{R}^{N+1}$. We fix $R$ so large that this holds. Then $\tilde{A}$ is constant and equal to the $m \times m$ identity matrix outside the cube $Q_{2 R}$. $\tilde{A}$ defines the operator $\tilde{\mathcal{L}}$ which coincides with $\mathcal{L}$ on $\mathbb{R}^{N+1}$ and in particular with $\mathcal{K}$ outside $Q_{2 R}$. Let $\epsilon>0$ be given and assume that $u \geq 2 \epsilon$ at some point in $\Omega$. Note that the maximum principle that we are to prove is known to hold for $\mathcal{K}$. Therefore, using Theorem 3.2 and estimates for the fundamental solution, see Lemma 4.17, we see that there exists $0<\delta=\delta(\epsilon, M) \ll 1$ such that $u<\epsilon$ in $\Omega \backslash U_{R, \delta}$, where

$$
U_{R, \delta}:=\Omega_{R / \delta} \cap\left\{(Z, t)=\left(x, x_{m}, y, y_{m}, t\right) \in \mathbb{R}^{N+1} \mid x_{m}>\psi\left(x, y, y_{m}, t\right)+\delta\right\}
$$

Hence $u \geq 2 \epsilon$ at some point in $U_{R, \delta}$. However, applying Lemma 4.1 we see $u \leq \epsilon$ in $U_{R, \delta}$, which yields a contradiction. Hence $u \leq 0$ in $\Omega$ and the proof is complete.

Recall that the operator adjoint to $\mathcal{L}$ is

$$
\begin{equation*}
\mathcal{L}^{*}=\nabla_{X} \cdot\left(A(X, Y, t) \nabla_{X}\right)-X \cdot \nabla_{Y}+\partial_{t} . \tag{6.6}
\end{equation*}
$$

In the case of the adjoint operator $\mathcal{L}^{*}$ we denote the associated Kolmogorov boundary of $\Omega_{r}$ by $\partial_{K}^{*} \Omega_{r}$. Lemma 6.1 and Theorem 3.1 then apply to $\mathcal{L}^{*}$ subject to the natural modifications. In particular, the following is true.

Theorem 6.1. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. Given $\varphi \in C_{0}(\partial \Omega)$, there exists a unique weak solution $u=u_{\varphi}, u \in C(\bar{\Omega})$, to the Dirichlet problem

$$
\begin{cases}\mathcal{L}^{*} u=0 & \text { in } \Omega \\ u=\varphi & \text { on } \partial \Omega\end{cases}
$$

Furthermore, there exists, for every $(Z, t)=(X, Y, t) \in \Omega$, a unique probability measure $\omega^{*}(Z, t, \cdot)$ on $\partial \Omega$ such that

$$
u(Z, t)=\iint_{\partial \Omega} \varphi(\tilde{Z}, \tilde{t}) \mathrm{d} \omega^{*}(Z, t, \tilde{Z}, \tilde{t})
$$

The measure $\omega^{*}(Z, t, E)$ is referred to as the parabolic measure associated to $\mathcal{L}^{*}$ in $\Omega$ and at $(Z, t) \in \Omega$ and of $E \subset \partial \Omega$.

Definition 6. Let $(Z, t) \in \Omega$. Then $\omega(Z, t, \cdot)$ is referred to as the parabolic or Kolmogorov measure associated to $\mathcal{L}$ relative to $(Z, t)$ and $\Omega$, and $\omega^{*}(Z, t, \cdot)$ is referred to as the (adjoint) parabolic or Kolmogorov measure associated to $\mathcal{L}^{*}$ relative to $(Z, t)$ and $\Omega$.

## 7. Proof of theorem 3.3

To prove Theorem 3.3 it suffices, by a simple argument as in the proof of Theorem 1.1 in [9], to prove the following proposition.

Proposition 7.1. $\Omega \subset \mathbb{R}^{N+1}$ is a Lipschitz domain with Lipschitz constant M. Let $\left(Z_{0}, t_{0}\right) \in$ $\partial \Omega, r>0$, and let $\Lambda, c_{0}, \eta, \rho_{0}, \rho_{1}$, be chosen in accordance with Remark 4.2. Assume that $u$ is a non-negative weak solution to $\mathcal{L} u=0$ in $\Omega_{2 r}\left(Z_{0}, t_{0}\right)$ vanishing continuously on $\Delta_{2 r}\left(Z_{0}, t_{0}\right)$. Then

$$
\sup _{\Omega_{2 \rho / c}\left(Z_{0}, t_{0}\right)} u \lesssim u\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)
$$

for all $0<\rho<\rho_{1}$.
Proof. Without loss of generality we may assume that $\left(Z_{0}, t_{0}\right)=(0,0), r=1$. Fix $0<\rho<\rho_{1}$. By Lemma 4.12, we have for, any $0<\tau<1$, that $A_{(1-\tau) \rho, \Lambda}^{+}=A_{(1-\tau) \rho, \Lambda}^{+}(0,0)$ is a point on an admissible path starting at $A_{\rho, \Lambda}^{+}=A_{\rho, \Lambda}^{+}(0,0)$. Moreover, $A_{(1-\tau) \rho, \Lambda}^{+}$is an interior point of the propagation set $\mathcal{A}_{A_{\rho, \Lambda}^{+}}\left(C_{\rho, \eta, \Lambda}^{+}(0,0)\right)$ as defined in Definition 1 . Hence, for $\tau \in(0,1 / 4]$ fixed, there exists $\epsilon=\epsilon(\tau)>0$ such that

$$
K:=\overline{Q_{\epsilon}\left(A_{(1-\tau) \rho, \Lambda}^{+}\right)} \subset \operatorname{Int}\left(\mathcal{A}_{A_{\rho, \Lambda}^{+}}\left(C_{\rho, \eta, \Lambda}^{+}(0,0)\right)\right)
$$

By Lemma 4.9 there then exists a constant $c_{K}=c_{K}(m, \kappa, M, \tau)$ such that

$$
\sup _{K} u \leq c_{K} u\left(A_{\rho, \Lambda}^{+}\right)
$$

Note that we can, due to linearity of $\mathcal{L}$, without loss of generality assume that $c_{K} u\left(A_{\rho, \Lambda}^{+}\right)=1$ and hence

$$
\begin{equation*}
\sup _{K} u \leq 1 \tag{7.1}
\end{equation*}
$$

Furthermore, using the continuity of the function $(Z, t) \mapsto A_{(1-\tau) \rho, \Lambda}^{+}(Z, t)$ we can conclude there exists $\epsilon_{1}=\epsilon_{1}(m, M, \tau), 0<\epsilon_{1}<1$ such that

$$
\begin{equation*}
A_{(1-\tau) \rho, \Lambda}^{+}(Z, t) \in K, \quad \text { whenever }(Z, t) \in \Delta_{\epsilon_{1}} \tag{7.2}
\end{equation*}
$$

To proceed we fix $0<\theta<1$ to satisfy $0<\theta<\mathbf{c}^{-\gamma}$, where $\mathbf{c}$ is the constant in 2.10 , and $\gamma$ is as in Lemma 4.16. We then choose $\left(\epsilon_{0}, \sigma, \lambda\right)$ subject to the restriction

$$
\begin{align*}
& \epsilon_{0}<\min \left\{\rho_{1}, \epsilon_{1},(1-\tau) \rho, \frac{1}{c_{M}^{2} \mathbf{c}}, \frac{1}{\tilde{c}(1-\tau) \rho c_{0}}\right\} \\
& \sigma<\min \left\{1, \frac{1}{2 c_{0} c_{M} \mathbf{c}}, \frac{c_{M}}{c_{0}}\right\}  \tag{7.3}\\
& \lambda>\max \left\{1, c_{1}\left(2 c_{M} \mathbf{c} c\right)^{\gamma}, c_{1}\left(\frac{c_{M} \mathbf{c}^{3}(1+2 c) 2 c_{0}}{\epsilon_{0}\left(1-\mathbf{c} \theta^{\frac{1}{\gamma}}\right)}\right)^{\gamma}\right\},
\end{align*}
$$

where $\tilde{c}$ is the constant appearing in Lemma 4.13, $c_{M}$ is the constant appearing in (4.3), $\epsilon_{1}$ is as in $7.2, c_{1}$ is the constant $c$ in Lemma 4.16, and $c$ is the constant appearing in Lemma 5.2.

Suppose now that there exists a point $\left(Z_{1}, t_{1}\right) \in \Omega_{\frac{\sigma \epsilon_{0}}{c_{M}}}=\Omega_{\frac{\sigma \epsilon_{0}}{c_{M}}}(0,0)$ such that

$$
\begin{equation*}
u\left(Z_{1}, t_{1}\right)>\lambda \tag{7.4}
\end{equation*}
$$

The idea of the argument is to, based on the assumption in (7.4), derive contradiction to the assumption that $u$ is continuous up to the boundary. Note that 4.3) and the choice of $\sigma$ in (7.3) imply that

$$
\begin{equation*}
\left(Z_{1}, t_{1}\right) \in \Omega_{\frac{\epsilon_{0}}{c_{0}}} \cap Q_{\sigma \epsilon_{0}} \tag{7.5}
\end{equation*}
$$

To complete the argument by contradiction it suffices to prove the following claim.
Claim: If (7.4 holds, then there exists a sequence of points $\left\{Z_{j}, t_{j}\right\}_{j=1}^{\infty} \subset \Omega_{\frac{\epsilon_{0}}{c_{0}}}$, such that

$$
u\left(Z_{j}, t_{j}\right)>\lambda \theta^{1-j}
$$

and such that

$$
\begin{equation*}
d\left(\left(Z_{j}, t_{j}\right), \Delta_{\epsilon_{0}}\right) \rightarrow 0, \text { as } j \rightarrow \infty \tag{7.6}
\end{equation*}
$$

Proof of the claim. We are going to use induction to prove that there exists a sequence $\left\{Z_{j}, t_{j}\right\}_{j=1}^{\infty}$ such that for every $j \in \mathbb{N}$, we have

$$
\begin{equation*}
\left(Z_{j}, t_{j}\right) \in \Omega_{\frac{\epsilon_{0}}{c_{0}}} \text { and } u\left(Z_{j}, t_{j}\right)>\lambda \theta^{1-j} \tag{7.7}
\end{equation*}
$$

To proceed by induction, we first note that by our choice of $\left(Z_{1}, t_{1}\right), 7.7$ holds for $j=1$. Next, assume that 7.7 holds for $j=k$. Using Lemma 4.13 and that $\epsilon_{0} c_{0}^{-1}<\rho_{1}$, we deduce
that there exist $\left(\hat{Z}_{k}, \hat{t}_{k}\right) \in \Delta_{\epsilon_{0}}$ and $\hat{\rho}_{k}<\frac{c \epsilon_{0}}{c_{0}(1-\tau) \rho}<1$ such that $\left(Z_{k}, t_{k}\right)=A_{\hat{\rho}_{k}(1-\tau) \rho, \Lambda}^{+}\left(\hat{Z}_{k}, \hat{t}_{k}\right)$. Note that $A_{(1-\tau) \rho}^{+}\left(\hat{Z}_{k}, \hat{t}_{k}\right) \in K$, by $(7.2)$ since $\epsilon_{0}<\epsilon_{1}$. Using Lemma 4.16 we see that

$$
\begin{equation*}
\lambda \theta^{1-k}<u\left(Z_{k}, t_{k}\right)=u\left(A_{\hat{\rho}_{k}(1-\tau) \rho, \Lambda}^{+}\left(\hat{Z}_{k}, \hat{t}_{k}\right)\right) \leq c_{1}\left(\frac{(1-\tau) \rho}{d}\right)^{\gamma} u\left(A_{(1-\tau) \rho, \Lambda}^{+}\left(\hat{Z}_{k}, \hat{t}_{k}\right)\right) \tag{7.8}
\end{equation*}
$$

where $d=d\left(\left(Z_{k}, t_{k}\right), \partial \Omega\right)$. In particular, using that $d \leq d\left(\left(Z_{k}, t_{k}\right),\left(\hat{Z}_{k}, \hat{t}_{k}\right)\right)$, 7.8), 7.1), and that $(1-\tau) \rho<1$, we see that

$$
\begin{equation*}
\rho_{k}:=d\left(\left(Z_{k}, t_{k}\right),\left(\hat{Z}_{k}, \hat{t}_{k}\right)\right)<c_{1}^{\frac{1}{\gamma}} \lambda^{-\frac{1}{\gamma}} \theta^{\frac{k-1}{\gamma}} \tag{7.9}
\end{equation*}
$$

We now want to apply Lemma 5.2, but to do that we first have to show that

$$
\begin{equation*}
\partial \Omega \cap Q_{2 c \rho_{k}}\left(\hat{Z}_{k}, \hat{t}_{k}\right) \subset \Delta_{2} \tag{7.10}
\end{equation*}
$$

By using (2.10), (7.9), and (4.3), we see that for any $(Z, t) \in Q_{2 c \rho_{k}}\left(\hat{Z}_{k}, \hat{t}_{k}\right)$ we have

$$
\begin{aligned}
d((Z, t),(0,0)) & \leq \mathbf{c}\left(d\left((Z, t),\left(\hat{Z}_{k}, \hat{t}_{k}\right)\right)+d\left(\left(\hat{Z}_{k}, \hat{t}_{k}\right),(0,0)\right)\right) \\
& \leq \mathbf{c}\left(2 c \rho_{k}+c_{M} \epsilon_{0}\right) \leq \frac{2}{c_{M}}
\end{aligned}
$$

because of the bounds on $\epsilon_{0}$ and $\lambda$ in (7.3). This together with (4.3) proves 7.10 . Hence, we can use Lemma 5.2 to deduce that

$$
\lambda \theta^{1-k}<u\left(Z_{k}, t_{k}\right) \leq \sup _{\Omega_{\rho_{k}}\left(\hat{Z}_{k}, \hat{t}_{k}\right)} u \leq \theta \sup _{\Omega_{2 c \rho_{k}}\left(\hat{Z}_{k}, \hat{t}_{k}\right)} u
$$

In particular, we see that there exists $\left(Z_{k+1}, t_{k+1}\right) \in \Omega_{2 c \rho_{k}}\left(\hat{Z}_{k}, \hat{t}_{k}\right)$ such that

$$
\lambda \theta^{-k}<u\left(Z_{k+1}, t_{k+1}\right)
$$

which is the second statement of 7.7 ). We need to check that $\left(Z_{k+1}, t_{k+1}\right) \in \Omega_{\frac{\epsilon_{0}}{c_{0}}}$. By repeatedly using the pseudo-triangular inequality (2.10), we see that

$$
\begin{equation*}
d\left(\left(Z_{k+1}, t_{k+1}\right),(0,0)\right) \leq \mathbf{c}\left(d\left(\left(Z_{1}, t_{1}\right),(0,0)\right)+\sum_{j=1}^{k} \mathbf{c}^{j} d\left(\left(Z_{j+1}, t_{j+1}\right),\left(Z_{j}, t_{j}\right)\right)\right) \tag{7.11}
\end{equation*}
$$

Now, notice that

$$
\begin{aligned}
d\left(\left(Z_{j+1}, t_{j+1}\right),\left(Z_{j}, t_{j}\right)\right) & \leq \mathbf{c}\left(d\left(\left(\hat{Z}_{j}, \hat{t}_{j}\right),\left(Z_{j}, t_{j}\right)\right)+d\left(\left(Z_{j+1}, t_{j+1}\right),\left(\hat{Z}_{j}, \hat{t}_{j}\right)\right)\right) \\
& \leq \mathbf{c}\left(\rho_{j}+2 c \rho_{j}\right) \\
& \leq \mathbf{c}(1+2 c) c_{1}^{\frac{1}{\gamma}} \lambda^{-\frac{1}{\gamma}} \theta^{\frac{j-1}{\gamma}}
\end{aligned}
$$

where the last inequality follows from 7.9 . Plugging this into 7.11 , and recalling $(7.5$ yields

$$
d\left(\left(Z_{k+1}, t_{k+1}\right),(0,0)\right) \leq \mathbf{c}\left(\sigma \epsilon_{0}+\mathbf{c}(1+2 c) c_{1}^{\frac{1}{\gamma}}(\lambda \theta)^{-\frac{1}{\gamma}} \sum_{j=1}^{\infty}\left(\theta^{\frac{1}{\gamma}} \mathbf{c}\right)^{j}\right)<\frac{\epsilon_{0}}{c_{0} c_{M}}
$$

due to the choice of $\sigma$ and $\lambda$ in (7.3). Using the above and (4.3), we see that

$$
\left(Z_{k+1}, t_{k+1}\right) \in Q_{\frac{\epsilon_{0}}{c_{0} c_{M}}} \cap \Omega_{2} \subseteq \Omega_{\frac{\epsilon_{0}}{c_{0}}}
$$

Hence 7.9 holds for $j=k+1$ and hence, by induction, for all $j$. Note that 7.9 implies 7.6 .
Thus proof of the claim is complete.

To complete the proof of Proposition 7.1 we now see that the claim implies a contradiction as, by continuity, $\lim _{j \rightarrow \infty} u\left(Z_{j}, t_{j}\right)=0$. Hence, (7.4) can not be true and therefore

$$
\sup _{\Omega_{\frac{\sigma \epsilon_{0}}{c_{M}}}} u \leq \lambda c_{K} u\left(A_{\rho, \Lambda}^{+}\right)
$$

This finishes the proof of the proposition.

## 8. Relations for the Kolmogorov measure and the Green function

We define the Green function for $\mathcal{L}$ associated to $\Omega$, with pole at $(\hat{Z}, \hat{t}) \in \Omega$, as

$$
\begin{equation*}
G(Z, t, \hat{Z}, \hat{t})=\Gamma(Z, t, \hat{Z}, \hat{t})-\iint_{\partial \Omega} \Gamma(\tilde{Z}, \tilde{t}, \hat{Z}, \hat{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t}), \tag{8.1}
\end{equation*}
$$

where $\Gamma$ is the fundamental solution to the operator $\mathcal{L}$, see Lemma 4.17. If we instead consider $(Z, t) \in \Omega$ as fixed, then, for $(\hat{Z}, \hat{t}) \in \Omega$,

$$
\begin{equation*}
G(Z, t, \hat{Z}, \hat{t})=\Gamma(Z, t, \hat{Z}, \hat{t})-\iint_{\partial \Omega} \Gamma(Z, t, \tilde{Z}, \tilde{t}) \mathrm{d} \omega^{*}(\hat{Z}, \hat{t}, \tilde{Z}, \tilde{t}) \tag{8.2}
\end{equation*}
$$

where $\omega^{*}(\hat{Z}, \hat{t}, \cdot)$ is the (adjoint) parabolic measure associated to $\mathcal{L}^{*}$ and defined relative to $(\hat{Z}, \hat{t})$ and $\Omega$.
Lemma 8.1. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. Let $\Lambda, c_{0}, \eta$, be in accordance with Remark 4.2. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Then

$$
r^{\mathbf{q - 2}} G\left(Z, t, A_{r, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right) \lesssim \omega\left(Z, t, \Delta_{r}\left(Z_{0}, t_{0}\right)\right),
$$

whenever $(Z, t) \in \Omega, t \geq 8 r^{2}+t_{0}$.
Proof. We can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$. Hence we want to prove that

$$
r^{\mathbf{q}-2} G\left(Z, t, A_{r, \Lambda}^{+}\right) \lesssim \omega\left(Z, t, \Delta_{r}\right)
$$

whenever $(Z, t) \in \Omega, t \geq 8 r^{2}$.
Let in the following $(Z, t) \in \Omega$. By Definition 8.1 we have

$$
\begin{equation*}
G\left(Z, t, A_{r, \Lambda}^{+}\right)=\Gamma\left(Z, t, A_{r, \Lambda}^{+}\right)-\iint_{\partial \Omega} \Gamma\left(\tilde{Z}, \tilde{t}, A_{r, \Lambda}^{+}\right) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t}) \tag{8.3}
\end{equation*}
$$

Obviously, we have that

$$
\begin{equation*}
G\left(Z, t, A_{r, \Lambda}^{+}\right) \leq \Gamma\left(Z, t, A_{r, \Lambda}^{+}\right), \tag{8.4}
\end{equation*}
$$

whenever $(Z, t) \in \Omega$. Let $0<\delta \ll 1$, be a degree of freedom such that $Q_{\delta r}\left(A_{r, \Lambda}^{+}\right) \subset \Omega$. We introduce the sets

$$
\begin{align*}
& S_{1}=\left\{(Z, t) \in \Omega \mid t=r^{2}\right\} \backslash Q_{\delta r / 2}\left(A_{r, \Lambda}^{+}\right), \\
& S_{2}=\left\{(Z, t) \in \Omega \mid t>r^{2}\right\} \cap \partial\left(Q_{\delta r / 2}\left(A_{r, \Lambda}^{+}\right)\right) . \tag{8.5}
\end{align*}
$$

Using (4.55) and (8.4) we see that there exists $c=c(m, \kappa, \delta)$ such that

$$
\begin{equation*}
G\left(Z, t, A_{r, \Lambda}^{+}\right) \leq c r^{-(\mathbf{q}-2)}, \tag{8.6}
\end{equation*}
$$

when $(Z, t) \in S_{2}$.

Next, let $v(Z, t)=\omega\left(Z, t, \Delta_{r}\right)$ for $(Z, t) \in \Omega$. Then $\mathcal{L} v=0$ in $\Omega, 0 \leq v(z, t) \leq 1$ in $\Omega$ and $v(Z, t)=1$ in $\Delta_{r}$. Hence the function $u(Z, t)=1-v(Z, t)$ satisfies the assumptions of Lemma 5.2 and it follows that

$$
\begin{equation*}
\omega\left(A_{r / c, \Lambda}^{+}, \Delta_{r}\right) \gtrsim 1 \tag{8.7}
\end{equation*}
$$

We now note that if we choose $\delta=\delta(m, \kappa, M)$ sufficiently small, then $S_{2} \subset \mathcal{B}_{r / c}\left(A_{r, \Lambda}^{+}\right)$where the constant $c=c(m, \kappa, M, \delta)$ is the one appearing in (4.40) of Lemma 4.14. Then using (8.7), and apply inequality (i) of (4.40) to the function $v(Z, t)=\omega\left(Z, t, \Delta_{r}\right)$, to can conclude that

$$
\begin{equation*}
\omega\left(Z, t, \Delta_{r}\right) \gtrsim 1 \text { whenever }(Z, t) \in S_{2} \tag{8.8}
\end{equation*}
$$

Note that $G\left(Z, t, A_{r, \Lambda}^{+}\right)=0$ if $(Z, t) \in S_{1}$. Hence, from 8.6), 8.8), and from the maximum principle, it follows that

$$
\begin{equation*}
r^{\mathbf{q - 2}} G\left(Z, t, A_{r, \Lambda}^{+}\right) \lesssim \omega\left(Z, t, \Delta_{r}\right) \tag{8.9}
\end{equation*}
$$

whenever $(Z, t) \in \Omega \cap\left\{(Z, t) \mid t \geq 8 r^{2}\right\}$. This completes the proof of the lemma.
Lemma 8.2. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. Then

$$
\iiint_{\Omega_{r}\left(Z_{0}, t_{0}\right)}\left|\nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t})\right|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t} \lesssim \frac{1}{r^{2}} \iiint_{\Omega_{2 r}\left(Z_{0}, t_{0}\right)}|G(Z, t, \tilde{Z}, \tilde{t})|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}
$$

whenever $(Z, t) \in \Omega, t \geq 8 r^{2}+t_{0}$.
Proof. We can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$ and we simply write $\Omega_{r}=\Omega_{r}\left(Z_{0}, t_{0}\right)$. Let $u(\tilde{Z}, \tilde{t}):=G(Z, t, \tilde{Z}, \tilde{t})$. We wish to estimate

$$
\iiint_{\Omega_{r}}\left|\nabla_{\tilde{X}} u(\tilde{Z}, \tilde{t})\right|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}
$$

Given $\epsilon>0$ we let

$$
\Omega_{r}^{\epsilon}:=\Omega_{r} \cap\{(\tilde{Z}, \tilde{t}) \mid d((\tilde{Z}, \tilde{t}), \partial \Omega)>\epsilon\}
$$

and

$$
S_{\epsilon}:=\Omega_{2 r}^{\epsilon / 2} \backslash \Omega_{2 r}^{\epsilon}
$$

Let $\phi_{r} \in C_{0}^{\infty}\left(Q_{2 r}\right)$ be such that $\phi_{1} \equiv 1$ in $Q_{r}$ and let $\eta_{\epsilon} \in C_{0}^{\infty}\left(\Omega_{2 r}^{\epsilon / 2}\right)$ be such that $\eta_{\epsilon} \equiv 1$ in $\Omega_{2 r}^{\epsilon}$. We furthermore choose $\phi_{r}$ and $\eta_{\epsilon}$ so that

$$
r\left|\nabla_{X} \phi_{r}\right|+r^{2}\left|\left(X \cdot \nabla_{Y}-\partial_{t}\right) \phi_{r}\right| \lesssim 1
$$

and

$$
\epsilon\left|\nabla_{X} \eta_{\epsilon}\right|+\epsilon^{2}\left|\left(X \cdot \nabla_{Y}-\partial_{t}\right) \eta_{\epsilon}\right| \lesssim 1
$$

Note $\eta_{\epsilon}$ can easily be constructed by considering ( $\mathbb{R}^{N+1}, d, \mathrm{~d} Z \mathrm{~d} t$ ) as a homogeneous space and proceeding through a partition of unity associated to Whitney decompositions of $\Omega$, see below. Using this notation we note that

$$
\iiint_{\Omega_{r}}\left|\nabla_{\tilde{X}} u\right|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t} \leq \lim _{\epsilon \rightarrow 0} \iiint_{\Omega_{2 r}}\left|\nabla_{\tilde{X}} u(\tilde{Z}, \tilde{t})\right|^{2}\left(\eta_{\epsilon}^{2} \phi_{r}^{2}\right) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}
$$

and we compute

$$
\iiint_{\Omega_{2 r}}\left|\nabla_{\tilde{X}} u(\tilde{Z}, \tilde{t})\right|^{2}\left(\eta_{\epsilon}^{2} \phi_{r}^{2}\right) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \lesssim \iiint_{\Omega_{2 r}}\left(A \nabla_{\tilde{X}} u \cdot \nabla_{\tilde{X}} u\right) \eta_{\epsilon}^{2} \phi_{r}^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}
$$

$$
\begin{aligned}
& =\iiint_{\Omega_{2 r}} A \nabla_{\tilde{X}} u \cdot \nabla_{\tilde{X}}\left(u \eta_{\epsilon}^{2} \phi_{r}^{2}\right) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& -\iiint_{\Omega_{2 r}} A \nabla_{\tilde{X}} u \cdot u \nabla_{\tilde{X}}\left(\eta_{\epsilon}^{2} \phi_{r}^{2}\right) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}=: I_{1, \epsilon}+I_{2, \epsilon}
\end{aligned}
$$

We first consider $I_{1, \epsilon}$ and we note that $u \eta_{\epsilon}^{2} \phi_{r}^{2}$ is a valid test function in the weak formulation for $\mathcal{L}^{*} u=0$ in $\Omega_{r}$, as $A$ is assumed to be smooth. Therefore, using that $\mathcal{L}^{*} u=0$ in $\Omega_{r}$, and by the properties of $\eta_{\epsilon}$ and $\phi_{r}$, we have

$$
\begin{align*}
\left|I_{1, \epsilon}\right| & \lesssim \iiint_{\Omega_{2 r}} u^{2}\left|\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right)\left(\eta_{\epsilon}^{2} \phi_{r}^{2}\right)\right| \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& \lesssim \frac{1}{\epsilon^{2}} \iiint_{S_{\epsilon}} u^{2} \phi_{r}^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}+\frac{1}{r^{2}} \iiint_{\Omega_{2 r}} u^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t} \tag{8.10}
\end{align*}
$$

Let

$$
J_{\epsilon}:=\frac{1}{\epsilon^{2}} \iiint_{S_{\epsilon}} u^{2} \phi_{r}^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}
$$

Now, applying Theorem 3.2, the adjoint version of Theorem 3.3, and using (4.55) and (8.4), we see that

$$
\begin{aligned}
J_{\epsilon} & \lesssim \frac{1}{\epsilon^{2}} \iiint_{\Omega_{2 r}}|G(Z, t, \tilde{Z}, \tilde{t})|^{2} \chi_{S_{\epsilon}} \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& \lesssim \frac{1}{\epsilon^{2}}\left(\frac{\epsilon}{r}\right)^{\alpha} \sup _{\left(Z_{0}, t_{0}\right) \in \Delta_{2 r}} G\left(Z, t, A_{r, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \iiint_{S_{\epsilon}} G(Z, t, \tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& \lesssim \frac{1}{\epsilon^{2}}\left(\frac{\epsilon}{r}\right)^{\alpha} r^{-\mathbf{q}+2} \iiint_{S_{\epsilon}} G(Z, t, \tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}
\end{aligned}
$$

Now, using that $\left(\mathbb{R}^{N+1}, d, \mathrm{~d} Z \mathrm{~d} t\right)$ is a homogeneous space, let $\mathcal{W}_{\epsilon}=\left\{I_{j}\right\}_{j}$ be a covering of $S_{\epsilon}$ with Whitney cubes $\left\{I_{j}\right\}_{\tilde{\sim}}$ such that $\left|I_{j}\right| \lesssim \epsilon^{\mathbf{q}}$. Let $\left(Z_{j}, t_{j}\right) \in \partial \Omega$ be a point on $\partial \Omega$ closest to $I_{j}$ as measured by $d$. For $(\tilde{Z}, \tilde{t}) \in I_{j}$ we have, by Theorem 3.3 and Lemma 8.1, that

$$
G(Z, t, \tilde{Z}, \tilde{t}) \lesssim G\left(Z, t, A_{c \epsilon, \Lambda}^{+}\left(Z_{j}, t_{j}\right)\right) \lesssim \epsilon^{-\mathbf{q}+2} \omega\left(Z, t, \Delta_{c \epsilon}\left(Z_{j}, t_{j}\right)\right)
$$

where $c=c(m, \kappa, M), 1 \leq c<\infty$. Hence

$$
\begin{aligned}
\iiint_{S_{\epsilon}} G(Z, t, \tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} & \lesssim \sum_{I_{j} \in \mathcal{W}_{\epsilon}}\left|I_{j}\right| \epsilon^{-\mathbf{q}+2} \omega\left(Z, t, \Delta_{c \epsilon}\left(Z_{j}, t_{j}\right)\right) \\
& \lesssim \sum_{I_{j} \in \mathcal{W}_{\epsilon}} \epsilon^{2} \omega\left(Z, t, \Delta_{c \epsilon}\left(Z_{j}, t_{j}\right)\right) \lesssim \epsilon^{2}
\end{aligned}
$$

We can conclude that

$$
J_{\epsilon} \lesssim\left(\frac{\epsilon}{r}\right)^{\alpha} r^{-\mathbf{q}+2} \rightarrow 0, \text { as } \epsilon \rightarrow 0
$$

and that the estimate of $I_{1, \epsilon}$ is complete.
Now we turn our attention to the term $I_{2, \epsilon}$ and in this case we immediately see using Cauchy Schwarz that

$$
\begin{aligned}
I_{2, \epsilon} & \lesssim \tilde{\epsilon} \iiint_{\Omega_{2 r}}\left|\nabla_{\tilde{X}} u(\tilde{Z}, \tilde{t})\right|^{2}\left(\eta_{\epsilon}^{2} \phi_{r}^{2}\right) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& +\tilde{\epsilon}^{-1}\left(\frac{1}{\epsilon^{2}} \iiint_{S_{\epsilon}} u^{2} \phi_{r}^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}+\frac{1}{r^{2}} \iiint_{\Omega_{2 r}} u^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}\right)
\end{aligned}
$$

where $\tilde{\epsilon}$ is a degree of freedom. Hence we can reuse the estimates starting from 8.10 to complete the estimate of $I_{2, \epsilon}$ and hence to complete the proof of the lemma.

Lemma 8.3. Given $\theta \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$ we have the representation formulas

$$
\begin{aligned}
\theta(Z, t) & =\iint_{\partial \Omega} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t})-\iiint_{\Omega} A \nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t}) \nabla_{\tilde{X}} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& +\iiint_{\Omega} G(Z, t, \tilde{Z}, \tilde{t})\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right) \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}, \\
\theta(\hat{Z}, \hat{t}) & =\iint_{\partial \Omega} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \omega^{*}(\hat{Z}, \hat{t}, \tilde{Z}, \tilde{t})-\iiint_{\Omega} A \nabla_{X} G(Z, t, \hat{Z}, \hat{t}) \nabla_{X} \theta(Z, t) \mathrm{d} Z \mathrm{~d} t \\
& +\iiint_{\Omega} G(Z, t, \hat{Z}, \hat{t})\left(-X \cdot \nabla_{Y}+\partial_{t}\right) \theta(Z, t) \mathrm{d} Z \mathrm{~d} t,
\end{aligned}
$$

whenever $(Z, t), \quad(\hat{Z}, \hat{t}) \in \Omega$.

Proof. We introduce $\hat{G}(Z, t, \tilde{Z}, \tilde{t}):=\Gamma(Z, t, \tilde{Z}, \tilde{t})-V(Z, t, \tilde{Z}, \tilde{t})$, where

$$
V(Z, t, \tilde{Z}, \tilde{t})= \begin{cases}\iint_{\partial \Omega} \Gamma(\hat{Z}, \hat{t}, \tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \hat{Z}, \hat{t}), & \text { if }(\tilde{Z}, \tilde{t}) \in \Omega \\ \Gamma(Z, t, \tilde{Z}, \tilde{t}), & \text { if }(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1} \backslash \Omega\end{cases}
$$

Using the maximum principle we see that

$$
\Gamma(Z, t, \tilde{Z}, \tilde{t})=\iint_{\partial \Omega} \Gamma(\hat{Z}, \hat{t}, \tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \hat{Z}, \hat{t})
$$

whenever $(Z, t) \in \Omega$ and $(\tilde{Z}, \tilde{t}) \in \mathbb{R}^{N+1} \backslash \Omega$. Then, using Lemma 8.2 we see that

$$
\begin{aligned}
& \iiint_{\Omega} A \nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t}) \nabla_{\tilde{X}} \theta(\tilde{Z}, \tilde{t})-G(Z, t, \tilde{Z}, \tilde{t})\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right) \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& =\iiint_{\mathbb{R}^{N+1}} A \nabla_{\tilde{X}} \hat{G}(Z, t, \tilde{Z}, \tilde{t}) \nabla_{\tilde{X}} \theta(\tilde{Z}, \tilde{t})-\hat{G}(Z, t, \tilde{Z}, \tilde{t})\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right) \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}
\end{aligned}
$$

Using the definition of $\hat{G}$, properties of $\Gamma$, and Fubini's theorem we see that the integral in the last display equals

$$
\begin{aligned}
-\theta(Z, t)+\iint_{\partial \Omega}\left(\iiint_{\mathbb{R}^{N+1}}\right. & A \nabla_{\tilde{X}} \Gamma(\hat{Z}, \hat{t}, \tilde{Z}, \tilde{t}) \nabla_{\tilde{X}} \theta(\tilde{Z}, \tilde{t}) \\
& \left.-\Gamma(\hat{Z}, \hat{t}, \tilde{Z}, \tilde{t})\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right) \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}\right) \mathrm{d} \omega(Z, t, \hat{Z}, \hat{t})
\end{aligned}
$$

which, again by properties of $\Gamma$, equals

$$
-\theta(Z, t)+\iint_{\partial \Omega} \theta(\hat{Z}, \hat{t}) \mathrm{d} \omega(Z, t, \hat{Z}, \hat{t})
$$

This finishes the proof of the first formula. The proof of the second formula is analogous.

Using Lemma 8.3 we see, in particular, that

$$
\begin{aligned}
\iint_{\partial \Omega} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t}) & =\iiint_{\Omega} A \nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t}) \nabla_{\tilde{X}} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& -\iiint_{\Omega} G(Z, t, \tilde{Z}, \tilde{t})\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right) \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
\iint_{\partial \Omega} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \omega^{*}(\hat{Z}, \hat{t}, \tilde{Z}, \tilde{t}) & =\iiint_{\Omega} A \nabla_{X} G(Z, t, \hat{Z}, \hat{t}) \nabla_{X} \theta(Z, t) \mathrm{d} Z \mathrm{~d} t \\
& -\iiint_{\Omega} G(Z, t, \hat{Z}, \hat{t})\left(-X \cdot \nabla_{Y}+\partial_{t}\right) \theta(Z, t) \mathrm{d} Z \mathrm{~d} t
\end{aligned}
$$

whenever $\theta \in C_{0}^{\infty}\left(\mathbb{R}^{N+1} \backslash\{(Z, t)\}\right)$ and $\theta \in C_{0}^{\infty}\left(\mathbb{R}^{N+1} \backslash\{(\hat{Z}, \hat{t})\}\right)$, respectively.
Lemma 8.4. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. Let $\Lambda, c_{0}, \eta$, be in accordance with Remark 4.2. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega$ and $r>0$. There exists $c=c(m, \kappa, M)$, $1 \leq c<\infty$, such that

$$
\omega\left(Z, t, \Delta_{r / c}\left(Z_{0}, t_{0}\right)\right) \lesssim r^{\mathbf{q}-2} G\left(Z, t, A_{r, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right),
$$

whenever $(Z, t) \in \Omega, t \geq 8 r^{2}+t_{0}$.
Proof. We can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$. Hence we want to prove that there exists $c=c(m, \kappa, M), 1 \leq c<\infty$, such that

$$
\omega\left(Z, t, \Delta_{r / c}\right) \lesssim r^{\mathbf{q}-2} G\left(Z, t, A_{r, \Lambda}^{-}\right),
$$

whenever $(Z, t) \in \Omega, t \geq 8 r^{2}$.
Let $(Z, t) \in \Omega \cap\left\{(Z, t) \mid t \geq 8 r^{2}\right\}$ and let $\delta, 0<\delta \ll 1$, be a degree of freedom to be chosen. Given $\delta$, we let $\theta \in C^{\infty}\left(\mathbb{R}^{N+1}\right)$ be such that $\theta \equiv 1$ on the set $Q_{\delta r / 2}, \theta \equiv 0$ on the complement of $Q_{3 \delta r / 4}$, and such that

$$
(\delta r)\left|\nabla_{X} \theta\right|+(\delta r)^{2}\left|\left(X \cdot \nabla_{Y}-\partial_{t}\right) \theta\right| \lesssim 1 .
$$

By the definition of $\theta$ we have

$$
\begin{equation*}
\omega\left(Z, t, \Delta_{\delta r / 2}\right) \leq \iint_{\partial \Omega} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t}) \tag{8.11}
\end{equation*}
$$

By the representation formula of Lemma 8.3,

$$
\begin{aligned}
\theta(Z, t) & =\iint_{\partial \Omega} \theta(\tilde{Z}, \tilde{t}) d \omega(Z, t, \tilde{Z}, \tilde{t})-\iiint A \nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t}) \nabla_{\tilde{X}} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} \\
& +\iiint_{\Omega} G(Z, t, \tilde{Z}, \tilde{t})\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right) \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t} .
\end{aligned}
$$

By construction $\theta(Z, t)=0$ whenever $(Z, t) \in \Omega \cap\left\{(Z, t) \mid t \geq 8 r^{2}\right\}$, and hence through the last two displays we deduce that

$$
\begin{align*}
\omega\left(Z, t, \Delta_{\delta r / 2}\right) & \leq\left|\iiint_{\tilde{X}} A \nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t}) \nabla_{\tilde{X}} \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}\right| \\
& +\left|\iiint_{\Omega} G(Z, t, \tilde{Z}, \tilde{t})\left(\tilde{X} \cdot \nabla_{\tilde{Y}}-\partial_{\tilde{t}}\right) \theta(\tilde{Z}, \tilde{t}) \mathrm{d} \tilde{Z} \mathrm{~d} \tilde{t}\right| . \tag{8.12}
\end{align*}
$$

In particular, Cauchy-Schwarz, and 8.12 yields

$$
\begin{align*}
\omega\left(Z, t, \Delta_{\delta r / 2}\right) & \lesssim(\delta r)^{\frac{\mathbf{q - 2}}{2}}\left(\iiint_{\Omega_{\delta r}}\left|\nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t})\right|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}\right)^{\frac{1}{2}}  \tag{8.13}\\
& +(\delta r)^{\frac{\mathbf{q}-4}{2}}\left(\iiint_{\Omega_{\delta r}}|G(Z, t, \tilde{Z}, \tilde{t})|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}\right)^{\frac{1}{2}}
\end{align*}
$$

Using Lemma 8.2 with $r$ replaced by $\delta r$ we obtain

$$
\iiint_{\Omega_{\delta r}}\left|\nabla_{\tilde{X}} G(Z, t, \tilde{Z}, \tilde{t})\right|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t} \lesssim \frac{1}{(\delta r)^{2}} \iiint_{\Omega_{2 \delta r}}|G(Z, t, \tilde{Z}, \tilde{t})|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}
$$

Using this inequality, and (8.13), we have

$$
\begin{equation*}
\omega\left(Z, t, \Delta_{\delta r / 2}\right) \lesssim(\delta r)^{\frac{\mathbf{q - 4}}{2}}\left(\iiint_{\Omega_{\delta r}}|G(Z, t, \tilde{Z}, \tilde{t})|^{2} \mathrm{~d} \tilde{Z} \mathrm{~d} \tilde{t}\right)^{\frac{1}{2}} \tag{8.14}
\end{equation*}
$$

To complete the proof we now use the adjoint version of Theorem 3.3 and deduce

$$
\omega\left(Z, t, \Delta_{\delta r / 2}\right) \lesssim(\delta r)^{\mathbf{q}-2} G\left(Z, t, A_{c \delta r, \Lambda}^{-}\right)
$$

and this completes the proof of the lemma if we choose $\delta=\delta(m, \kappa, M)$ small.

## 9. A Weak comparison principle and its consequences

In this section we prove the following lemma.
Lemma 9.1. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$. Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega, r>0$ and let $\Lambda, c_{0}, \eta, \rho_{0}=r / c_{0}, \rho_{1}=\rho_{0} / c_{0}$ be in accordance with Remark 4.2. Assume that $u$ and $v$ are non-negative weak solutions to $\mathcal{L} u=0$ in $\Omega_{2 r}\left(Z_{0}, t_{0}\right)$ and that $u$ and $v$ vanish continuously on $\Delta_{2 r}\left(Z_{0}, t_{0}\right)$. Then there exists $c=c(m, \kappa, M), 1 \leq c<\infty$, such that

$$
\begin{equation*}
\frac{v\left(A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)} \lesssim \frac{v(Z, t)}{u(Z, t)} \lesssim \frac{v\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)} \tag{9.1}
\end{equation*}
$$

whenever $(Z, t) \in \Omega_{\rho / c}\left(Z_{0}, t_{0}\right)$ and $0<\rho \leq \rho_{1}$.
Proof. Again we can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$ and we let $\Omega_{2 r}=$ $\Omega_{2 r}\left(Z_{0}, t_{0}\right), \Delta_{r}=\Delta_{r}\left(Z_{0}, t_{0}\right)$, and $A_{\rho, \Lambda}^{ \pm}=A_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)$.

Let $0<\varepsilon \ll 1$ be a degree of freedom only depending on $m$ and $M$ and consider the set

$$
\Delta_{6 \varepsilon \rho} \backslash \Delta_{4 \varepsilon \rho} .
$$

Claim 1: There exist $0<\delta \ll 1$, only depending on $m$ and $M$, and a set of points $\left\{\left(Z_{i}, t_{i}\right)\right\}_{i=1}^{L}$ with $\left(Z_{i}, t_{i}\right) \in \Delta_{6 \varepsilon \rho} \backslash \Delta_{4 \varepsilon \rho}$ such that

$$
\begin{equation*}
\left\{\Delta_{\delta \varepsilon \rho}\left(Z_{i}, t_{i}\right)\right\}_{i=1}^{L} \text { is a covering of } \Delta_{6 \varepsilon \rho} \backslash \Delta_{4 \varepsilon \rho}, \tag{9.2}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\Delta_{\delta \varepsilon \rho / \lambda}\left(Z_{i}, t_{i}\right) \cap \Delta_{\delta \varepsilon \rho / \lambda}\left(Z_{j}, t_{j}\right)=\emptyset \text { whenever } i \neq j \tag{9.3}
\end{equation*}
$$

for some $\lambda(m, M, \mathbf{c}) \geq 1$, where $\mathbf{c}$ is the constant from 2.10). Furthermore, this covering can be constructed so that

$$
\begin{equation*}
\sum_{i=1}^{L} \omega\left(Z, t, \Delta_{\delta \varepsilon \rho}\left(Z_{i}, t_{i}\right)\right) \gtrsim 1 \tag{9.4}
\end{equation*}
$$

whenever

$$
\begin{equation*}
(Z, t) \in \partial \Omega_{5 \varepsilon \rho} \cap \overline{\left\{(Z, t) \in \Omega_{2 r} \mid d\left((Z, t), \Delta_{2 r}\right) \leq \delta^{2} \varepsilon \rho\right\}} \tag{9.5}
\end{equation*}
$$

Proof of the claim. The claim follows immediately from a standard Vitali covering argument, Lemma 5.2 and the same argument as in the proof of (8.7).

Based on $\left\{\left(Z_{i}, t_{i}\right)\right\}_{i=1}^{L}$ we introduce the function

$$
\begin{equation*}
\Psi(Z, t):=\sum_{i=1}^{L} \omega\left(Z, t, \Delta_{\delta \varepsilon \rho}\left(Z_{i}, t_{i}\right)\right)+(\varepsilon \rho)^{\mathbf{q}-2} G\left(Z, t, A_{K \varepsilon \rho, \Lambda}^{-}\right) \tag{9.6}
\end{equation*}
$$

where $K \gg 1$ is an additional degree of freedom to be chosen. We now partition the boundary of $\Omega_{5 \varepsilon \rho}$ into the sets

$$
\begin{align*}
& \Sigma_{1}:=\partial \Omega_{5 \varepsilon \rho} \cap \overline{\left\{(Z, t) \in \Omega_{2 r} \mid d\left((Z, t), \Delta_{2 r}\right) \leq \delta^{2} \varepsilon \rho\right\}} \\
& \Sigma_{2}:=\partial \Omega_{5 \varepsilon \rho} \cap \overline{\left\{(Z, t) \in \Omega_{2 r} \mid d\left((Z, t), \Delta_{2 r}\right)>\delta^{2} \varepsilon \rho\right\}} \tag{9.7}
\end{align*}
$$

Note that $\Sigma_{1}$ is the part of the boundary of $\Omega_{5 \varepsilon \rho}$ which is close to $\partial \Omega_{5 \varepsilon \rho} \cap \partial \Omega$ and $\Sigma_{2}$ is the remaining part.

By the construction of the covering above, in particular using (9.4), we see that

$$
\begin{equation*}
\Psi(Z, t) \gtrsim 1 \tag{9.8}
\end{equation*}
$$

whenever $(Z, t) \in \Sigma_{1}$. To estimate $\Psi$ on $\Sigma_{2}$ we prove the following claim.
Claim 2: There exist $K \gg 1$, depending at most on $m, \kappa$ and $M$, such that

$$
\begin{equation*}
(\varepsilon \rho)^{\mathbf{q}-2} G\left(Z, t, A_{K \varepsilon \rho, \Lambda}^{-}\right) \geq c^{-1} \text { for all }(Z, t) \in \Sigma_{2} \tag{9.9}
\end{equation*}
$$

Proof of the claim. Suppose $(Z, t) \in \Sigma_{2}$. It follows from Lemma 4.16 that there exists $K \gg 1$, depending at most on $m, \kappa$ and $M$, such that

$$
\begin{equation*}
(\varepsilon \rho)^{\mathbf{q}-2} G\left(Z, t, A_{K \varepsilon \rho, \Lambda}^{-}\right) \gtrsim(\varepsilon \rho)^{\mathbf{q}-2} G\left(A_{K \varepsilon \rho / \lambda, \Lambda}^{-}, A_{K \varepsilon \rho, \Lambda}^{-}\right) \tag{9.10}
\end{equation*}
$$

Therefore the claim follows if we can show that

$$
\begin{equation*}
(\varepsilon \rho)^{\mathbf{q}-2} G\left(A_{K \varepsilon \rho / \lambda, \Lambda}^{-}, A_{K \varepsilon \rho, \Lambda}^{-}\right) \gtrsim 1 \tag{9.11}
\end{equation*}
$$

To prove this, let $\tilde{G}$ be the Green function for the set $Q_{4 \varepsilon \rho}\left(A_{k \varepsilon \rho, \Lambda}^{-}\right)$. Then by scaling, and the continuity of $G$ close to $A_{K \epsilon \rho, \Lambda}^{-}$, we can conclude that there exists $\tilde{\eta}=\tilde{\eta}(m), 0<\tilde{\eta} \ll 1$, such that

$$
(\varepsilon \rho)^{\mathbf{q}-2} \tilde{G}\left(A_{K(1-\tilde{\eta}) \varepsilon \rho, \Lambda}^{-}, A_{K \varepsilon \rho, \Lambda}^{-}\right) \gtrsim 1
$$

Therefore, by the maximum principle,

$$
(\varepsilon \rho)^{\mathbf{q}-2} G\left(A_{K(1-\tilde{\eta}) \varepsilon \rho, \Lambda}^{-}, A_{K \varepsilon \rho, \Lambda}^{-}\right) \gtrsim 1
$$

Finally, by the Harnack inequality, see Lemma 4.15, we obtain

$$
\begin{equation*}
(\varepsilon \rho)^{\mathbf{q}-2} G\left(A_{K \varepsilon \rho / \lambda, \Lambda}^{-}, A_{K \varepsilon \rho, \Lambda}^{-}\right) \gtrsim(\varepsilon \rho)^{\mathbf{q}-2} G\left(A_{K(1-\tilde{\eta}) \varepsilon \rho, \Lambda}^{-}, A_{K \varepsilon \rho, \Lambda}^{-}\right) \gtrsim 1, \tag{9.12}
\end{equation*}
$$

and the claim is proved.
Using $\sqrt{9.9}$ we can conclude $\Psi(Z, t) \geq c^{-1}$, when $(Z, t) \in \partial \Omega_{5 \varepsilon \rho}$. Furthermore, applying Theorem 3.3 we also see that we can without loss of generality assume that $K$ is such that

$$
\begin{equation*}
v(Z, t) \lesssim v\left(A_{K \varepsilon \rho, \Lambda}^{+}\right), \tag{9.13}
\end{equation*}
$$

when $(Z, t) \in \Omega_{6 \varepsilon \rho}$. Hence, $v$ is assumed to vanish on $\Delta_{2 r}$ it follows from the maximum principle and (9.13) that

$$
\begin{equation*}
v(Z, t) \lesssim v\left(A_{K \varepsilon \rho, \Lambda}^{+}\right) \Psi(Z, t), \tag{9.14}
\end{equation*}
$$

whenever $(Z, t) \in \Omega_{5 \varepsilon \rho}$.
Having established an estimate on $v$ from above, we now need to establish an estimate on $u$ from below. We proceed by arguing similarly to the proof of Lemma 8.1. We define the two sets

$$
\begin{align*}
& S_{1}:=\left\{(Z, t) \in \Omega_{2 r} \mid t=-(k \varepsilon \rho)^{2}\right\} \backslash Q_{\delta \rho / 2}\left(A_{K \varepsilon \rho, \Lambda}^{-}\right), \\
& S_{2}:=\left\{(Z, t) \in \Omega_{2 r} \mid t>-(k \varepsilon \rho)^{2}\right\} \cap \partial Q_{\delta \rho / 2}\left(A_{K \varepsilon \rho, \Lambda}^{-}\right), \tag{9.15}
\end{align*}
$$

and as in the proof of Lemma 8.1, see 8.6), we obtain

$$
\begin{equation*}
c^{-1}(\varepsilon \rho)^{\mathbf{q}-2} G\left(Z, t, A_{K \varepsilon \rho, \Lambda}^{-}\right) \leq 1, \text { for all }(Z, t) \in \Omega_{5 \varepsilon \rho} . \tag{9.16}
\end{equation*}
$$

Note that we can choose $\delta \ll 1$ so that the closure of $Q_{\delta \rho / 2}\left(A_{K \epsilon \rho, \Lambda}^{-}\right)$is contained in the cone $C_{K \epsilon \rho, \eta, \Lambda}^{-}(0,0)$. Using this, continuity of $u$, and the maximum principle, we have

$$
\begin{equation*}
u(Z, t) \gtrsim(\varepsilon \rho)^{\mathbf{q}-2} G\left(Z, t, A_{K \varepsilon \rho, \Lambda}^{-}\right) u\left(A_{K \varepsilon \rho, \Lambda}^{-}\right), \tag{9.17}
\end{equation*}
$$

when $(Z, t) \in \Omega_{5 \varepsilon \rho}$.
Claim 3:

$$
\begin{equation*}
(\varepsilon \rho)^{\mathbf{q}-2} G\left(Z, t, A_{K \varepsilon \rho, \Lambda}^{-}\right) \gtrsim \Psi(Z, t), \tag{9.18}
\end{equation*}
$$

whenever $(Z, t) \in \partial \Omega_{\varepsilon \rho}$.
Proof of the claim. By arguing as in the proof of Lemma 8.4 we deduce that

$$
\begin{equation*}
\omega\left(Z, t, \Delta_{\delta \varepsilon \rho}\left(Z_{i}, t_{i}\right)\right) \lesssim(\varepsilon \rho)^{\mathbf{q}-2} G\left(Z, t, A_{K \varepsilon \rho, \Lambda}^{-}\right), \tag{9.19}
\end{equation*}
$$

whenever $(Z, t) \in \partial \Omega_{\varepsilon \rho}$ and for all $i=1, \ldots ., L$. This yields 9.18 by construction.
Combining Claim 3 and 9.17 we first obtain the estimate

$$
\begin{equation*}
u(Z, t) \gtrsim u\left(A_{K \varepsilon \rho, \Lambda}^{-\Lambda}\right) \Psi(Z, t), \tag{9.20}
\end{equation*}
$$

when $(Z, t) \in \Omega_{\varepsilon \rho}$. Using this in combination with (9.14) we can conclude that

$$
\begin{equation*}
u(Z, t) \gtrsim \frac{u\left(A_{K \varepsilon \rho, \Lambda}^{-}\right)}{v\left(A_{K \varepsilon \rho, \Lambda}^{+}\right)} v(Z, t), \tag{9.21}
\end{equation*}
$$

Finally, putting $\varepsilon=\frac{1}{K}$ completes the proof of the lemma in one direction. The proof on the other direction follows by simply interchanging $u$ and $v$.

Lemma 9.2. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$ and assume in addition (3.4). Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega, r>0$ and let $\Lambda, c_{0}, \eta, \rho_{0}=r / c_{0}, \rho_{1}=\rho_{0} / c_{0}$ be in accordance with Remark 4.2. Assume that $u$ is a non-negative weak solutions to $\mathcal{L} u=0$ in $\Omega_{2 r}\left(Z_{0}, t_{0}\right)$ and that $u$ vanishes continuously on $\Delta_{2 r}\left(Z_{0}, t_{0}\right)$. Define $y_{m}^{0}$ through $\left(Z_{0}, t_{0}\right)=\left(x^{0}, x_{m}^{0}, y^{0}, y_{m}^{0}, t^{0}\right)$. Then there exists $c=c(m, \kappa, M), 1 \leq c<\infty$, such that

$$
\begin{equation*}
\frac{u\left(A_{\rho_{0}, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)} \lesssim \frac{u\left(x, x_{m}, y, y_{m}^{0}, t\right)}{u\left(x, x_{m}, y, y_{m}, t\right)} \lesssim \frac{u\left(A_{\rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\rho_{0}, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)} \tag{9.22}
\end{equation*}
$$

whenever $\left(x, x_{m}, y, y_{m}, t\right) \in \Omega_{\rho_{1} / c}\left(Z_{0}, t_{0}\right)$.
Proof. Again we can without loss of generality assume that $\left(Z_{0}, t_{0}\right)=(0,0)$ and we let $\Omega_{2 r}=$ $\Omega_{2 r}\left(Z_{0}, t_{0}\right), \Delta_{r}=\Delta_{r}\left(Z_{0}, t_{0}\right)$, and $A_{\rho, \Lambda}^{ \pm}=A_{\rho, \Lambda}^{ \pm}\left(Z_{0}, t_{0}\right)$.

We fix $0<\varepsilon_{0} \ll 1$ and consider $\tilde{u}(Z, t)=u\left(x, x_{m}, y, y_{m}+\varepsilon^{3} r^{3}, t\right)$, with $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$. Put

$$
\tilde{r}=\frac{r(1-\varepsilon)}{4} .
$$

Then $\tilde{u}$ is a solution to $\mathcal{L} u=0$ in $\Omega_{2 \tilde{r}}$, and since $\Omega_{2 r}$ is $y_{m}$-independent $\tilde{u}$ vanishes continuously on $\Delta_{2 \tilde{r}}$. Using this and that $\Omega_{2 \tilde{r}} \subset \Omega_{2 r}$ we can apply Lemma 9.1 to the functions $u$ and $v=\tilde{u}$ in $\Omega_{2 \tilde{r}}$ to obtain

$$
\begin{equation*}
\frac{\tilde{u}\left(A_{\tilde{\rho}_{1}, \Lambda}^{-}\right)}{u\left(A_{\tilde{\rho}_{1}, \Lambda}^{+}\right)} \lesssim \frac{\tilde{u}(Z, t)}{u(Z, t)} \lesssim \frac{\tilde{u}\left(A_{\tilde{\rho}_{1}, \Lambda}^{+}\right)}{u\left(A_{\tilde{\rho}_{1}, \Lambda}^{-}\right)} \tag{9.23}
\end{equation*}
$$

for all $(Z, t) \in \Omega_{\tilde{\rho}_{1} / c}, \tilde{\rho}_{1}=\tilde{\rho}_{0} / c_{0}=\tilde{r} / c_{0}^{2}$. As, by definition, $\tilde{\rho}_{1} \leq \tilde{\rho}_{0}$, it follows immediately from Lemma 4.14 that

$$
\begin{equation*}
u\left(A_{\tilde{\rho}_{1}, \Lambda}^{+}\right) \lesssim c u\left(A_{\tilde{\rho}_{0}, \Lambda}^{+}\right), u\left(A_{\tilde{\rho}_{1}, \Lambda}^{-}\right) \gtrsim u\left(A_{\tilde{\rho}_{0}, \Lambda}^{-}\right) \tag{9.24}
\end{equation*}
$$

as the constant appearing in Lemma 4.14 depends on $m \kappa, M$ and $\delta$, and with $\delta$ in this case fixed as $\delta=1 / c_{0}$, where $1 \leq c_{0}<\infty$ is the constant associated to $\Omega_{2 \tilde{r}}$ in accordance with Remark 4.2.

Next, note that given a small degree of freedom $0<\delta \ll 1$, if $\varepsilon \leq \varepsilon_{0} \leq \delta / c_{0}^{2}$, then we obviously have

$$
\begin{align*}
& A_{\tilde{\rho}_{1}, \Lambda}^{+}+\left(0,0,0, \varepsilon^{3} r^{3}, 0\right) \in Q_{\delta \tilde{\rho}_{1}}\left(A_{\tilde{\rho}_{1}, \Lambda}^{+}\right)  \tag{9.25}\\
& A_{\tilde{\rho}_{1}, \Lambda}^{-}+\left(0,0,0, \varepsilon^{3} r^{3}, 0\right) \in Q_{\delta \tilde{\rho}_{1}}\left(A_{\tilde{\rho}_{1}, \Lambda}^{-}\right)
\end{align*}
$$

We can now choose $\delta$, depending on $m, \kappa, M$ and $c_{0}$, so that we again can apply Lemma 4.14 to conclude that

$$
\begin{align*}
& \tilde{u}\left(A_{\tilde{\rho}_{1}, \Lambda}^{+}\right) \leq \sup _{Q_{\delta \tilde{\rho}_{1}}\left(A_{\tilde{\rho}_{1}, \Lambda}^{+}\right)} u \lesssim u\left(A_{\tilde{\rho}_{0}, \Lambda}^{+}\right), \\
& \tilde{u}\left(A_{\tilde{\rho}_{1}, \Lambda}^{-}\right) \geq \inf _{Q_{\delta \tilde{\rho}_{1}}\left(A_{\tilde{\rho}_{1}, \Lambda}\right)} u \gtrsim u\left(A_{\tilde{\rho}_{0}, \Lambda}^{-}\right) . \tag{9.26}
\end{align*}
$$

By combining this with 9.23 the lemma follows.
Lemma 9.3. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$ and assume in addition (3.4). Let $\left(\hat{Z}_{0}, \hat{t}_{0}\right) \in \partial \Omega, r>0$ and let $\Lambda, c_{0}, \eta, \rho_{0}=r / c_{0}, \rho_{1}=\rho_{0} / c_{0}$ be in accordance with

Remark 4.2. Assume that $u$ is a non-negative weak solutions to $\mathcal{L} u=0$ in $\Omega_{2 r}\left(\hat{Z}_{0}, \hat{t}_{0}\right)$ and that $u$ vanishes continuously on $\Delta_{2 r}\left(\hat{Z}_{0}, \hat{t}_{0}\right)$. Let

$$
m^{+}=u\left(A_{\rho_{0}, \Lambda}^{+}\left(\hat{Z}_{0}, \hat{t}_{0}\right)\right), \quad m^{-}=u\left(A_{\rho_{0}, \Lambda}^{-}\left(\hat{Z}_{0}, \hat{t}_{0}\right)\right)
$$

and assume that $m^{-}>0$. Then there exist constants $1 \leq c_{1}(m, \kappa, M)<\infty$ and $1 \leq$ $c_{2}\left(m, \kappa, M, m^{+} / m^{-}\right)<\infty$, such that

$$
\begin{equation*}
u\left(A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \leq c_{2} u\left(A_{\rho, \Lambda}\left(Z_{0}, t_{0}\right)\right) \leq c_{2}^{2} u\left(A_{\rho, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right) \tag{9.27}
\end{equation*}
$$

whenever $0<\rho<\rho_{1} / c_{1}$ and $\left(Z_{0}, t_{0}\right) \in \Delta_{\rho_{1}}\left(\hat{Z}_{0}, \hat{t}_{0}\right)$.
Proof. We start by noticing that the path

$$
\gamma(\tau):=\left(Z_{0}, t_{0}\right) \circ(0, \Lambda \rho, 0, \tau \Lambda \rho,-\tau), \quad \tau \in\left[0, \rho^{2}\right]
$$

is admissible and that

$$
\begin{aligned}
\gamma(0) & =A_{\rho, \Lambda}\left(Z_{0}, t_{0}\right) \\
\gamma\left(\rho^{2}\right) & =\left(Z_{0}, t_{0}\right) \circ\left(0, \Lambda \rho, 0, \Lambda \rho^{3},-\rho^{2}\right)
\end{aligned}
$$

Furthermore, by 2.14 and as $\Omega$ is $y_{m}$-independent we have by construction that

$$
\gamma\left(\left[0, \rho^{2}\right]\right) \subset \Omega_{2 r}\left(\hat{Z}_{0}, \hat{t}_{0}\right)
$$

By constructing a Harnack chain we can deduce, using Lemma 4.7, that

$$
\begin{equation*}
u\left(\gamma\left(\rho^{2}\right)\right) \lesssim u\left(A_{\rho, \Lambda}\left(Z_{0}, t_{0}\right)\right) \tag{9.28}
\end{equation*}
$$

Noting that $A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)$ and $\gamma\left(\rho^{2}\right)$ only differ in the $y_{m}$-coordinate and applying Lemma 9.2 we obtain

$$
\begin{equation*}
\frac{m^{-}}{m^{+}} \lesssim \frac{u\left(\gamma\left(\rho^{2}\right)\right)}{u\left(A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)} \lesssim \frac{m^{+}}{m^{-}} \tag{9.29}
\end{equation*}
$$

when $0<\rho<\rho_{1} / c$. The above inequality together with 9.28 yields that

$$
u\left(A_{\rho, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \lesssim \frac{m^{+}}{m^{-}} u\left(A_{\rho, \Lambda}\left(Z_{0}, t_{0}\right)\right)
$$

when $0<\rho<\rho_{1} / c$. This proves the first part of 9.27 , and the second part is proven in analogy. We omit further details.

## 10. Proof of theorem 3.4

To prove Theorem 3.4 it suffices to prove the following lemma.
Lemma 10.1. Let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$ and assume in addition (3.4). Let $\left(Z_{0}, t_{0}\right) \in \partial \Omega, r>0$ and let $\Lambda, c_{0}, \eta, \rho_{0}=r / c_{0}$ be in accordance with Remark 4.2. Assume that $u$ is a non-negative solution to $\mathcal{L} u=0$ in $\Omega_{2 r}\left(Z_{0}, t_{0}\right)$, vanishing continuously on $\Delta_{2 r}\left(Z_{0}, t_{0}\right)$. Let

$$
\begin{equation*}
m^{+}=u\left(A_{\rho_{0}, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right), m^{-}=u\left(A_{\rho_{0}, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right) \tag{10.1}
\end{equation*}
$$

and assume that $m^{-}>0$. Then there exist constants $c_{1}=c_{1}(m, \kappa, M), 1 \leq c_{1}<\infty, c_{2}=$ $c_{2}\left(m, \kappa, M, m^{+} / m^{-}\right), 1 \leq c_{2}<\infty$, such that if we let $\rho_{1}=\rho_{0} / c_{1}$, then

$$
u(Z, t) \leq c_{2} u\left(A_{\rho, \Lambda}\left(Z_{0}, t_{0}\right)\right)
$$

whenever $(Z, t) \in \Omega_{\rho / c_{1}}\left(Z_{0}, t_{0}\right)$, and $0<\rho<\rho_{1}$.

Proof. We will assume that $\left(Z_{0}, t_{0}\right)=(0,0)$. To prove the lemma we have to show that there exist constants $1 \leq c_{1}<\infty$ depending only on $m, \kappa$ and $M$, and $1 \leq c_{2}<\infty$ depending only on $m, \kappa, M$ and $m^{+} / m^{-}$, such that

$$
u(Z, t) \leq c_{2} u\left(A_{\rho, \Lambda}\right)
$$

when $(Z, t) \in \Omega_{\rho / c_{1}}$ and $0<\rho<\rho_{1}$. Let $\rho_{0}$ be defined as in the statement of the lemma, and let $\rho, 0<\rho<\rho_{1}$, be fixed. Consider the number

$$
\begin{equation*}
\rho^{*}:=\max \left\{\tilde{\rho} \mid \rho \leq \tilde{\rho} \leq \rho_{0}, \phi(\tilde{\rho}) \geq \phi(\rho)\right\} \tag{10.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(\tilde{\rho}):=\tilde{\rho}^{-\gamma} u\left(A_{\tilde{\rho}, \Lambda}^{+}\right) \tag{10.3}
\end{equation*}
$$

and where $\gamma$ is the constant in Lemma 4.15. Then

$$
\begin{equation*}
u\left(A_{\rho, \Lambda}^{+}\right) \leq\left(\frac{\rho}{\rho^{*}}\right)^{\gamma} u\left(A_{\rho^{*}, \Lambda}^{+}\right) \tag{10.4}
\end{equation*}
$$

From Lemma 4.15 we obtain

$$
\begin{equation*}
u\left(A_{\rho^{*}, \Lambda}^{-}\right) \leq c\left(\frac{\rho^{*}}{\rho}\right)^{\gamma} u\left(A_{\rho, \Lambda}^{-}\right) \tag{10.5}
\end{equation*}
$$

We prove the following claim.
Claim: There exists a constant $\mathbf{c}=\mathbf{c}\left(m, \kappa, M, m^{+} / m^{-}\right), 1 \leq \mathbf{c}<\infty$, such that

$$
\begin{equation*}
u\left(A_{\rho^{*}, \Lambda}^{+}\right) \leq \mathbf{c} u\left(A_{\rho^{*}, \Lambda}^{-}\right) \tag{10.6}
\end{equation*}
$$

Proof of the claim. Let $K \gg 1$ be a large degree of freedom. We consider two cases. Case 1: $\frac{\rho_{0}}{8 K}<\rho^{*}$. In this case the claim is trivial in the sense that Lemma 4.15 yields

$$
\frac{u\left(A_{\rho^{*}, \Lambda}^{+}\right)}{u\left(A_{\rho^{*}, \Lambda}^{-}\right)} \lesssim\left(\frac{\rho_{0}}{\rho^{*}}\right)^{2 \gamma} \frac{u\left(A_{\rho_{0}, \Lambda}^{+}\right)}{u\left(A_{\rho_{0}, \Lambda}^{-}\right)}
$$

so that

$$
u\left(A_{\rho^{*}, \Lambda}^{+}\right) \lesssim \frac{m^{+}}{m^{-}}\left(\frac{\rho_{0}}{\rho^{*}}\right)^{2 \gamma} u\left(A_{\rho^{*}, \Lambda}^{-}\right)
$$

Case 2: $\frac{\rho_{0}}{8 K} \geq \rho^{*}$. In this case we first note, by the definition of $\rho^{*}$, that $\rho<\rho^{*}<\rho_{0}$ and as $\rho^{*}<2 K \rho^{*}<\rho_{0}$ it follows from the definition of $\rho^{*}$ that

$$
u\left(A_{\rho^{*}, \Lambda}^{+}\right)>(2 K)^{-\gamma} u\left(A_{2 K \rho^{*}, \Lambda}^{+}\right)
$$

Using this inequality and applying Theorem 3.3 we see that

$$
\begin{equation*}
c^{-1}(2 K)^{-\gamma} \sup _{\Omega_{2 K \rho^{*} / c}} u \leq u\left(A_{\rho^{*}, \Lambda}^{+}\right) \tag{10.7}
\end{equation*}
$$

for some $1 \leq c<\infty$ depending on $m, \kappa$ and $M$. By dilation we can from now on and without loss of generality assume that $\rho^{*}=1$ and we put $\tilde{K}:=K / c$. Then 10.7) states that

$$
\begin{equation*}
\tilde{c}^{-1}(2 \tilde{K})^{-\gamma} \sup _{U_{2 \tilde{K}}} u \leq u\left(A_{1, \Lambda}^{+}\right) \tag{10.8}
\end{equation*}
$$

for some $1 \leq \tilde{c}<\infty$ depending on $m, \kappa$ and $M$ and where $U_{R}$ for $0<R<\infty$ is the thin in time cylinder

$$
\begin{equation*}
U_{R}:=\Omega_{R} \cap\left\{(Z, t) \in \mathbb{R}^{N+1} \mid-4<t<1\right\} \tag{10.9}
\end{equation*}
$$

We may also assume, without loss of generality, that

$$
\sup _{U_{2 \tilde{K}}} u=1
$$

which transforms 10.8) into

$$
\begin{equation*}
u\left(A_{1, \Lambda}^{+}\right) \geq \tilde{c}^{-1}(2 \tilde{K})^{-\gamma} \tag{10.10}
\end{equation*}
$$

We define

$$
\begin{align*}
\Sigma_{\tilde{K}}^{-} & :=\left(\partial_{K} U_{2 \tilde{K}}\right) \cap\left\{(Z, t) \in \mathbb{R}^{N+1} \mid t=-4\right\} \\
\Sigma_{\tilde{K}}^{\text {int }} & :=\left(\left(\partial_{K} U_{2 \tilde{K}}\right) \backslash \Sigma_{\tilde{K}}^{-}\right) \backslash \Delta_{2 \tilde{K}} \tag{10.11}
\end{align*}
$$

Then, given a weak solution $u$ to $\mathcal{L} u=0$ in $\Omega_{2 \tilde{K}}$, vanishing continuously on $\Delta_{2 \tilde{K}}$, we have by Theorem 3.1 that if $(Z, t) \in U_{2 \tilde{K}}$, then

$$
\begin{equation*}
u(Z, t)=\iint_{\Sigma_{\tilde{K}}^{-}} u(\tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t})+\iint_{\Sigma_{\tilde{K}}^{\mathrm{int}}} u(\tilde{Z}, \tilde{t}) \mathrm{d} \omega(Z, t, \tilde{Z}, \tilde{t}) \tag{10.12}
\end{equation*}
$$

Using 10.12 , applying Lemma 10.2 stated and proved below, and 10.10 we see that

$$
\begin{align*}
u\left(A_{1, \Lambda}^{+}\right) & \leq \iint_{\Sigma_{\tilde{K}}^{-}} u(Z, t) \mathrm{d} \omega\left(A_{1, \Lambda}^{+}, Z, t\right)+\frac{1}{2} \tilde{c}^{-1}(2 \tilde{K})^{-\gamma}  \tag{10.13}\\
& \leq \iint_{\Sigma_{\tilde{K}}^{-}} u(Z, t) \mathrm{d} \omega\left(A_{1, \Lambda}^{+}, Z, t\right)+\frac{1}{2} u\left(A_{1, \Lambda}^{+}\right)
\end{align*}
$$

where $\Sigma_{\tilde{K}}^{-}$is as in 10.11 . Thus,

$$
\begin{equation*}
u\left(A_{1, \Lambda}^{+}\right) \leq 2 \sup _{\Sigma_{\tilde{K}}^{-}} u \tag{10.14}
\end{equation*}
$$

To proceed we use again Theorem 3.3 to see that for each choice of $(\tilde{Z}, \tilde{t}) \in \Sigma_{\tilde{K}}^{-} \cap \partial \Omega$ there exists a small $\varepsilon>0$, depending only on $m, \kappa$ and $M$, such that

$$
\sup _{\Sigma_{\tilde{K}}^{-} \cap \Omega_{\varepsilon}(\tilde{Z}, \tilde{t})} u \leq c u\left(A_{c \varepsilon, \Lambda}^{+}(\tilde{Z}, \tilde{t})\right) .
$$

This inequality, together with 10.14 and Lemma 4.12 , yield

$$
u\left(A_{1, \Lambda}^{+}\right) \leq 2 c u(\hat{Z}, \hat{t})
$$

for some $(\hat{Z}, \hat{t}) \in \tilde{U}_{2 \tilde{K}, \varepsilon}$ where

$$
\begin{align*}
\tilde{U}_{2 \tilde{K}, \varepsilon}:= & U_{2 \tilde{K}} \cap\left\{(Z, t) \in \mathbb{R}^{N+1} \mid-4 \leq t \leq-4+(c \varepsilon)^{2}\right\}  \tag{10.15}\\
& \cap\left\{(Z, t) \in \mathbb{R}^{N+1} \mid d((Z, t), \partial \Omega) \geq \varepsilon / c\right\}
\end{align*}
$$

The claim now follows from an application of Lemma 10.3 which is stated and proved below.

Using Theorem 3.3, 10.4 , 10.5 and the claim we see that

$$
\begin{align*}
\sup _{\Omega_{\rho / c}} u & \leq c u\left(A_{\rho, \Lambda}^{+}\right) \leq c\left(\frac{\rho}{\rho^{*}}\right)^{\gamma} u\left(A_{\rho^{*}, \Lambda}^{+}\right)  \tag{10.16}\\
& \leq c \mathbf{c}\left(\frac{\rho}{\rho^{*}}\right)^{\gamma} u\left(A_{\rho^{*}, \Lambda}^{-}\right) \leq c^{2} \mathbf{c} u\left(A_{\rho^{*}, \Lambda}^{-}\right)
\end{align*}
$$

Existence of the sought constants $c_{1}$ and $c_{2}$ now follow from Lemma 9.3 and the proof of the lemma, and therefore Theorem 3.4, is complete.

### 10.1. Technical lemmas: Lemma 10.2 and Lemma 10.3 .

Lemma 10.2. Let $\tilde{c}$ and $\gamma$ be as in 10.10 . Then there exists $\tilde{K}=\tilde{K}(m, \kappa, M), 1<K<\infty$, such that

$$
\iint_{\Sigma_{\tilde{K}}^{i n t}} u(Z, t) \mathrm{d} \omega\left(A_{1, \Lambda}^{+}, Z, t\right) \leq \frac{1}{2} \tilde{c}^{-1}(2 \tilde{K})^{-\gamma}
$$

Proof. We have

$$
\begin{equation*}
\iint_{\Sigma_{\bar{K}}^{\mathrm{int}}} u(Z, t) \mathrm{d} \omega\left(A_{1, \Lambda}^{+}, Z, t\right) \leq \omega\left(A_{1, \Lambda}^{+}, \Sigma_{K}^{\mathrm{int}}\right) . \tag{10.17}
\end{equation*}
$$

Let $1 \leq \lambda<\tilde{K}$ be a degree of freedom. We construct similarly to in the proof of Lemma 5.3 a test function $\phi \in C^{\infty}\left(\mathbb{R}^{N+1}\right), 0 \leq \phi \leq 1$, such that

$$
\left\{\begin{array}{l}
\phi(Z, t)=1, \text { for }(Z, t) \in Q_{\tilde{K}+\lambda} \backslash Q_{\tilde{K}-\lambda} \cap\left\{(Z, t) \in \mathbb{R}^{N+1} \mid t=-4\right\}  \tag{10.18}\\
\phi(Z, t)=0, \text { for }(Z, t) \in Q_{\tilde{K}-\lambda-1} \cap\left\{(Z, t) \in \mathbb{R}^{N+1} \mid t=-4\right\} \\
\phi(Z, t)=0, \text { for }(Z, t) \in\left(\mathbb{R}^{N+1} \backslash Q_{\tilde{K}+\lambda+1}\right) \cap\left\{(Z, t) \in \mathbb{R}^{N+1} \mid t=-4\right\}
\end{array}\right.
$$

and let $\Phi$ be the solution to

$$
\left\{\begin{array}{l}
\mathcal{L} \Phi=0, \quad \text { in }\left\{(Z, t) \in \mathbb{R}^{N+1} \mid t>-4\right\} \\
\Phi(Z,-4)=\phi(Z,-4)
\end{array}\right.
$$

Arguing as in the proof of Claim 1 in the proof of Lemma 5.3, we see that there exist $1 \leq c<\infty$ and $1 \leq \lambda<\infty$ both only depending on $m, \kappa$ and $M$, such that

$$
\Phi(Z, t) \geq c^{-1}
$$

whenever $(Z, t) \in \Sigma_{\tilde{K}}^{\mathrm{int}}$. It follows then by the maximum principle that

$$
\begin{equation*}
\iint_{\sum_{\tilde{K}}^{\mathrm{int}}} u(Z, t) \mathrm{d} \omega\left(A_{1, \Lambda}^{+}, Z, t\right) \leq c \Phi\left(A_{1, \Lambda}^{+}\right) . \tag{10.19}
\end{equation*}
$$

Furthermore, by noting that

$$
\Phi\left(A_{1, \Lambda}^{+}\right)=\iint_{\mathbb{R}^{N+1}} \Gamma\left(A_{1, \Lambda}^{+}, \hat{Z},-4\right) \phi(\hat{Z},-4) \mathrm{d} \hat{Z}
$$

and arguing as in the proof of Claim 2 in the proof of Lemma 5.3, we may deduce that

$$
\begin{equation*}
\Phi\left(A_{1, \Lambda}^{+}\right) \leq c e^{-c^{-1} \tilde{K}^{2}} \tilde{K}^{\eta} \tag{10.20}
\end{equation*}
$$

with both $1 \leq c<\infty$ and $1<\eta<\infty$ independent of $\tilde{K}$. Combining the above with 10.19 yields

$$
\begin{equation*}
\iint_{\Sigma_{\bar{K}}^{\mathrm{int}}} u(Z, t) \mathrm{d} \omega\left(A_{1, \Lambda}^{+}, Z, t\right) \leq c e^{-c^{-1} \tilde{K}^{2}} \tilde{K}^{\eta} \tag{10.21}
\end{equation*}
$$

Thus the lemma follows by picking $\tilde{K}$ large enough.
Lemma 10.3. Let $(Z, t) \in \tilde{U}_{\tilde{K}, \varepsilon}$ be arbitrary. Then there exists a constant

$$
c=c\left(m, \kappa, M, \varepsilon, \tilde{K}, m^{+} / m^{-}\right)
$$

such that

$$
u(Z, t) \leq c u\left(A_{1, \Lambda}^{-}\right)
$$

Proof. This is a consequence of Lemma 6.2 in [30]. Indeed, in [30] it is proved, using Lemma 4.7 and Lemma 4.8, that it is possible to construct an admissible path, connecting an arbitrary point $(Z, t) \in \tilde{U}_{\tilde{K}, \varepsilon}$ to $A_{1, \Lambda}^{-}$, and an associated Harnack chain so that one, in combination with Lemma 9.2 can prove that

$$
u(Z, t) \leq c\left(m, \kappa, M, \varepsilon, \tilde{K}, m^{+} / m^{-}\right) u\left(A_{1, \Lambda}^{-}\right)
$$

We omit further details and refer the reader to Lemma 6.2 in 30 .

## 11. Proof of theorem 3.5

In this section we give the proof of Theorem 3.5. To set up, let $\Omega \subset \mathbb{R}^{N+1}$ be a Lipschitz domain with constant $M$ and assume (3.4). Without loss of generality we assume that $(0,0) \in$ $\partial \Omega$. Let $r>0$ and consider $\Omega_{2 r}=\Omega_{2 r}(0,0)$. Let $\Lambda, c_{0}, \rho_{0}$ and $\rho_{1}$ be as in Remark 4.2. Assume that $u$ and $v$ are non-negative weak solutions to $\mathcal{L} u=0$ in $\Omega$, vanishing continuously on $\Delta_{2 r}=\Delta_{2 r}(0,0)$. Let $m_{1}^{ \pm}$and $m_{2}^{ \pm}$be as in 3.6 and recall that by Lemma 4.16, we have

$$
\min \left\{m_{1}^{-}, m_{2}^{-}\right\}>0 \Longrightarrow \min \left\{m_{1}^{+}, m_{2}^{+}\right\}>0
$$

For any $\tilde{r}>0$ and $(Z, t) \in \Omega_{2 r} \cup \Delta_{2 r}$ we will in the following use the notation

$$
\operatorname{osc}_{\tilde{r},(Z, t)}(u):=\sup _{\Omega_{2 r} \cap Q_{\tilde{r}}(Z, t)} u-\inf _{\Omega_{2 r} \cap Q_{\tilde{r}}(Z, t)} u
$$

for the oscillation of a function $u$ in the set $\Omega_{2 r} \cap Q_{\tilde{r}}(Z, t)$. Our proof will be based on a decrease of the oscillation

$$
\operatorname{osc}_{\tilde{r},(Z, t)}\left(\frac{v}{u}\right)
$$

Note first that by Lemma 9.1 and the assumptions on $m_{1}^{ \pm}$and $m_{2}^{ \pm}$, there exists a constant $c=c(m, \kappa, M)$ such that

$$
\operatorname{osc}_{\rho_{1} / c,(0,0)}\left(\frac{v}{u}\right) \leq c \frac{m_{1}^{-}}{m_{2}^{+}}-c^{-1} \frac{m_{1}^{+}}{m_{2}^{-}}<\infty
$$

Let now $\tilde{r}>0$ be fixed and let $\varepsilon=\varepsilon(m, \kappa, M), 0<\varepsilon<1$ be a small degree of freedom to be chosen later. Fix $0<\rho<\varepsilon \tilde{r}$ and $(Z, t) \in \Omega_{\varepsilon \tilde{r}}$. We consider two cases.
Case 1: $Q_{\rho}(Z, t) \subset \Omega_{2 r}$.

In this case we assume that $\rho \leq d\left((Z, t), \Delta_{2 r}\right)$. Consider the function

$$
\begin{equation*}
\tilde{v}(\tilde{Z}, \tilde{t}):=\left(\operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right)\right)^{-1}\left[v(\tilde{Z}, \tilde{t})-\inf _{\Omega_{2 r} \cap Q_{\rho}(Z, t)}\left(\frac{v}{u}\right) u(\tilde{Z}, \tilde{t})\right] \tag{11.1}
\end{equation*}
$$

Two immediate consequences of the definition of the above function are

$$
\begin{equation*}
0 \leq \frac{\tilde{v}(\tilde{Z}, \tilde{t})}{u(\tilde{Z}, \tilde{t})} \leq 1 \tag{11.2}
\end{equation*}
$$

when $(\tilde{Z}, \tilde{t}) \in \Omega_{2 r} \cap Q_{\rho}(Z, t)$, and

$$
\begin{equation*}
\operatorname{osc}_{\rho,(Z, t)}\left(\frac{\tilde{v}}{u}\right)=1 \tag{11.3}
\end{equation*}
$$

We introduce an additional small degree of freedom $0<\delta<1$ and assume

$$
\begin{equation*}
\frac{\tilde{v}\left((Z, t) \circ\left(0,-\delta \rho^{2}\right)\right)}{u\left((Z, t) \circ\left(0,-\delta \rho^{2}\right)\right)} \geq \frac{1}{2} \tag{11.4}
\end{equation*}
$$

By Lemma 4.5, we see there exists $\tilde{\delta}=\tilde{\delta}(m, \delta), 0<\tilde{\delta}<1$, such that

$$
\begin{equation*}
\tilde{v}\left((Z, t) \circ\left(0,-\delta \rho^{2}\right)\right) \leq c \tilde{v}(\tilde{Z}, \tilde{t}) \tag{11.5}
\end{equation*}
$$

and

$$
\begin{equation*}
u(\tilde{Z}, \tilde{t}) \leq c u\left((Z, t) \circ\left(0, \delta \rho^{2}\right)\right) \tag{11.6}
\end{equation*}
$$

when $(\tilde{Z}, \tilde{t}) \in Q_{\tilde{\delta} \rho}(Z, t)$. Furthermore, using Theorem 3.4 we see that

$$
\begin{equation*}
u\left((Z, t) \circ\left(0, \delta \rho^{2}\right)\right) \leq c u\left((Z, t) \circ\left(0,-\delta \rho^{2}\right)\right) \tag{11.7}
\end{equation*}
$$

We arrive then by using 11.2 - 11.7 at

$$
\begin{equation*}
\frac{1}{2} \leq \frac{\tilde{v}\left((Z, t) \circ\left(0,-\delta \rho^{2}\right)\right)}{u\left((Z, t) \circ\left(0,-\delta \rho^{2}\right)\right)} \leq c \frac{\tilde{v}(\tilde{Z}, \tilde{t})}{u(\tilde{Z}, \tilde{t})} \leq c \tag{11.8}
\end{equation*}
$$

for a constant $c=c\left(m, \kappa, M, m_{1}^{+} / m_{1}^{-}, m_{2}^{+} / m_{2}^{-}\right)$, when $(\tilde{Z}, \tilde{t}) \in Q_{\tilde{\delta} \rho}(Z, t)$ and thus,

$$
\begin{equation*}
\operatorname{osc}_{\tilde{\delta} \rho,(Z, t)}\left(\frac{\tilde{v}}{u}\right) \leq \theta \tag{11.9}
\end{equation*}
$$

with $\theta=1-1 /(2 c)$, in particular $0<\theta<1$. Plugging in the definition of $\tilde{v}$ into (11.9) yields

$$
\left(\operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right)\right)^{-1} \operatorname{osc}_{\tilde{\delta} \rho,(Z, t)}\left(\frac{v}{u}\right) \leq \theta
$$

and consequently

$$
\begin{equation*}
\operatorname{osc}_{\tilde{\delta} \rho,(Z, t)}\left(\frac{v}{u}\right) \leq \theta \operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right) \tag{11.10}
\end{equation*}
$$

Note that if (11.4) does not hold then we replace $\tilde{v}$ by $u-\tilde{v}$ and note that $(11.2),(11.3)$ and (11.4) holds for $u-\tilde{v}$, so that we may deduce that

$$
\operatorname{osc}_{\tilde{\delta} \rho,(Z, t)}\left(\frac{u-\tilde{v}}{u}\right) \leq \theta
$$

and hence that 11.10 holds. By iterating 11.10 we obtain

$$
\begin{equation*}
\operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right) \leq\left(\frac{\rho}{\tilde{\delta} d\left((Z, t), \Delta_{2 r}\right)}\right)^{\sigma_{1}} \operatorname{osc}_{d\left((Z, t), \Delta_{2 r}\right),(Z, t)}\left(\frac{v}{u}\right) \tag{11.11}
\end{equation*}
$$

for some $\sigma_{1}=\sigma_{1}\left(m, \kappa, M, m_{1}^{+} / m_{1}^{-}, m_{2}^{+} / m_{2}^{-}\right), 0<\sigma_{1}<1$.
Case 2: $Q_{\rho}(Z, t) \cap\left(\mathbb{R}^{N+1} \backslash \Omega_{2 r}\right) \neq \emptyset$.
In this case we assume that $\rho>d\left((Z, t), \Delta_{2 r}\right)$. Fix a point $\left(Z_{0}, t_{0}\right) \in \Delta_{2 r}$ such that

$$
d\left((Z, t),\left(Z_{0}, t_{0}\right)\right)=d\left((Z, t), \Delta_{2 r}\right)
$$

Then there exists a constant $\mathbf{c}=\mathbf{c}(m, \kappa, M), 1 \leq \mathbf{c}<\infty$, such that

$$
\begin{equation*}
Q_{\rho}(Z, t) \subset Q_{2 \mathbf{c} \rho}\left(Z_{0}, t_{0}\right) \tag{11.12}
\end{equation*}
$$

and thus

$$
\operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right) \leq \operatorname{osc}_{2 \mathbf{c} \rho,(Z, t)}\left(\frac{v}{u}\right)
$$

Let $\hat{c}$ be the constant appearing in Lemma 9.1 and put $\tilde{\rho}:=8 \hat{c} \mathbf{c} \rho$. Define now $\tilde{v}$ as in (11.1) but with $\rho$ replaced by $\tilde{\rho}$ and $(Z, t)$ replaced by $\left(Z_{0}, t_{0}\right)$. Consequently, 11.2 ) and 11.3 holds with $\rho$ replaced by $\tilde{\rho}$ and $(Z, t)$ replaced by $\left(Z_{0}, t_{0}\right)$. Assume now that

$$
\begin{equation*}
\frac{\tilde{v}\left(A_{\tilde{\rho} / 2, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\tilde{\rho} / 2, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)} \geq \frac{1}{2} \tag{11.13}
\end{equation*}
$$

Since $\tilde{v}$ and $u$ both are solutions to $\mathcal{L} u=0$ in $\Omega_{2 r}$ that are non-negative in $\Omega_{2 r} \cap Q_{\tilde{\rho}}\left(Z_{0}, t_{0}\right)$ and vanish continuously on $\Delta_{2 r}$, we may apply Lemma 9.1 and 11.2 to obtain

$$
\begin{equation*}
\frac{\tilde{v}\left(A_{\tilde{\rho} / 2, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\tilde{\rho} / 2, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)} \leq \hat{c} \frac{\tilde{v}(\tilde{Z}, \tilde{t})}{u(\tilde{Z}, \tilde{t})} \leq \hat{c} \tag{11.14}
\end{equation*}
$$

when $(\tilde{Z}, \tilde{t}) \in \Omega_{2 r} \cap Q_{2 \mathbf{c} \rho}\left(Z_{0}, t_{0}\right)$. Arguing as in the proof of Theorem 3.4, recall in particular (10.6), we conclude that

$$
\begin{equation*}
\frac{\tilde{v}\left(A_{\tilde{\rho} / 2, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\tilde{\rho} / 2, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)} \leq c \frac{\tilde{v}\left(A_{\tilde{\rho} / 2, \Lambda}^{-}\left(Z_{0}, t_{0}\right)\right)}{u\left(A_{\tilde{\rho} / 2, \Lambda}^{+}\left(Z_{0}, t_{0}\right)\right)} \tag{11.15}
\end{equation*}
$$

where $c=c\left(m, \kappa, M, m_{2}^{+} / m_{2}^{-}\right)$, and hence

$$
\frac{1}{2} \leq c \hat{c} \frac{\tilde{v}(\tilde{Z}, \tilde{t})}{u(\tilde{Z}, \tilde{t})} \leq c \hat{c}
$$

whenever $(\tilde{Z}, \tilde{t}) \in \Omega_{2 r} \cap Q_{2 \mathbf{c} \rho}\left(Z_{0}, t_{0}\right)$. It follows then that

$$
\begin{equation*}
\operatorname{osc}_{2 \mathbf{c} \rho,\left(Z_{0}, t_{0}\right)}\left(\frac{\tilde{v}}{u}\right) \leq \theta \tag{11.16}
\end{equation*}
$$

where $\theta=1-1 /(2 c \hat{c})$, in particular we have again $0<\theta<1$. Rearranging the above expression similarly as in Case 1 and using 11.12), we obtain

$$
\begin{equation*}
\operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right) \leq \theta \operatorname{osc}_{\tilde{\rho},\left(Z_{0}, t_{0}\right)}\left(\frac{v}{u}\right) \tag{11.17}
\end{equation*}
$$

Also similarly to Case 1 , if 11.13 does not hold we replace $\tilde{v}$ by $u-\tilde{v}$ and conclude again that (11.17) holds. Iterating (11.17) yields

$$
\begin{equation*}
\operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right) \leq\left(\frac{\tilde{\rho}}{\tilde{r}}\right)^{\sigma_{2}} \operatorname{osc}_{\tilde{r},\left(Z_{0}, t_{0}\right)}\left(\frac{v}{u}\right) \tag{11.18}
\end{equation*}
$$

for some $\sigma_{2}=\sigma_{2}\left(m, \kappa, M, m_{1}^{+} / m_{1}^{-}, m_{2}^{+} / m_{2}^{-}\right), 0<\sigma_{2}<1$.

Now we combine (11.11) and 11.18), and put $\sigma=\min \left\{\sigma_{1}, \sigma_{2}\right\}$ to arrive at

$$
\begin{equation*}
\operatorname{osc}_{\rho,(Z, t)}\left(\frac{v}{u}\right) \leq c\left(\frac{\rho}{\tilde{r}}\right)^{\sigma} \operatorname{osc}_{\tilde{r},\left(Z_{0}, t_{0}\right)}\left(\frac{v}{u}\right) \tag{11.19}
\end{equation*}
$$

whenever $(Z, t) \in \Omega_{\rho}, \rho \leq \epsilon \tilde{r}$. Let now $(\tilde{Z}, \tilde{t}) \in \Omega_{\rho}$. From the above inequality it follows by choosing $\varepsilon$ small enough, and applying Lemma 9.1 and Theorem 3.4, that

$$
\begin{align*}
\left|\frac{v(Z, t)}{u(Z, t)}-\frac{v(\tilde{Z}, \tilde{t})}{u(\tilde{Z}, \tilde{t})}\right| & \leq \operatorname{osc}_{d((Z, t),(\tilde{Z}, \tilde{t})),(Z, t)}\left(\frac{v}{u}\right) \\
& \leq c\left(\frac{d((Z, t),(\tilde{Z}, \tilde{t}))}{\tilde{r}}\right)^{\sigma} \operatorname{osc}_{\tilde{r},(0,0)}\left(\frac{v}{u}\right)  \tag{11.20}\\
& \leq c\left(\frac{d((Z, t),(\tilde{Z}, \tilde{t}))}{\tilde{r}}\right)^{\sigma} \frac{v\left(A_{\tilde{r}, \Lambda}\right)}{u\left(A_{\tilde{r}, \Lambda}\right)}
\end{align*}
$$

This concludes the proof.

## 12. Proof of Theorem 3.6

The purpose of this section is to prove Theorem 3.6. The content of the theorem is that if $\Omega$ is a Lipschitz domain and (3.4) holds, then the associated Kolmogorov measure is a doubling measure, with doubling constant depending only on $m, \kappa$, and $M$. Theorem 3.6 follows immediately from the following lemma as we without loss of generality can assume that $\left(Z_{0}, t_{0}\right)=(0,0)$.

Lemma 12.1. Let $\Omega$ be a Lipschitz domain with constant $M$ and assume (3.4). Let $r>0$ and let $\Lambda$ be as in Remark 4.2. Then there exists a constant $c=c(m, \kappa, M), 1 \leq c<\infty$, such that

$$
\begin{equation*}
\omega\left(A_{r, \Lambda}^{+}, \Delta_{2 \tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \lesssim \omega\left(A_{r, \Lambda}^{+}, \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \tag{12.1}
\end{equation*}
$$

when $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega$ and $\Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \subset \Delta_{r / c}$.
Proof. Let $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega$ and $\tilde{r}>0$ be such that $\Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \subset \Delta_{r / \mathbf{c}}$, where $\mathbf{c}=\mathbf{c}(m, \kappa, M)$, $\mathbf{c}>1$ is a large degree of freedom to be chosen. Then by choosing clarge enough and applying Lemma 8.4, we obtain

$$
\begin{equation*}
\omega\left(A_{r, \Lambda}^{+}, \Delta_{2 \tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \lesssim r^{\mathbf{q}-2} G\left(A_{r, \Lambda}^{+}, A_{2 \tilde{c} \tilde{r}, \Lambda}^{-}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \tag{12.2}
\end{equation*}
$$

for some $\tilde{c}=\tilde{c}(m, \kappa, M), 1 \leq \tilde{c}<\infty$, where $G\left(A_{r, \Lambda}^{+}, \cdot\right)$ is the adjoint Green function for $\Omega$ with pole at $A_{r, \Lambda}^{+}$.
Claim: It holds that

$$
\begin{equation*}
\frac{G\left(A_{r, \Lambda}^{+}, A_{r / 1000, \Lambda}^{+}\right)}{G\left(A_{r, \Lambda}^{+}, A_{r / 1000, \Lambda}^{-}\right)} \approx 1 \tag{12.3}
\end{equation*}
$$

To prove the claim we first deduce using the definition of the Green function, the maximum principle and Lemma 4.15, and by a similar argument as in the proof of Claim 2 in the proof of Lemma 9.1, that

$$
\begin{array}{r}
\hat{c}^{-1} \leq r^{\mathbf{q}-2} G\left(A_{r, \Lambda}^{+}, A_{r / 1000, \Lambda}^{+}\right) \leq \hat{c}  \tag{12.4}\\
r^{\mathbf{q}-2} G\left(A_{r, \Lambda}^{+}, A_{r / 1000, \Lambda}^{-}\right) \leq \hat{c}
\end{array}
$$

for some $\hat{c}=\hat{c}(m, \kappa, M), 1 \leq \hat{c}<\infty$. We need to establish a lower bound for $G\left(A_{r, \Lambda}^{+}, A_{r / 1000, \Lambda}^{-}\right)$. Using the adjoint version of Theorem 3.3 we see that

$$
\begin{equation*}
\sup _{\Omega_{\frac{r}{\mathrm{c}}}} G\left(A_{r, \Lambda}^{+},(Z, t)\right) \lesssim G\left(A_{r, \Lambda}^{+}, A_{r / 1000, \Lambda}^{-}\right) \tag{12.5}
\end{equation*}
$$

On the other hand, arguing again similarly as in the proof of Claim 2 in the proof of Lemma 9.1. we see that

$$
\begin{equation*}
\sup _{\Omega_{\frac{r}{\mathbf{c}}}} G\left(A_{r, \Lambda}^{+},(Z, t)\right) \geq G\left(A_{r, \Lambda}^{+}, A_{r /(100 \mathbf{c}), \Lambda}^{+}\right) \gtrsim r^{2-\mathbf{q}} \tag{12.6}
\end{equation*}
$$

The claim follows.
Using the claim, the adjoint version of Theorem 3.4, and the scale-invariance of Theorem 3.4 we find that

$$
\begin{equation*}
G\left(A_{r, \Lambda}^{+}, A_{2 \tilde{c} \tilde{r}}^{-}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \lesssim G\left(A_{r, \Lambda}^{+}, A_{2 \tilde{c} \tilde{r}}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \tag{12.7}
\end{equation*}
$$

whenever $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega$ and $Q_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \subset Q_{r / \mathbf{c}}$. Now an application of the adjoint version of Lemma 4.15 and Lemma 8.1 yields

$$
\begin{equation*}
\tilde{r}^{\mathbf{q}-2} G\left(A_{r, \Lambda}^{+}, A_{2 \tilde{c} \tilde{r}}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \lesssim \tilde{r}^{\mathbf{q}-2} G\left(A_{r, \Lambda}^{+}, A_{\tilde{r}}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \lesssim \omega\left(A_{r, \Lambda}^{+}, \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \tag{12.8}
\end{equation*}
$$

Combining 12.2, 12.7), and 12.8 finishes the proof.
12.1. Estimates of the kernel function. We end this section by proving two further estimates. Lemma 12.2 and Lemma 12.3 are analogues in our setting to Lemma 4.13 and Lemma 4.14 in [29], where they are proven for the operator $\mathcal{K}$.

Lemma 12.2. Let $\Omega$ be a Lipschitz domain with constant $M$ and assume (3.4). Let $\left(Z_{0}, t_{0}\right) \in$ $\partial \Omega$ and $r>0$. Let $\Lambda$ be in accordance with Remark4.2. Let $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega$ and $\tilde{r}>0$ be such that $Q_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \subset Q_{r}\left(Z_{0}, t_{0}\right)$. Then there exists $c=c(m, \kappa, M), 1 \leq c<\infty$, such that

$$
\begin{equation*}
K\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \bar{Z}, \bar{t}\right):=\lim _{\bar{r} \rightarrow 0} \frac{\omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)} \tag{12.9}
\end{equation*}
$$

exists for a.e. $(\bar{Z}, \bar{t}) \in \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)$, and

$$
\begin{equation*}
c^{-1} \leq \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) K\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \bar{Z}, \bar{t}\right) \leq c \tag{12.10}
\end{equation*}
$$

whenever $(\bar{Z}, \bar{t}) \in \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)$.
Proof. First of all, we notice that 12.9 ) exists for a.e. $(\bar{Z}, \bar{t}) \in \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)$ by Lemma 4.15 . We have to show that 12.10 holds. Let $(\bar{Z}, \bar{t}) \in \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)$ and let $\bar{r}<\tilde{r}$. We see that as a consequence of Lemma 8.1 and Lemma 8.4 there exists $c=c(m, \kappa, M), 1 \leq c<\infty$ so that

$$
\begin{align*}
\frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\bar{r}, \Lambda}^{+}(\bar{Z}, \bar{t})\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\bar{r}, \Lambda}^{-}(\bar{Z}, \bar{t})\right)} & \lesssim \frac{\omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)} \\
& \lesssim \frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\bar{r}, \Lambda}^{-}(\bar{Z}, \bar{t})\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\bar{r}, \Lambda}^{+}(\bar{Z}, \bar{t})\right)} \tag{12.11}
\end{align*}
$$

Next, using the adjoint versions of Theorem 3.4 and Lemma 9.3 , and arguing as in the proof of Lemma 12.1 (see in particular 12.7) , we deduce that

$$
\begin{equation*}
\frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\bar{r}, \Lambda}(\bar{Z}, \bar{t})\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\bar{r}, \Lambda}(\bar{Z}, \bar{t})\right)} \approx \frac{G\left(A_{c \tilde{c}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\bar{r}, \Lambda}^{+}(\bar{Z}, \bar{t})\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\bar{r}, \Lambda}^{-}(\bar{Z}, \bar{t})\right)} \tag{12.12}
\end{equation*}
$$

We can then conclude that

$$
\begin{equation*}
\frac{\omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)} \approx \frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\bar{r}, \Lambda}(\bar{Z}, \bar{t})\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\bar{r}, \Lambda}(\bar{Z}, \bar{t})\right)} \tag{12.13}
\end{equation*}
$$

Note that a consequence of the adjoint version of Theorem 3.5 is a boundary Harnack inequality for solutions to the equation $\mathcal{L}^{*} u=0$. Furthermore, when $u$ and $v$ in the formulation of (the adjoint version of) Theorem 3.5 are the functions $G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \cdot\right)$ and $G\left(A_{c r, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \cdot\right)$ respectively, we can use Lemma 8.1 and Lemma 8.4 to estimate the quotients $m_{1}^{+} / m_{1}^{-}$and $m_{2}^{+} / m_{2}^{-}$so that in this particular case we have

$$
c_{2}\left(m, \kappa, M, m_{1}^{+} / m_{1}^{-}, m_{2}^{+} / m_{2}^{-}\right)=c_{2}(m, \kappa, M)
$$

where $c_{2}$ is as in the formulation of Theorem 3.5. We hence deduce that there exists some $\tilde{c}=\tilde{c}(m, \kappa, M)>1$ such that

$$
\begin{equation*}
\frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\bar{r}, \Lambda}(\bar{Z}, \bar{t})\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\bar{r}, \Lambda}(\bar{Z}, \bar{t})\right)} \approx \frac{G\left(A_{c \tilde{c}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)} \tag{12.14}
\end{equation*}
$$

Thus, we see that

$$
\begin{equation*}
\frac{\omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)} \approx \frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)} . \tag{12.15}
\end{equation*}
$$

Using arguments similar to those used in Claim 2 in the proof of Lemma 9.1, see in particular (9.11), the (adjoint) Harnack inequality, and arguing as in Lemma 12.1, see (12.3), and then using Lemma 8.1, we see that

$$
\begin{equation*}
1 \lesssim \frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)} \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r} / \tilde{c}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \tag{12.16}
\end{equation*}
$$

Using 12.16) and arguing similarly, wee obtain

$$
\begin{equation*}
\frac{G\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)}{G\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), A_{\tilde{r} / \tilde{c}, \Lambda}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)} \approx \frac{1}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r} / \tilde{c}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)} \tag{12.17}
\end{equation*}
$$

Finally, using the obvious relation

$$
\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r} / \tilde{c}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \leq \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)
$$

together with Lemma 12.1, we have

$$
\frac{\omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\bar{r}}(\bar{Z}, \bar{t})\right)} \approx \frac{1}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)}
$$

Letting $\bar{r} \rightarrow 0$ concludes the proof.

Lemma 12.3. Let $\Omega$ be a Lipschitz domain with constant $M$ and assume (3.4). Let $\left(Z_{0}, t_{0}\right) \in$ $\partial \Omega$ and $r>0$. Let $\Lambda$ be in accordance with Remark 4.2. Let $\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \in \partial \Omega$ and $\tilde{r}>0$ be such that $Q_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right) \subset Q_{r}\left(Z_{0}, t_{0}\right)$. Then there exists $c=c(m, \kappa, M), 1 \leq c<\infty$, such that

$$
\frac{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), E\right)}{\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right)} \approx \omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), E\right)
$$

whenever $E \subset \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)$.
Proof. Fix some subset $E \subset \Delta_{\tilde{r}}(\tilde{Z}, \tilde{t})$. By definition we then have

$$
\omega\left(A_{c \tilde{r}, \Lambda}^{+}(\tilde{Z}, \tilde{t}), E\right)=\iint_{E} K\left(A_{c \tilde{r}, \Lambda}^{+}(\tilde{Z}, \tilde{t}),(\bar{Z}, \bar{t})\right) \mathrm{d} \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right),(\bar{Z}, \bar{t})\right) .
$$

Using Lemma 12.2, 12.10, we see that

$$
\begin{array}{r}
\iint_{E} \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) K\left(A_{c \tilde{r}, \Lambda}^{+}(\tilde{Z}, \tilde{t}),(\bar{Z}, \bar{t}) \mathrm{d} \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right),(\bar{Z}, \bar{t})\right)\right. \\
\\
\lesssim \iint_{E} \mathrm{~d} \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right),(\bar{Z}, \bar{t})\right)
\end{array}
$$

and hence that

$$
\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), E\right) \lesssim \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), E\right) .
$$

Analogously, we see that

$$
\omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), E\right) \lesssim \omega\left(A_{c r, \Lambda}^{+}\left(Z_{0}, t_{0}\right), \Delta_{\tilde{r}}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right)\right) \omega\left(A_{c \tilde{r}, \Lambda}^{+}\left(\tilde{Z}_{0}, \tilde{t}_{0}\right), E\right)
$$

which finishes the proof.
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