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Universal collective modes from strong electronic correlations: Modified 1/A; theory

with application to high-7, cuprates
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A nonzero-temperature technique for strongly correlated electron lattice systems, combining el-
ements of both variational wave function (VWF) approach and expansion in the inverse number
of fermionic flavors (1/N¥), is developed. The departure point, VWF method, goes beyond the
renormalized mean-field theory and provides semi-quantitative description of principal equilibrium
properties of high-T.. superconducting cuprates. The developed here scheme of VWF+1/A/, in the
leading order provides dynamical spin and charge responses around the VWF solution, generalizing
the weak-coupling spin-fluctuation theory to the regime of strong correlations. Thermodynamic
corrections to the correlated saddle-point state arise systematically at consecutive orders. Explic-
itlyy, VWF+1/N5 is applied to evaluate dynamical response functions for the hole-doped Hubbard
model and compared with available determinant quantum-Monte-Carlo data, yielding a good overall
agreement in the regime of coherent collective-mode dynamics. The emergence of well-defined spin
and charge excitations from the incoherent continua is explicitly demonstrated and a non-monotonic
dependence of the charge-excitation energy on the interaction magnitude is found. The charge-mode
energy saturates slowly when approaching the strong-coupling limit, which calls for a reevaluation of
the ¢-J-model approach to the charge dynamics in favor of more general ¢-J-U and ¢-J-U-V models.
The results are also related to recent inelastic resonant X-ray and neutron scattering experiments

for the high-T. cuprates.

I. INTRODUCTION

Strong electronic correlations in condensed-matter sys-
tems support formation of exotic states of matter, such
as high-temperature superconducting and pseudogap
phases in doped layered copper oxides or heavy-fermion
superconducting phase in 4f/5f-electron systems. The
simplest theoretical frameworks to study these phenom-
ena are based on the Hubbard, ¢t-.J, t-J-U, and Anderson-
lattice models, with possible multi-orbital extensions. A
number specific effects observed in high-T,. supercon-
ductors and heavy-fermion systems have been satisfac-
torily interpreted using these models, within schemes
specifically designed to incorporate the effects of strong
local correlations, such as variational wave function
(VWF) approach (in diagrammatict or Monte-Carlo?
form), or dynamical mean-field theory (DMFT).® How-
ever, new spectroscopic evidence® 2% suggests that frame-
works, based solely on local-correlation effects, are usu-
ally insufficient to provide a satisfactory account of mag-
netic and charge dynamics in those materials. Namely,
resonant inelastic X-ray scattering (RIXS) and inelas-
tic neutron scattering (INS) experiments have revealed
well defined and universal magnetic excitations (param-
agnons) in metallic phase of high-temperature (high-T)
copper oxides ™ iron pnictides™ and in iridates™ The
universality of those collective modes relies on their ap-
pearance independently of the circumstance whether the
corresponding system is in the broken-symmetry state or
not. In the former case, they represent usual Goldstone
bosons. RIXS has also provided a detailed account of pre-
viously overlooked high-energy discrete charge modes in
the cuprates that are currently under close scrutiny. 172>

Regarding that weak-coupling theory predicts a rapid
overdamping of magnetic excitations in the metallic

state, in disagreement with experiment?® an interplay
between the long-wavelength collective modes and lo-
cal correlations becomes the factor that must be taken
into account in order to successfully reproduce collective
dynamics. Since none of the approximation schemes,
mentioned above, captures local-correlations and long-
wavelength collective excitations on the same footing, one
is urged to resort to inherently unbiased techniques, such
as determinant quantum Monte-Carlo (DQMC). How-
ever, DQMC is restricted to relatively small systems and
suffers from the sign problem.2Z Moreover, extraction
of real-time-dependent properties from imaginary-time
DQMC results involves an ill-conditioned analytic con-
tinuation of numerical data/2® limiting its accuracy in
regard to the dynamical effects, particularly at higher
temperature. Remarkably though, comparative studies
of the Blankenbecler-Scalapino-Sugar quantum Monte-
Carlo, DMFT, and cluster DMFT phase diagrams for
the two-dimensional Hubbard model indicate that long-
range fluctuations (such as paramagnons) are crucial for
a proper description of the metal-insulator transition,
even in relatively small systems?? As a step towards
understanding the dynamics of strongly correlated ma-
terials, development of alternative techniques, applicable
in the thermodynamic limit and capable of describing
local-correlations and collective-mode effects on the same
footing, is thus highly needed.

In this paper, we present a comprehensive theoreti-
cal framework which is appropriate for strongly corre-
lated lattice electron systems and combines variational
wave function (VWF) method with field-theoretical ex-
pansion in inverse number of fermionic flavors (1/N7),
hereafter dubbed as VWF+1/N; approach. In the lead-
ing order, the VWF+1/AN}; method allows to study col-
lective spin- and charge excitations around the correlated



ground state and systematically incorporate fluctuation-
induced corrections to thermodynamics at higher or-
ders, suggesting a possibility of generalizing the Moriya-
Hertz-Millis spin-fuctuation theory223 to the situation
with strongly-correlated fermions. At the same time,
VWFE+1/N; is relatively lightweight computationally
and applicable to large systems (> 105 orbitals), and also
to broken-symmetry states. The price paid for those ad-
vantages is the accuracy loss due to inevitable truncation
of the 1/N} series and approximate diagrammatic treat-
ment of variational wave functions. In a separate brief
contribution /28 we have already applied the simplified
version of this method to selected hole-doped cuprates
and achieved a satisfactory agreement with the experi-
mentally obtained paramagnon spectra across the phase
diagram. The charge-mode description requires still a
refined analysis.

Both VWF and 1/N; approaches, as treated sepa-
rately, have received considerable attention so that their
applicability range and limitations are well understood.
The former provides a good description of local properties
and static correlations in wide range of doping and inter-
action strength, by going beyond the renormalized mean-
field theory3#39 The latter allows for systematic evalua-
tion of dynamical response functions and thermodynamic
fluctuation-corrections in the weak- and intermediate-
coupling regimes. At the strong coupling, the plain 1/N7
expansion is severely limited by Fierz ambiguity2? origi-
nating from multiple equivalent ways of carrying out the
Hubbard-Stratonovich transformation of fermionic inter-
action vertices. This results in a problematic dependence
of calculated phase diagrams on unphysical parameters*.
For common models, several physically motivated decou-
pling schemes have been developed over the years (see,
e.g., Refs. 42[43), yet it is not clear how to systematically
generalize them to arbitrary Hamiltonians. As one of the
elements of VWF+1/N}; implementation, we propose a
conceptually different route to mitigate the Fierz problem
by means of a specialized resummation of electronic in-
teractions in the 1/A/ series. Finally, the construction of
the combined VWF-+1/N} is completed by carrying out
a second resummation, ensuring that the the large-Nj
(saddle point) free energy coincides with that obtained
using VWF approach. The procedure, outlined above,
provides a systematic way to improve the plain VWF
solution, as well as to calculate dynamical response func-
tions to a desired accuracy.

After setting up the formalism, we apply the
VWEF+1/N; approach to the hole-doped Hubbard model
at the strong coupling (U/|t| = 8) and compare both
static and dynamic spin and charge susceptibilities with
available DQMC data. The static spin susceptibility pro-
files agree semi-quantitatively for the two techniques if
an additional k-independent renormalization factor Z for
large-Ny VWF+1/N} susceptibilities is introduced, in a
direct analogy to that invoked in linear spin-wave the-
ory calculations. We find that Z increases towards unity
in the hole-overdoped case, indicating a gradual loss of

multi-paramagnon scattering processes significance, as
intuitively expected. The calculated energies of charge
and paramagnon excitations match quantitatively those
obtained by DQMC as long as the width of those modes is
not exceedingly large. In the regime, where the collective
excitations become highly incoherent, the VWF+1/N}
and DQMC peak-intensity energies depart progressively.

Finally, we demonstrate explicitly the gradual emer-
gence coherent quasiparticles from the particle-hole con-
tinuum as the system evolves from the weakly-interacting
Fermi liquid to strongly correlated metal with the in-
creasing on-site Coulomb repulsion magnitude. This
progressive development is of basic interest in the con-
text of the robust paramagnon and charge modes ob-
served in a variety of correlated compounds, but it is
difficult to describe solely within 1/N} expansions de-
veloped previously®# This is because those techniques
are constructed based on Hubbard operators and thus
intended for strongly-coupled (t-J-model**4%) limit. In
effect, the impact of the finite-U effects on charge dynam-
ics may have not received an appropriate attention so far.
By employing the particle-hole non-symmetric Hubbard
model to reproduce the fermiology of high-T, supercon-
ductors, we find a sharp crossover behavior, manifesting
itself as a non-monotonic dependence of charge mode en-
ergy on the magnitude of electron-electron interaction.
For overdoped system (6 = 20%), charge mode hardens
with the increasing interaction for U < 0.5W (where W
is the bare bandwidth) and exhibits a gradual soften-
ing above this threshold. Additionally, in the crossover
regime, a sharp peak in charge response emerges from
the continuum as a consequence of single-particle band-
width renormalization due to strong correlations. We
also demonstrate that the charge mode energy under-
goes large renormalization (by a factor of ~ 2) as the
interaction increases from U ~ W to U = oo. The
charge-mode dynamics thus turns out to be governed,
to a large extent, by the finite-U effects, which calls for a
reconsideration of the strong-coupling (¢-J model limit)
approaches to quantitative study of charge excitations
in the high-T, cuprates in favor of more general ¢-J-U
and ¢-J-U-V models 32883947 Thig is one of the principal
findings of the present and former*® VWF+1/N} anal-
yses. The spin-excitation peak-intensity energy, on the
other hand, decreases systematically as U is increased,
with a resonance-like feature building up on top of the
continuum.

The paper is organized as follows. In Sec. [l we
overview the Diagrammatic Expansion of the Gutzwiller
Wave Function (DE-GWF) formulation of the VWF
technique, that combines well with the 1/N} expansion
and is applicable also to non-zero temperature situation.
In Sec. we propose a resummation scheme for 1/ANy
expansion, based on two-channel Hubbard-Stratonovich
decoupling of the interaction term. In Sec. [[V] we con-
struct hybrid VWF+1/N; technique, unifying the de-
velopments of Secs. [[I] and [[T]] and encompassing the
two source methods as its constituents. Essentially, in



Secs. [MIV] three expressions for the action are con-
structed in the order of increasing complexity, starting
from the approximate variational wave function saddle
point solution in Sec. [} going trough the modified weak-
coupling version of 1/Ny expansion as an intermediate
step in Sec. and ending up with rigorous 1/ series
around the fully correlated variational state in Sec. [[V}
In Sec. we apply the VWF+1/N; to the Hubbard
model with a variable doping level and compare calcu-
lated static- and dynamic susceptibilities with available
DQMC data. In Sec. [V we discuss the emergence of ro-
bust spin and charge excitations from the corresponding
incoherent particle-hole continua. Finally, in Sec. [VII] we
provide summary and discussion. Technical details and
supplementary analysis are shifted to Appendices [AHE]

II. VARIATIONALLY OBTAINED STATE AS
THE SADDLE-POINT SOLUTION

The starting point of the VWF+1/A/; technique is the
choice of variational wave function |Wy.) = P(A)|Wo),
where P is an operator dependent on the vector of pa-
rameters, A, and |¥g) is an “uncorrelated” wave func-
tion that is defined as the ground state of effective tight-
binding Hamiltonian with physically relevant correlations
included, i.e., from Heg| Vo) = E|¥y), and adjusted vari-
ationally by selecting /Ifieﬂ‘. The precise form of 7:[65
is not specified at this point as this effective single-
particle Hamiltonian becomes a variationally adjusted
object itself, see, e.g., Ref. 48l Numerous physically
motivated choices for P are possible, including those of
Gutzwiller®?#I and Jastrow?? types. In this manner,
the complete description of the correlated state, based on
H and |y, ), contains, as intrinsic ingredient, also effec-
tive single-particle (“quasiparticle”) dynamics controlled
by 7:185 and |\I,O>.48,51,53,54

The plain VWF method reduces to minimization of the
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where € and p are (column) vectors composed of La-
grange multipliers to be defined subsequently, trace is
taken over the electronic degrees of freedom, and g =
(kpT)~! is the inverse temperature. The chemical po-
tential, u, ensures that the total number of electrons in
the system equals to N,. The first term represents the
functional , here expressed via P and A. The second
term enforces the constraint that the variational opti-
mization of P,g and their self-consistent calculation in

energy functional
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Evar = (H)var = = = 1
) (Uyar|Wyar) (Wo| P2| W) @)

with respect of both A and 7:193, under the constraint
(Ne)var = Ne. The operator H is the model Hamilto-
nian, whereas N, and N, denote particle number opera-
tor their total number, respectively. We have also intro-
duced correlated variational averages, marked by the sub-
script “var”. With the use of Wick’s theorem, this time
in real space, for the uncorrelated |¥q) state, both the
numerator and denominator can be factorized in terms
of two-point correlation functions (“lines”) of the form
Po.s = (el ég)o = (Voleles|Wp), where a, 3 are indices
combining lattice-site position and local degrees of free-
dom (e.g., spin and/or orbital). Note that, in the super-
conducting (paired) state, additional off-diagonal lines
Sap = (éLé;)O appear. A vector composed of all the
emerging lines will be hereafter denoted as P. In turn,
the energy functional depends on line- and correlator-
parameter vectors, i.e., Fyay = Eyar(P,A). The varia-
tional problem reduces to minimization of Ey,. over P
and X under the constraints P,g = (¥glelés|Wo) and
<Ne>var = N.. As we show below, for computational
purposes, it is useful to restrict further the correlator
variational space by means of a vector composing the
constraints, C(P,A) = 0 which will be concretized in
model situation at hand.

The plain WVF method, outlined above, is a zero-
temperature formalism that cannot account for the ther-
mal effects and phase transitions at temperature 7' >
0. In the following we employ its more refined finite-
temperature extension that reduces to the plain WVF
solution in the 7" — 0 limit. The starting point of the
improved approach is the generalized Landau-type func-
tional taken in the form

_Ne> )
e

(2)

(

the |¥g) state coincide. The third represents extra con-
straints to be defined, and the last is the condition for u.
Note that this functional is defined for non-paired phases
(Sap =0).

The whole methodology of the approach is as follows.
We start from the model Hamiltonian H (Hubbard, ¢-J,
t-J-U, etc.) so that Ey,, is given by Eq. (1) #%%3 To as-
sure that the quantities calculated variationally coincide
with those computed self-consistently, i.e., the Bogoli-



ubov theorem is fulfilled (as discussed earlier, see Ref>?),
we supplement F.,, determination with the Lagrange
constraints (the following three terms). The Langrange
multipliers are to be determined self-consistently (cf. also
Appendix [A). Finally, the nonzero temperature single-
particle fluctuations are incorporated by means of the
trace on the right-hand-side of Eq. , as taking Trexp
means averaging over the excited states. The physical
free energy is determined as the saddle-point of the func-
tional , leading to the set of self-consistent equations
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The free energy may be then written as
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where all the variables acquire the saddle-point values
defined by Egs. —, and the entropy reads
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where indices [ runs over the complete set of eigenval-
ues of Heg. At T = 0, the free energy reduces
thus to the minimum of the variational energy, as stated
above. It is essential to note that eigenenergies are ob-
tained by diagonalization of the effective single-particle
Hamiltonian Heg, defined by Eq. @, which describes
the interaction-renormalized Landau-type quasiparticles.
For a detailed discussion of Heg as the object controlling
effective quasiparticle dynamics, see Refs.[56 and[37. The
structure of the free energy thus implies that the varia-
tional technique, formulated above, incorporates single-
particle excitations around the correlated ground-state,
but lacks the collective mode contribution to thermody-
namics. The aim of the next two sections is to provide
an extension of the variational scheme which becomes
capable of describing those excitations (fluctuations).
We point out that various distinct schemes for finite-
temperature extensions of the variational approach (of
the Gutzwiller type) have been proposed previously,>*>®

providing a way to incorporate effects of correlations
on single-particle entropy that are of importance at ex-
tremely high temperatures (kpT of the order of half-
single-particle bandwidth, W/2).  Those techniques
should thus constitute a better approximation to the ex-
act free energy than the finite-temperature method of
Eq. at kgT ~ W/2, but yield a negative value of the
entropy in the 7' — 0 limit, as well as do not incorpo-
rate collective-fluctuation effects. As we demonstrate be-
low by comparing our results with DQMC simulations,
Eq. (2)), supplemented with the fluctuation-corrections,
provides a reliable approximation in the regime of mod-
erate temperatures, kT < W/2.

A. Linked cluster expansion of the correlated
energy functional

The main difficulty involved in the variational pro-
cedure is evaluation of the correlated energy functional
Ey.r (P, A). In the following we restrict ourselves to the
intra-orbital correlator of the form P = PG = Hil PGZ-Z =
I pgﬁ 1, for which efficient computational schemes have
been developed ™! Here “i” and “I” run over lattice-site
positions and orbital indices, respectively. For brevity,
we have introduced also joint position and orbital index,
I = (i,1). The correlated expectation values, evaluated
using Pg, are labeled with by the subscript “G”. To make
sure that the VWF solution interfaces well with the fluc-
tuation extensions introduced in Sec. [[V] already at this
stage one needs to ensure that the employed correlator
is compatible with the spin rotational symmetry. In par-
ticular, spin quantization axis cannot be arbitrarily fixed
as this would discard the spin precession associated with
the magnetic excitations (spin-waves/paramagnons) that
are operative at low-energies. Violating this symmetry
requirement at the correlator level typically results in
breakdown of the Goldstone’s theorem in ordered states.
We thus postulate Pg 7 in the spin-rotationally-invariant
form, i.e., take

Pa,1 =A1010)11(0] + Apar [P 10 (M + Ay [ D rr (U+
A D rr(H A+ Arpp [ D rr (M 4 Aral ) rr (14 (10)

Furthermore, we require that ng 7 is Hermitian, which
implies that Ar4y = A7 4. The terms o< Arp) and o Apyq
are necessary for the rotational symmetry preservation
and are usually discarded in static variational calcula-
tions for paramagnetic and magnetic states with speci-
fied global spin quantization axis. In the correlator
we have disregarded doublon-holon creation and annihi-
lation terms (o< |0)77(T)| and o [14)77(0]) so that there
are in total six independent correlator-parameters per or-
bital.

The problem of evaluating the correlated expectation
value (1) simplifies substantially (cf. Ref. 51 and Ap-
pendix [B]) if subsidiary condition
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is introduced, where
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is the modified double-occupancy operator with cf;
iy, nie = (Woliue|Wo), Sf = (Woléf,ér,[Wo), S
S}'*, and z; is another variational parameter. Requlre—
ment (|11)), along with the definitions and (12, im-
poses five conditions for six A variables, leaving out only
one free parameter per orbital,

A2 —1
r= 0 (13)
TL[TTLN, - SI SI

~ T
(e = (Ao + 3 Z :
k=0J;..
and
(ArBj)c
k=0J;..
Xy ... T . . .
(z > (B, BP3)d,
k=0 ..
I ~
(Z I (A'f
k 0]1 k
where the superscript “c” means that only the diagrams,

in which all operators entering df]a are connected to
external vertices at positions I/J, are retained. We
have defined “primed”; locally-correlated operators Al =
PG,IA[PG7[ and B/I = PG7[B]PG,I. Primed summations
indicate that Jq,...,J, are restricted to be all different
and also distinct from the external indices, I and J.

Equations — constitute the basis for the
Diagrammatic Expansion of the Gutzwiller Wave
Function method (DE-GWF), developed elsewhere, 19
here extended to the spin-rotationally invariant form.
Since the variational state serves only as a saddle-point
solution within our expansion scheme, we restrict to two

S (A = (AP ) -y, -
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Instead of working directly with the condition , here-
after we employ the five constraints of the form

Cl=(Pi o =1, (14)
C =(Pe,1¢}1r1Pa.1)0 — (Elyérr)o = 0, (15)
5 E(Isc,féhéupc,ﬁo - <éhél¢>0 =0, (16)
Cf =Re((Pa 1é},¢1,Pa o — (€h¢11)0) =0, (17)
C} =Im((Pg,1é}yér,Po,i)o — (Elyér)0) =0, (18)

which may be given a transparent physical interpretation
(cf. Secs. and [IT A 2| below) and imply Eq. , as
discussed in Appendix

If we restrict ourselves to one- and two-site contribu-
tions in the Hamiltonian, evaluation of the correlated en-
ergy functional E¢ reduces to computing of the two kinds
of averages: (A)¢ and (A;Bj)g, where A; and B are
operators acting on orbitals I and J, respectively (I # J
is assumed). A specialized version of linked-cluster theo-
rem (cf. Appendix may be used to efficiently evaluate
them. One obtains

1,6, (19)
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basic approximations detailed below. Incorporation of
high-order diagrammatic terms should be discussed sep-
arately.

1. Local-diagram approzimation

Within the local-diagram (LD) approximation, only
the operators, acting on the same sites as the terms of
the original Hamiltonian, are retained. Disregarding all
non-local contributions allows us to evaluate all expecta-
tion values contributing to the variational energy, E\.;,
in a closed form. Namely, one arrives at
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If (A%)o = (B})o = 0 for the two-site interaction terms,
Eq. simplifies further to (A;B;)q ~ (A} B’)o. This
holds for the paramagnetic solution for the Hubbard
model, considered explicitly in the present contribution.
Importantly, within the LD approximation, <é;(aéior>g =
<éj»géig/>o as a consequence of the constraints —.
This means that the correlations do not renormalize lo-
cal single-particle operators, such as particle-number op-
erator or Zeemann term. The latter useful property is
generally invalidated by higher-order diagrammatic con-
tributions.

2. d= oo (Gutzwiller) approzimation

An approximation, providing expressions simpler then
those given by LD approximation [cf. Eqs. [2I)-([22)], is
based on the formal assumption of large spatial dimen-
sionality d — oo so that 1/d plays the role of a small
parameter. For a single-orbital model, such as the Hub-
bard model, it can be argued®¥ that d = oo condition is
implemented by adopting the following simplifications
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where we list explicitly only selected expectation values of
interest. The subscripts “one line” and “two lines” mean
that one should retain only the diagrams containing no
more than one and two non-local lines, respectively (non-
local are those connecting sites I and J). The d = oo
approximation may be thus viewed as a truncated version
of the local-diagram calculation, where the diagrams with
the largest number of loops are discarded. Gutzwiller
approximation inherits thus the property (éloéw/k; =

(el ¢ior)o.

III. FIERZ AMBIGUITY AND RESUMMED
1/N; EXPANSION

Closed-form approximations for the free energy and
dynamical structure factors for the collective modes may
be obtained by extending the number of fermionic fla-
vors from one to Ny > 1 and treating 1/N; for-
mally as a small parameter. This is effectively imple-
mented by Hubbard-Stratonovich (HS) decoupling of the

fermionic interaction Hamiltonian in terms of auxiliary
fields. The latter procedure is, however, the source of
notorious Fierz-ambiguity problem (cf. Sec. , which in
the leading expansion order may also result in violating
the symmetry-related properties, such as the Goldstone’s
theorem. The former issue may be, to some extent, miti-
gated by inclusion of subleading terms in 1/ expansion
or via renormalization-group procedure®Y The latter, on
the other hand, may be cured by a careful selection of the
decoupling scheme or applying specialized symmetriza-
tion procedures#2 Importantly, by properly selecting the
exact form of the standard Hubbard-Stratonovich decou-
pling, Gaussian-order fluctuations can be brought to the
form consistent with the weak-coupling random-phase-
approximation (RPA) results in selected scattering chan-
nels, but at the cost of disrupting the agreement in
the other. An explicit example of the spin-rotationally-
symmetric Hubbard-Stratonovich decoupling that leads
to correct weak-coupling behavior of spin susceptibili-
ties, but yields unphysical degeneracy between the en-
ergies of spin- and charge modes, is discussed in Ref. [43]
Also, alternative ways to avoid the Fierz ambiguity have
been proposed very recently in the context of the dynam-
ical mean-field theory extension, and are based either
on cluster calculations®! or multi-channel decouplings.®2
In this section, we develop a variant of the Hubbard-
Stratonovich transformation which results in an unbiased
1/Ny expansion and, at weak-coupling, reduces to the
RPA results in all particle-hole scattering channels at
the same time. As is shown in Sec. [[V] this decoupling
may also be naturally extended to the regime of strong
correlations.

A. Unbiased Hubbard-Stratonovich-type
transformation

We consider a general normal-ordered Hamiltonian
with four-fermion interactions only, i.e.,

?:L = T + ‘7 = Z(taﬂ - 6015/’6)63;65_'_
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where 1" and V are the kinetic and interaction energies,
respectively. The Greek indices «, 3,7, p accommodate
all the degrees of freedom for given model (lattice, spin,
orbital, etc.), and u is chemical potential. By hermiticity,
the matrix elements fulfill the conditions t,g = 2N and
VOC/B’YP = V’y*paﬁ'

We define uncorrelated kinetic and potential energies
in the form

Eoxin = <T>0 = Z(taﬁ - N(saﬁxélé@o (28)
af
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respectively. The symmetrized vertex Vag,, =

(=VBypa + Voyap + Vygpa — Vypap)/2 satisfies the con-
dition (Vypas)* = Vapgyp- Alternatively, the interaction
matrix may be written in a manifestly hermitian form
Vasyp = 8p;6 Op,,Eo. It is also useful to define the total
uncorrelated energy functional Fy = Eg kin + Eo,int- The
subscript “0” means that the averages are evaluated in
an uncorrelated (Hartree-Fock-type) state |¥g) so that
Wick’s theorem holds. The fact that T = 0 averages are
used to define Ey kin, Eo int, and Ey may suggest that the
resulting approach is limited to zero temperature, which
is not the case. Below we demonstrate that VWF+1/N5
is applicable at T" > 0 as well.
We now propose the following transformation

o (- i)

lim [ DPDE exp ( /dTEO,kin(Pvﬂ)_

e—0t
% / AT Eo iy (P) — i€'(P — P) — % / d¢£*£>, (30)

where 7, and 7, are the Grassmann fields. On the
right-hand side, we have introduced Grassmann bilin-
ears P,g = fang, as well as the complex fields P,g
and &,p being fluctuating lines and Lagrange multi-
pliers enforcing that the line fluctuations are compati-
ble with Hamiltonian dynamics, respectively. The last
term, proportional to infinitesimal positive e, is intro-
duced to regularize the integral. In the following, P,z
and Pg, are not considered to be independent variables,
but we impose identities P,g = P;,. in accordance with
the symmetry properties of their Grassmann correspon-
dants, P,g. In particular, the “diagonal” lines P, are
manifestly real. We have introduced a vector notation
P = {P,s} for all values of o and f3; the remaining
fields are handled in an analogous manner. In particular,
E'P = 585 Pap = Yo Pigbap = PTE. The kinetic
and potential energy functionals, entering Eq. , may
be now Written explicitly as Eg xin(P) = Zaﬁ tapPap and
Eo,int(P) = 5 Zaﬁw P} sVapypPyp. Remarkably, the in-
teractlon energy functional Ejint enters Eq. . ) with
factor 1 5. This is necessary to compensate for the double
counting due to two inequivalent Wick contractions [cf.

Eq. ] Note that Ey in(P) plays the role similar to the

quadratic term in the usual Hubbard-Stratonovich trans-
formation. The equivalence of the two sides of Eq.
is shown in Appendix [C]

A methodological remark is in order at this point. In
general, it may happen that the interaction energy func-
tional, E int, is not positive definite even for simple mod-
els. For the case of Hubbard Hamiltonian with on-site re-
pulsive interaction, U, one gets Eg iny = U Y, (NipTig)o =
Uy, (n”nu — S;rSi_), with n;, = (fl;r)0 and Sj' =
<61TT61¢>07 S; = S**, which is clearly not bounded from
below for unrestricted line values. The order of integra-
tion in Eq. thus matters and care should be taken to
integrate out &£ variables before integrating over P-fields
whenever ambiguities arise. This effectively enforces con-
straint for P-field integration.

Making use of decoupling , the generating func-
tional for the model may be written as

J] z/DﬁDnexp ( — /dT {7:[ + no:m — JTf’}>
DnDnDPDEexp (—S), (31)

x lim
—0t

with the system action defined by

1
s = [armpen-+ [ drBosan(®op) + 5 [ dro(®)+
+g/dws - /dTJTP, (32)
where J is the auxiliary current taken to define the gen-

erating functional, Z[J]. This expression for action
is used in the subsequent 1/} expansion and analysis.

i€"(P-P)

B. Resummed 1/N} expansion

We now turn to the 1/AN; expansion for the model
Hamiltonian , starting from the action . First, we
introduce fermionic flavor index, s = 1,..., Ny and for-
mally create Ny copies of Grassmann fields, n — n°. The
rescaling of the interaction matrix elements Vg, by the

factor C, = 2/\/(’}2_ ! is then carried out to assure that the
7

solution is non-trivial in the large-N £ limit (Cy ~ 2/Ny).
The prescription vV — V/\Q =Cyy - V thus ensures that
VNf interpolates smoothly between VNf x 2V/N ¢ for
Ny > 1 and VNf =V for Ny = 1, and distinguishes our
approach from the usual choice Cyr, = 1/Ny (see, e.g.,
Ref. [63). At the same time, we may rescale the dummy
Hubbard-Stratonovich fields accordingly to P — NP
and the infinitesimal term € — €/ANjy. Since kinetic-
and potential energy functional are homogeneous func-
tions of P-fields of degree one and two, respectively, we
thus obtain a simple rescaling Eoxin — N7Eokin and
Eoint — /\/%CNf Ep int- In effect, we arrive at the action
of the form



s :/dTﬁS o, + (i¢! —JT)@) n°+

/dT NiEo xin (P, 1) + J\/ EOlnt(P)
i€'P + Sefe) =
/ ara (9, + (i€~ IHO)n* — / dr B (P) +

N; / dar (Eo(P. ) —i€'P + S€'e) (33)

where we have introduced vector of matrices @z with
elements Oqg, defined by the condition Pjz = n°Oapn®.

The present formulation has two desired properties:
(1) it ensures that for physical situation of Ny = 1 the
Hubbard-Stratonovich decoupling reproduces exactly the
original Hamiltonian (this becomes apparent after com-
paring Eq. with Eq. for Ny = 1), and (i) in
the regime of small interaction, the large-Ny solution
is consistent with the RPA calculation. Moreover, by
construction, the proposed decoupling is unbiased as it
does not favor any of the fermionic scattering channels.
Since the introduced rescaling factor Cys, involves both
OWN, ') and OWN, %) terms, it may be viewed physically
as a resummatlon of the interaction analogous to those
performed in finite-temperature quantum field theories 04
The O(1/N7) term is not included at the level of the
saddle-point solution, but it generates a two-point inter-
action vertex in the next-to-leading order, affecting the
structure of expansion in all consecutive orders.

By integrating over fermion fields, the effective ac-

tion reduces to
Set = —N;Trln (—87— - (ZST - JT)@) +
Ny [[ar (Eu(@.) — TP + S¢Te) -
% / d7 B (P). (34)

eff —N S 0)

where

N, oPT, ¢t T—T i !
Qf/deT 0 : (—Z((S(T—T)) ed(t —7") + xo(T,

iNf/deT'(;ET(T))ZO(T, I (1) *Nf/dTJT(T)P(O) _

The large-N; solution is found as a saddle point of the
first two terms on the right-hand-side of Eq. , with
external currents J set to zero and the last O(1) term ig-
nored. The saddle point equations must be supplemented
with the additional requirement that the total number
of electrons is equal to N, providing the condition for
chemical potential, y. In effect, one obtains

P = Gg(07), (35)
En(P©)

5(0) L(O)*’“), (36)
oP

> Paa =N, (37)

which is equivalent to the Hartree-Fock solution. We
have used the superscript “(0)” to mark large-N; value
and introduced bare imaginary-time Green’s function

| TrTréa(r)eh(r) exp(—Hen)

Gaﬁ o _ ,
o (T-7)= Trexp(—Hesr)

(38)

defined through the effective quasiparticle Hamiltonian,
which now takes the form

How = S i€l s 7zan(P<°),u)é

(0)
afB afB 3Paﬁ

o=+
o>

5. (39)

The right-hand-side of Eq. has been obtained with
the use of the saddle-point condition .

Thermodynamic corrections to the saddle point solu-
tion may now be systematically studied by decomposing
the fields into the static saddle-point and dynamic fluctu-
ation parts as £(7) — £ +6¢(7), P(r) — PO +6P(7),
and expanding the action to quadratic terms in fluctua-
tions and currents. One obtains then

—i0(T — 1)

oP N .
i ) ( o€ ) 5[

1
§ / dr Eint (P)7 (40)

Sé?f) =— ZTr In G (iwn) "1+

8 (E(Pm)) _igOtpO) 4 %E“’”é(o)) (41)



TABLE I. Summary of the approximation schemes and
acronyms used throughout the paper. The Statistically-
Consistent Gutzwiller Approximation (SGA) for the energy
functional F¢ is equivalent to retaining only those diagrams
that prevail in the infinite-lattice-coordination limit (d — o),
see Sec. The Local-Diagram approximation (LD) in-
corporates local diagrams with arbitrary number of loops (cf.
Sec. . Each approximation may be considered in “A;”,
“a”, or “f” flavor that differ by selection and handling of the
sixth constraint (see the text).

Acronym E¢ truncation 6-th constraint
SGA)\d-‘rl/J\/f d= oo Ad— g =0
SGA, + 1/N d=oo (dyozr — (M2 —1)=0
SGA; + 1/Ny d =00 fluctuating Ag
LD, + 1/N; all local diagrams Ad—Xa=0
LD, + 1/N; all local diagrams (d)oz; — (A2, — 1) =0
LD; 4+ 1/N; all local diagrams fluctuating A\g

is the saddle-point action and the dynamic susceptibility

X670 (r, 1) =(Treh, (7)és, (T)El, (77)éay ()G =
— Gy (r =TGP (T — 1) (42)
is of the Lindhard form. Finally, by integrating out the

Gaussian fluctuations and taking ¢ — 0T limit, one ar-
rives at the final form of the effective action

- © , 1 D0 (i B 0
Set =NySo + 5 ZTr In (1 + VXo(zwn)) - §Emt(P( ))—

— NIt (iw, = 0)P© ()

to the order O(1). We have introduced Fourier-
transformed fields and susceptibilities according to

J(iwn) :/dTe“""TJ(T), (44)

o liwn) = / d(r — e =50 (1.7, (45)

The term o< Trlog in the first line of Eq. is the
thermodynamic correction due to collective excitations,
whereas gEim(P(O)) originates from our resummation
procedure and is absent in standard 1/N} expansion.
The term o< JT(iw, = 0)P©) represents elastic (Bragg)
contribution that disappears if the saddle-point value of
the line is zero, i.e., P(0) = 0.

IV. GENERAL
VARIATIONAL-WAVE-FUNCTION APPROACH
COMBINED WITH 1/N; EXPANSION

We are now in position to introduce the full
VWEF+1/N; approach, combining diagrammatic VWF
method with the resummed 1/N} expansion, outlined
in Secs. [[I] and [[IT} respectively. The idea is based on
performing the second resummation, in addition to that
discussed in Sec. [[T]} so that the resulting expansion ful-
fills the following conditions: (3) it agrees with the VWF
solution at the saddle-point level, (ii) is not biased in fa-
vor of any of the scattering channels, (%) reproduces the
exact generating functional for the model Hamilto-
nian # in the physical Ny =1 limit, (i) is capable of
describing correlated collective excitations (e.g., charge,
spin) already in the leading non-trivial order, and (v)
reduces to RPA in the weak-coupling limit.

To achieve the goals (i)-(v), we argue that 1/N ex-
pansion based on the generalized action appropriate for
correlated system

SulPo& o 3o = [ dri (0, + (i€ = 3)O) 0 + Ny [ dr (Buw(PA ) — i€TP) +

1
/dTEO,kin (Pv /L) + =

iNf/dTpTC(P,A) +A§n/dTC(P,A)TC(P,A) —In

indeed fulfills the requirements (%)-(v). For brevity of no-
tation, in the above action we have deliberately omitted
the e-terms that should be reintroduced whenever neces-
sary. The structure of the first two lines is reminiscent of
the uncorrelated action of Eq. , albeit with two mod-
ifications. First, in the O(NF) block, the uncorrelated

2

/dTEQ,int(P) f/dTEvar(P,)\, w)—

det @

X (46)

(

energy functional Ey(P, u) has been substituted with the
correlated one, Fya (P, A, ). To prove the concept, here
we limit ourselves to calculations for the Gutzwiller func-
tional Ey, = Eg. Second, the resummed O(1) terms
[second line of Eq. (46])] have been adjusted accordingly
so that the action (32) is retrieved for Ny = 1. Now,



since the correlated energy depends not only on the line-
fields P, but also on the correlator parameter vector A,
the constraints introduced in Section [l need to be in-
corporated at the dynamical level. This is implemented
in the third line of Eq. by means of an additional
set of time-dependent Lagrange-multiplier fields, p. The
unconventional term oc kKCTC in the last line, controlled
by a positive parameter k, is of no physical significance
due to the constraints C = 0, except that it regularizes
the series expansion, as elaborated below. Finally, the
In }det%} term, with % being the Jacobian of the con-
straints, is necessary to compensate for unphysical inter-
action terms generated by the fluctuations of the corre-
lator parameters. This contribution is highly non-linear
and it may be equivalently represented as a functional
integral over Faddeev-Popov ghost fields®60l to facilitate
calculations beyond the leading order.

To make the approach rigorous, one needs to demand
additionally that the A-fields have no their own dynam-
ics (i.e., they adjust passively to fluctuations of the line-
fields, P), as well as assume uniqueness of the constraints
for given P-field configuration. Note that, as long as only
small fluctuations are considered, weaker condition of lo-
cal uniqueness in the vicinity of the correlated saddle-
point solution is sufficient. The most straightforward
way to achieve this goal is to ensure that the number
of inequivalent constraints matches the number of -
fields. In Sec. [T, we have already introduced five con-
straints for six A parameters per orbital so that one more
is still needed. As an additional, sixth constraint, we
will hereafter consider either (i) C% = \gr — A\g.1 or (ii)
CS = (npynry — S;S; )z — (A3 — 1), where Ay and
2y are understood to be static (time-independent) varia-
tional parameters, to be determined by minimization of
the free energy functional. The choices (i) and (ii) define
two different resummation schemes that will be hereafter
distinguished by the subscripts A4 and z, respectively (re-
sulting in the VWF,+1/N; and VWF,+1/N} variants
of the method) and their selection should be made based
on physical arguments and benchmarks against other
techniques. The variant (i) is based on the assumption
that the dynamics in the doublon sector is much faster
than that of the collective excitations. This is physically
well-justified on the hole-doped side of the phase dia-
gram, where the doubly occupied sites may be effectively
avoided in the large-U regime. The empty-sites (holons)
will, however, be strongly coupled to singly-occupied
sited by means of projected hopping terms. Note that
the situation changes qualitatively in the electron-doped
case, where doublons cannot be avoided, but holons
become substantially suppressed. The VWF,,+1/N}
scheme, based on fixing A4, is thus not explicitly invari-
ant with respect to particle-hole transformation and it
should be substituted with an analogous VWF +1/N}
approximation (C9 = Ao,r — 5\071 = 0 condition) on the
electron-doped side. In the present contribution we con-
sider predominantly hole-doped situation and hence em-
ploy VWF,,+1/N; in most of the calculations, unless
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stated otherwise. The scheme (%), on the other hand,
is motivated by the tadpole cancellation condition ,
now generalized to the dynamical level. It turns out
that VWF,+1/N; is automatically particle-hole sym-
metric. Our benchmark calculations, detailed below, re-
veal that, up to a moderate coupling, the large-Ny so-
lutions obtained within both schemes are quantitatively
consistent, whereas (i) provides a more reliable charge
dynamics at strong coupling. Finally, we also propose
the third solution that does not require defining an ad-
ditional constraint, and has certain practical advantages
over the former two. This is achieved by treating the
field Ay s(7) as an external parameter of the generat-
ing functional, fixed throughout the calculation, so that
Z = Z[J, A\gq] becomes a functional of external currents
and \g. The remaining five fluctuating A-fields are then
determined by the five constraints, already introduced in
Sec. Remarkably, for physical Ny = 1, Z[J, A\g] be-
comes actually independent of A\; which can be shown
by integrating out consecutively the auxiliary fields (see
Eq. in Appendix @[) Such a dependence appears,
however, in the large-Ny limit and it can be eliminated
by integrating over \; so that Z[J] = [DXsZ[J, 4]
(integration is performed over the domain of A\g). The
scheme, defined in this way will be hereafter referred to
as VWF ;+1/N;, where the subscript f indicates fluctu-
ating A\g. This procedure makes VWF ;+1/N; unbiased
with respect to particle-hole transformation. We have
found that, in the hole-doped regime, that VWF ;+1/N}
and VWF,+1/N; variants yield very close results for
the model parameters considered here, providing argu-
ment in favor of consistency between schemes.

In summary, we have introduced three variants of
VWF+1/N; method, differing by the detailed handling
of the constraints, and distinguished by subscripts Aq4, z,
and f. Each of them may be further considered in two
versions, SGA and LD, depending on how the diagram-
matic energy functional is truncated (see Secs. and
I A2). The resulting six schemes and acronyms used
throughout the paper are summarized in Table [l De-
tailed discussion and comparison of the variants will be
performed below. A formal derivation, as well as ex-
tended discussion of Eq. appropriateness, are de-
ferred to Appendix

A. Correlated large-N; limit

We now proceed to analyze the saddle-point (large-
Ny) VWF+1/N} solution by retaining only the leading
O(Ny) terms and those involving Grassmann variables,
in the full analogy to the discussion of Sec. [[TI] After
integrating out fermions, one arrives at the effective cor-
related action



Svar,eﬂ”[Paga P, Ja /J/] = Nf / dT{EVar(Pa Aa /J/) - ZETP_

ipTC(P, ) + gC(P, NTC(P, )\)}—

— N;Trlog [—8T — (Z}ST —

so that the large-Ny saddle point equations read

P} = Gi(07), (48)
(O)* o aE‘var T aC
3Evar PO )\(O) (0)
- Z 6/1:(0) ) = N€7 (50)
C(P<°>, Ay = o, (51)
OEy ., 0C“
EING] —ip AT — 0. (52)

Equations (48])-(50]) replace those for the uncorrelated ex-
pansion [Eqs 1 )-(37)]. The essential difference is that
the correlated energy .., rather than Ey enters Eq. (50) .
The Green’s function in Eq. ( is defined in the same

J

Svarett = NpSL) o+ Agf /dT((SPTaATépT)

where

VEipe =0p.  Op,, ., (Ba —ip"C)lo (55)
Vool =05,0p,, (Ec —ipTC)|o (56)
VIS =05, 0, (Ec —ip" C)lo (57)
‘%365— 9p.sC'lo (58)
VN = — 9y, C" o, (59)

are scattering matrix elements, reflecting interactions be-
tween collective fields. As before, the subscript “0” in-

11

manner as in the uncorrelated case, but using the corre-
lated energy functional, i.e.,

. OFE oC
corr __ 0)]L var T AT A
Heg' = P= Z( P(o - 8P0)> CaCB-
(53)

Note that Eq. . defines still a single-particle Hamilto-
nian, similarly as Eq. ., but it is evaluated on top of
the correlated variational state. As discussed previously,
Heg™ is an object controlling the energy dispersion of
correlated single-quasiparticle excitations 3726

We point out that the left-hand-side of Eq. for the
chemical potential cannot be in general evaluated explic-
itly as opposed to the uncorrelated situation. Nonethe-
less, for truncated series expansions, described in [[TAT]
and Eq. becomes identical to Eq. @ . In
the case of Gutzwiller energy functional (Ey., = Eg),
Egs. — constitute the set of integral equations
that are equivalent to those solved within the DE-GWF
method 3

B. Effective scattering matrix and correlated
collective modes

Collective excitations around the correlated ground
state may be studied by employing the procedure anal-
ogous to that described in Sec. [[I]] for the uncorrelated
(Hartree-Fock) saddle-point. This leads to the Gaussian-
fluctuation action

VP*P + /in* Vpp VP*/\ + RVP* Vp,\ if/p*p oP
V)\P + HV,\prp
ZVpP ZVp)\ O 6p

— Ny / droelsP — % / drdr’ (i5€](r) = 31(7) ) Ro (7, 7") (i0€(+') = 3~

Var + /AﬁV,\pr,\ if),\p oA

- Ny / drJt(r)pC

(

dicates that the derivatives are evaluated at the saddle
point.

The effective action of Eq. can be given a physi-
cal interpretation by introducing the concept of effective
scattering matriz, Veg. The latter describes residual in-
teractions between correlated collective excitations and
is obtained by evaluating the integrals over the A and
p fields. As is shown in Appendix the resulting Veg
is independent on k. Inclusion of the terms o< kK may
be thus regarded as a gauge transformation that ensures
convergence while evaluating the integral over A-fields.
Explicitly, we obtain (cf. Appendix @



S - S s Vi iV %
Ve O (32700 )(5)
P P
(60)

so that now

Searet = NySL o + J\é / drsPV.g6P — i / droetoP—
N, 1 ~ N ’ ’

Tf /deT (2652(7) — JT(T))X(T,T )(165(7 )= J(r )) —
J\/f/erTP“” +0(1). (61)

This action may be used directly to construct the gener-
ating functional, as discussed in Sec. [T} The final large-
Ny form for the correlated case is thus

Z[3] ~ exp ( —~ NS + g/ﬁf > I (iwn) X (iwn ) (i)

— Ny / dTJTP“))),

where the correlated dynamical susceptibility matrix
reads

(62)

X(iwn) = (14 Xo(iwn)Verr) " Xoliwn).  (63)
In Eq. , Xo(iwy, ) represents correlated Lindhard sus-
ceptibility, evaluated starting from the correlated sad-
dle point solution using effective single-particle Hamilto-
nian .

This completes the formal aspects of the VWF+1/N-
method analysis. Selected computational aspects, in-
volved in VWF+1/N; calculations, are detailed in Ap-
pendix [E] Below, we apply and discuss in detail the
leading-order solutions based on formula . A detailed
numerical analysis and comparison with DQMC method
are discussed next.

V. COMPARISON WITH DETERMINANT
QUANTUM MONTE-CARLO (DQMC) METHOD

The techniques providing quantitatively reliable de-
scription of the dynamics for large-sized strongly-
correlated fermionic systems are scarce. Thus, to bench-
mark the results of our VWF+1/AN} approach, we re-
sort here to the available determinant quantum Monte-
Carlo (DQMC) data, regarded as a reasonable reference
point. It should be emphasized though that DQMC
and VWF+1/N; have different usage scenarios and ap-
plicability regimes. Namely, VWF+1/N; is an ap-
proximate tool for exploring real-time dynamics in the
thermodynamic-limit, also in broken-symmetry state.
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FIG. 1. Static spin susceptibilities along the representative I'-
X-M-T contour in the Brillouin zone for the two-dimensional
Hubbard model with non-zero nearest- and next-nearest-
neighbor hopping (¢ < 0 and ¢’ = 0.2|¢|, respectively) at weak
coupling (U/|t| = 2) and for temperature kT = 0.2|¢t|. Red
solid lines in left panels represent SGAx,+1/N calculation,
whereas in the right panels the corresponding random-phase
approximation (RPA) results are displayed. The hole doping
levels are set to § = —0.017 in panels (a)-(b), § = 0.083 in
(c)-(d), 6 = 0.289 in (e)-(f), and 6 = 0.464 in (g)-(h). Neg-
ative  indicates electron doped system. Blue diamonds are
the corresponding DQMC data of Ref. [67 for the same set
of model parameters and temperature. The lattice size has
been set to 100 x 100 in the SGA»,+1/N; calculation and no
renormalization factors have been applied to the susceptibili-
ties.

On the other hand, DQMC provides a numerically exact
description of the imaginary-time correlations for rela-
tively small systems (typically < 10? sites) in the non-
broken symmetry state. Since analytic continuation of
the Monte-Carlo data is ill-conditioned and introduces
poorly controlled errors (see, e.g., Ref.[28)), such a bench-
mark amounts to comparison between two sets of approx-
imate data points in correlated state.

A. Static spin susceptibility

Before turning our attention to dynamical quantities,
we address first the static magnetic response that may be
evaluated without any analytic continuation. In Fig. [T}
the calculated SGA,,+1/N} static spin susceptibilities



(red solid lines in left panels) are compared with the
DQMC data of Ref.[67 (blue diamonds) for the Hubbard
model with nearest- and next-nearest neighbor hopping
(t < 0 and ¢ = 0.2]¢]) in the regime of weak on-site
Coulomb repulsion, U/|t| = 2. For reference, we also
display the corresponding random-phase-approximation
(RPA) result in the right panels by solid lines. The tem-
perature has been set to kgT = 0.2|t| for SGA,,+1/N7,
RPA, and DQMC techniques. The hole doping levels are
set to § = —0.017 in panels (a)-(b), 6 = 0.083 in (c)-(d),
d = 0.289 in (e)-(f), and § = 0.464 in (g)-(h), covering
the most substantial portion of the hole-side of the phase
diagram. As is apparent from panels (a), (c), (e), and
(f), the present approach semi-quantitatively matches the
DQMC data, even without introducing renormalization
factors. A mild boost of the spin susceptibility is, how-
ever, observed close to the M point in the weakly-doped
system and along the X-M line for large doping. This
effect is expected to be reduced by higher-order contri-
butions in the 1/N; expansion. On the other hand, the
RPA results, displayed in panels (b), (d), (f), and (h),
substantially overestimate static spin response at all dop-
ing levels, and in particular close to the half-filling. This
reflects unphysically strong tendency towards magnetic
ordering within the mean field approach, even at weak-
coupling.

We now turn to the strong-coupling situation and
employ particle-hole-symmetric Hubbard model (only
nearest-neighbor hopping, ¢, is retained and the on-
site repulsion is set to U/|t| = 8). In Fig. 2(a)-(b)
we display calculated renormalized paramagnetic-state
SGA,,+1/Ny (see Table[l) and compare them with cor-
responding DQMC results of Ref. [68 (green circles and
blue diamonds, respectively). Panels (a) and (b) corre-
spond to the overdoped (§ = 0.40) and undoped (6 = 0)
cases, respectively. The temperature has been set to
kgT = |t|/3 for DQMC, whereas kgT = 0.333|t| and
kgT = 0.35|t| has been used for SGA,+1/N} in panels
(a) and (b), respectively. The reason for selecting such
high temperatures in the strong-coupling case is twofold:
(i) within DQMC it improves the statistics by reducing
the sign problem and (ii) it allows to stay clear of the
spurious low-temperature broken-symmetry states within

SGA,, +1/N (cf. Appendix[F]for a detailed discussion).

As is apparent from Fig. [2] the results coming from
SGA,,+1/Ny follow closely the DQMC susceptibility
profile along the representative I'-X-M-I" k-space con-
tour (green circles and blue diamonds, respectively), yet
they overestimate the latter processes quantitatively in
a systematic manner. This behavior is expected to ap-
pear within the large-N calculation at strong coupling,
since the effects of magnetic spectral-weight redistribu-
tion due to multi-magnon (multi-paramagnon) excita-
tions are not included in the leading order. The lat-
ter tend to reduce static susceptibility and may be sys-
tematically calculated as 1/Nj corrections within the
framework of the model defined by Eq. . However,
this analysis goes beyond the scope of the present con-
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FIG. 2. Static spin susceptibilities of the two-dimensional

Hubbard model with nearest-neighbor hopping only, and the
on-site repulsion U/|t|] = 8. Hole doping levels are set to

= 0.40 [panel (a)] and to § = 0 at half-filling [panel (b)].
Lattice size is taken as 10x 10. Blue diamonds represent deter-
minant quantum Monte-Carlo data of Ref. [68 at temperature
kT = |t|/3, whereas green circles represent corresponding
paramagnetic-phase SGA,+1/N¥ results for kT = 0.333|¢|
[panel (a)] and kT = 0.35|t| [panel (b)]. Red crosses are
SGAx,+1/Ny scaled by respective renormalization factors
Z = 0.80 for panel (a) and Z = 0.61 for panel (b) (cf. dis-
cussion in the text). The blue symbols represent correlated
Lindhard susceptibilities, Xo(k,w = 0). Lines are guides to
the eye. The results correspond to the paradigmatic phase
so that the transverse- and longitudinal-susceptibility com-
ponents are equivalent. The maximum in (b) signals the ten-
dency towards antiferromagnetic at M point.

tribution and we take another route by introducing an
extra wave-vector-independent spin-susceptibility renor-
malization factor, xs — Zxs. The latter procedure is
fully analogous to that employed in linear spin-wave the-
ory calculations, where the values of renormalization fac-
tors are known. We have found Z ~ 0.61 for undoped
system (6 = 0) and Z ~ 0.80 for the overdoped case
(0 = 0.40). The SGA,,+1/Ny results, rescaled by re-
spective renormalization factors, Z, are marked in Fig. [2]
by red crosses, yielding a semi-quantitative agreement
with the DQMC data. The renormalization factors for
the undoped case can be directly compared with available
results for the square-lattice Heisenberg model, where
the spin-wave-theory calculation provides Z, = 0.484470
whereas within the series expansion method Z, = 0.524
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FIG. 3. Comparison of imaginary parts of the dynamical charge- and spin susceptibilities (top and bottom panels, respectively)
obtained within the SGA,+1/N; and DQMC methods for undoped (§ — 0), near-optimally-doped (6 = 0.15), and overdoped
(6 = 0.40) for 300 x 300 square-lattice Hubbard model, each along two lines in k-space. The model parameters are: ¢t < 0,
t' = 0.3|t|, U = 8|t|, temperature kgT = |t|/3 (DQMC), kgT = 0.35|t| (SGAx,+1/N; at § = 0), and kT = 0.333]t]
(SGA,,+1/Ns at 6 > 0). Color maps illustrate imaginary parts of SGA,+1/AN; dynamical susceptibilities, whereas red lines
follow maximal values of intensities for given wave vector. Yellow symbols are the corresponding maximum-intensity frequencies
for analytically continued 64-site DQMC data of Ref. For definition of SGAx,+1/Ny, cf. Tablem Analytic continuation

was performed as iw, — w + 0.02[¢].

is obtained. Both results are consistent with our esti-
mate for § = 0 within < 30% margin, even though we
consider magnetically-disordered state at finite tempera-
ture and for finite Hubbard U rather than the Néel state
at T = 0 and in strong-coupling limit. As to the over-
doped case, where reference results from spin-models are
not available, an increase of Z is observed. This type
of behavior is expected and we attribute it to reduction
of the nonlinear fluctuation corrections due to a loss of
the spin-coherence deep in metallic state. Finally, blue
symbols represent the correlated Lindhard susceptibility,
R0(k,w), evaluated at w = 0 [cf. Eq. (63))], which is rather
featureless for both dopings, in disagreement with the
DQMC data. The residual scattering is thus the driving
force of a substantial magnetic response enhancement.

B. Dynamic collective modes

We now proceed to the collective-mode dynamics. In
Fig. 3| we compare the SGA,+1/N7 results (cf. Table[l)
with DQMC for the Hubbard model with nearest- and
next-nearest-neighbor hoppings at the strong-coupling.
The set of parameters, common for both methods, is
t <0,t =0.3t, U=8|t|, and temperature kgT = |t|/3
(DQMC), kT = 0.35|t| (SGAx,+1/N} at § = 0), and
kT = 0.333|t] (SGA\,+1/Ny at & > 0). Remark-
ably, for this parameter range, the weak-coupling RPA
approach fails outright as it does not yield a locally-

stable paramagnetic state. In previous RPA studies,
this problem was bypassed by taking nonphysically small
U ~ 1.5[t| The top panels of Fig. [3| exhibit imaginary
part of the dynamical charge susceptibility x/ along I'-X
and I'-M lines, and are evaluated for three hole-doping
levels: undoped § = 0 for (a)-(b), near-optimally-doped
d = 0.15 for (c)-(d), and overdoped 6 = 0.40 for (e)-
(f). The color map represents the paramagnetic-state
SGA,,+1/Ny intensity obtained for a 300 x 300 lat-
tice (blue and white colors correspond to low- and high-
intensities, respectively), whereas red lines follow maxi-
mum values of calculated intensities. Yellow symbols are
the corresponding DQMC maximum-intensity frequen-
cies obtained for the 64-site lattice 8 Lower panels repre-
sent longitudinal spin susceptibilities, obtained using the
same set of parameters as the corresponding top panels
(note different energy scales for charge- and spin excita-
tions).

As follows from Fig. [3|(a)-(f), the characteristic charge
excitation energies agree well between the two techniques,
with the exception of I'-X direction for undoped systems
[panel (a)] and T'-M direction for overdoped case [panel
(f)]. To understand those discrepancies at both ends,
one should take into consideration not only the peak po-
sitions, but also widths of the features in the dynamic
charge susceptibilities. By inspecting DQMC intensity
profiles [Fig. 3(d1)-(d2) of Ref. 69], it is apparent that
the energy-width of charge excitations increases along the
nodal I'-M direction, whereas the opposite tendency is



seen for the anti-nodal I'-X axis, as the doping changes
from § = 0 to 0.4. In turn, panels (a) and (f), corre-
spond precisely to the situation, where charge modes are
incoherent and not well defined. A detailed analysis of
the charge-mode lineshapes across the Brillouin zone for
both techniques is thus desired to make a robust compar-
ison at those doping levels. Interestingly, SGA,+1/N7
method yields sharp peaks in the charge susceptibility
for undoped and intermediately-doped systems (yet a
considerable damping appears for the overdoped case),
in contrast to relatively broad features in DQMC pro-
files at all doping levels. It is not obvious at this point
whether the latter discrepancy should be interpreted as
an artifact of a large-Ny limit, or an inaccuracy related
to analytic continuation within DQMC that may smear-
out or miss sharp spectral features (see, e.g., Ref. 28]).
The lattice size in both cases is also vastly different.
One may speculate though, that multi-particle scatter-
ing channels for those excitations may open up at higher
orders in the 1/N} expansion, leading to finite broaden-
ing. Those aspects should be analyzed separately. Fi-
nally, we note that the charge modes remain gapless at
the I'-point within both DQMC and VWF+1/N}, yet
the spectral-weight decreases as one moves towards the
Brillouin-zone center. In order to open the plasmon gap
at the I'-point and allow for a direct interpretation of
the charge-excitation data for high-T, copper oxides, the
present model should be supplemented with long-range
Coulomb interactions.

Panels (g)-(1) of Fig. |3| show calculated imaginary
parts of the dynamical longitudinal spin susceptibility
X2 for the same doping levels as for the top panels (a)-
(f). Whereas a semi-quantitative agreement between
SGA,,+1/Ny and DQMC data is observed for the anti-
nodal (I'-X) direction at all hole concentrations [panels
(g), (i), and (k)|, notable differences occur for the nodal
(I-M) line. For the intermediate- and highly-doped cases
the discrepancies along I'-M line may be, once again, in-
terpreted in terms of a broad DQMC line shapes. In-
deed, by inspecting Fig. 2(d1)-(d2) of Ref. [69, we find
out that the features in the magnetic response along the
nodal direction become extremely broad for § > 0.1, with
widths by far exceeding the peak energies. On the other
hand, the anti-nodal paramagnons retain their coherence
down to the overdoped regime. Once again, matching of
the peak positions alone is thus not a decisive benchmark
along I'-M direction for the doped systems. On the other
hand, the discussion for the I'-X direction, where both
approaches yield well-defined paramagnons, is more re-
liable in this context. Parenthetically, such a strongly-
anisotropic damping, revealed by both techniques, is
consistent with recent experiments on high-T, cuprates
(cf.  Sec. and may be semiquantitatively described
within the present VWF+1/N5 approach 28 What con-
cerns the undoped (6 = 0) case, the SGA,+1/N} over-
estimates the paramagnon damping which leads to un-
derestimated paramagnon energies. Remarkably though,
a non-monotonic behavior of the intensity maximum in
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FIG. 4. Comparison of imaginary parts of the dynamical
longitudinal spin structure factor, S**(k,w), obtained within
the SGA,+1/N; and DQMC methods for undoped (§ = 0),
near-optimally-doped (6§ = 0.20), and overdoped (6 = 0.40)
square-lattice Hubbard model. The model parameters are:
t<0,¢ =0,U = 8|t|, and temperature kgT = |t|/3 [within
SGA,+1/N; we actually set kgT = 0.35]t| for panels (a)-
(b) and kT = 0.333|¢| for panels (c)-(f); cf. discussion in the
text]. Color maps represent imaginary parts of SGA,+1/N}
dynamical susceptibilities, evaluated for 500 x 500 lattice,
whereas red lines follow maximal values of S**(k,w). Yellow
symbols are the maximum-intensity frequencies for analyti-
cally continued 10 x 10 lattice DQMC data of Ref. The
analytic continuation of SGA,+1/N} data was performed as
twn — w + i€ with € = 0.04]¢].

Fig. B(h) and (j), seen within DQMC, is also observed
within SGA ,,+1/N;. This is related to strong antiferro-
magnetic correlations that cause transfer of the magnetic
spectral weight to lower energies near the M point.

In Fig. [ we perform a similar analysis of the
maximum-intensity profiles for the particle-hole symmet-
ric Hubbard model (¢ = 0) and compare the results
with the DQMC data of Ref. The model parame-
ters are taken as U = 8]t|, kgT = |t|/3 (DQMC), kgT =
0.333|t] (SGA,,+1/Ny for 6 > 0), and kgT = 0.35]¢|
(SGAx,+1/Ny for § = 0). The slightly elevated temper-
ature for § = 0 is necessary to avoid an instability toward
antiferromagnetic state. Since Ref. 68 provides dynamic
structure factor in the form

2
exp(—w/kpT) — 1

Sk,w) = X/s/(k7 w), (64)

that differs from the imaginary part of the dynami-



cal longitudinal spin susceptibility by the detailed bal-
ance factor, we compute this quantity here as well.
Fig. |4 shows the comparison of S(k,w), obtained within
SGA,,+1/Ny with the DQMC result for three doping
levels, 6 = 0 [panels (a)-(b)], § = 0.2 [panels (¢)-(d)], and
d = 0.4 [panels (e)-(f)]. In full analogy to the particle-
hole asymmetric case, the agreement between maximum-
intensity profiles along I'- X direction is semiquantitative.
Both methods yield systematic hardening of magnetic ex-
citations with the increasing doping, more pronounced
than for particle-hole non-symmetric case (¢’ # 0). This
is a counter-intuitive result originating from strong elec-
tronic correlations. In the I'-M direction, SGA,+1/N;
structure factors for undoped and intermediately-doped
case [panels (d) and (e)] exhibit features indicative of the
close proximity to antiferromagnetic instability, which is
not as pronounced in DQMC. This results in a transfer
of the SGA,+1/N; magnetic spectral weight to low en-
ergies, which is further enhanced by the detailed balance
factor, divergent for w — 0, cf. Eq. . In effect, close
to half-filling, the SGA,+1/N7 intensity exhibits max-
ima for near-zero energies, in contrast to DQMC yielding
substantially softened, yet non-zero peak-energies. For
the overdoped system [panel (f)] both methods exhibit
consistent step-like feature along the I'-M line.

VI. EMERGENCE OF ROBUST COLLECTIVE
EXCITATIONS AT STRONG COUPLING

Experimental observation of robust propagating spin-
and charge excitations in several families of correlated-
electron materials calls for identification of the mecha-
nism leading to the enhanced coherence of the collective-
modes. Present semi-analytic techniques that have been
successful in describing those excitations are based on
Hubbard operators and thus apply mostly to the strong-
coupling (¢-J-model) limit.** Our VWF+1/N} approach
covers both Hubbard- and ¢-J-type models and may be
directly used to study the evolution of collective excita-
tions from weak- to strong-coupling limits. In this sec-
tion we perform such an analysis, employing Hubbard
model with ¢t < 0, t' = 0.3]¢|, kT = 0.35]t|, hole-doping
0 = 0.2, and a variable on-site Coulomb repulsion, U.
We also compare the characteristics of various truncation
schemes, listed in Table[l} as a function of the interaction
strength.

In Fig. [f] we plot calculated imaginary parts of dy-
namical spin- and charge susceptibilities at the antinodal
X point (panels (a) and (b), respectively) for U/|¢| =
0.1,4,12, and co. At weak-coupling, magnetic response
in panel (a) is broad and featureless, but it systematically
acquires coherence as U is increased. Around U = |8|t,
a resonance-like feature emerges from particle-hole con-
tinuum and shifts towards lower energies for U — oo
(already at U/|t| = 4, an emerging mode with energy
~ |t| may be noticed). This can be related to well-
defined paramagnons in metallic state of high-T, cop-
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FIG. 5. Imaginary parts of (a) spin and (b) charge dynam-
ical susceptibilities as a function of the on-site Coulomb re-
pulsion, U, for the Hubbard model with non-zero next- and
next-nearest neighbor hopping, taken at X point in the Bril-
louin zone. The employed model parameters are: ¢t < 0,
t" = 0.3Jt|, kT = 0.35|t|, and hole-doping & = 0.2. The
calculations have been performed for a 300 x 300 square lat-
tice using SGA,+1/Ny approximation (cf. Table[I).

per oxides. In Ref. [26] we have been able to reproduce
semiquantitatively RIXS data for Las_,Sr,CuO4 and
(Bi, Pb)2(Sr,La)2CuOgs with the VWF+1/N frame-
work. In contrast to paramagnons, the peak-energy of
charge excitations [panel (b)] exhibits a non-monotonic
dependence on the interaction strength. For small values
of U, charge dynamics is highly incoherent with the peak
intensity shifting upward with increasing U. Already at
intermediate interaction strengths, a sharp charge mode
emerges form the continuum. With further increase of
the Hubbard U, the charge mode energy decreases in or-
der to finally saturate at finite value for U — oo. This be-
havior is not observed in weak-coupling calculations and
thus should be interpreted as a footprint of strong elec-
tronic correlations. Importantly, the latter mechanism
of generating discrete charge peak is distinct from long-
range Coulomb repulsion that is known to strongly affect
the plasmon dispersion in extended multilayer models™
Note the substantial downward shift of charge mode en-
ergies in the range U/|t| = 12 and U/|t| = oo (solid green-
and red dash-dot lines in panel (b), respectively). The
finite-U effects are thus not negligible which calls for a
reexamination of the t-J-model applicability to charge-
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FIG. 6. Comparison of the peak energies for spin- [top pan-
els, (a)-(b)] and charge [bottom panels, (c)-(d)] dynamical
susceptibilities for the Hubbard model as a function of the
Hubbard U. The remaining parameters are: ¢ < 0, ¢’ = 0.3[t|,
kT = 0.35]t|, hole doping § = 0.2, and lattice size is taken as
300 x 300. All susceptibilities are evaluated at the X point,
and four symbols described inside the panels (a)-(d) corre-
spond to six schemes listed in Table[l] Lines are guides to the
eye.

modes in high-T, copper oxides in favor of more general
models, e.g., t-J-U or t-J-U-V B9 This last suggestion is
particularly relevant, since those extended models lead
to a good overall and semiquantitative description of the
equilibrium properties of the cuprates 247 Those effects
should be treated separately.

In Fig. [f] a more detailed account of the crossover ef-
fects in collective-mode characteristics is presented. Top
panels [(a)-(b)] and bottom panels [(c)-(d)] show the
dependence of the peak energies on Hubbard-U magni-
tude for spin- and charge excitations, respectively. The
symbols, listed in the legend, correspond to six detailed
VWEF+1/N; variants, summarized in Table [Il As is ap-
parent from panels (a) and (b), the paramagnon peak-
energies nearly collapse onto each other for all variants
of VWF+1/N;. This indicates that neither the dou-
blon excitation sector nor the additional graphs included
in full “local diagram” (LD) approximation affect no-
ticeably spin dynamics. From panels (b)-(c), it follows
that SGA,, + I/Nf, LD, + I/Nf, SGAf + 1/Nf, and
LD; + 1/N; schemes provide nearly the same charge-
mode energies that decrease with U at strong coupling
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and saturate for U — oo. This behavior is qualitatively
consistent with the results for the charge dynamics in
the ¢-J model, obtained previously within the Hubbard-
operator language in the large-Ny limit #* The situation
changes qualitatively for the case of SGA, + 1/N and
LD, + 1/N; approximations that both yield an abrupt
jump of charge mode energy scale and monotonically in-
creasing peak energies in the strong-coupling regime. The
discontinuous jump is a consequence of a shoulder build-
ing up at the threshold of particle-hole continuum that
rapidly grows in intensity for U/|t| 2 2. The monotonic
increase of mode energy for SGA,+1/Ny and LD, +1/N}
at strong coupling is likely an unphysical behavior that
we attribute to poor handling of the doublon excitations
within those schemes at low expansion order. Physically,
doublon dynamics is expected to occur on much faster
timescale then the collective charge mode which may be
effectively accounted for by freezing-out A\; Lagrange-
multiplier or integrating its fluctuations out. This is
achieved within SGA,+1/Ny and LDy, +1/N; (Aa =
Aa condition), and SGA y+1/N; and LD s +1/N; (fluctu-
ating \g), but not within SGA,+1/Ny and LD,+1/N}
truncations. The choice of a detailed expansion scheme
does not matter as the model is solved exactly, but it
generates noticable differences at the saddle-point and
Gaussian-fluctuation levels. Finally, it is reassuring that,
in all cases, the higher-order diagrams included in LD ap-
proximation affect only marginally the collective mode
energy relative to the less demanding SGA approach
so that SGA-based approximations may be sufficient in
most applications. As is shown in Appendix [F] those
additional diagrams lead to a minor enhancement of the
magnetic susceptibility value.

VII. DISCUSSION AND OUTLOOK

Several qualitative comments may be formulated based
on the analysis of Secs. [VI[VIl First, as is apparent from
Figs. [3l and [4] the agreement between VWF+1/N} and
available DQMC data is quantitative in the experimen-
tally relevant case of coherent collective-mode dynam-
ics. Second, the position of the peak-maxima in dynami-
cal susceptibilities, as obtained within the two methods,
tend to differ quantitatively for the doping levels and
Brillouin-zone contours, for which collective modes be-
come excessively broad. In the latter situation, such a
benchmark should be considered as overly simplified and
thus insufficient. Based on the our present simulations
and available experimental data for the cuprates, one
can infer that low-order VWF+1/N} calculation tends
to overestimate paramagnon damping in the regime of
incoherent magnetic dynamics /4%

An important additional remark should be made on
the reported collective-mode energy values. The peak
maxima of the dynamical susceptibilities that are com-
monly associated with a characteristic collective mode
energies in DQMC studies, do not generally reflect the



physical dispersion of those excitations (either spin or
charge). This problem has been addressed in detail re-
cently in the context of extracting paramagnon energies
from RIXS experiments.” Namely, one should carefully
distinguish between several frequency scales appearing in
the problem. Assuming a harmonic-oscillator model, dy-
namical susceptibilities may be expressed in the standard
form

k)w .
(OJ2 _ wo(k’;g)g + 4’7(k)2w2 + Xincoh(k7w)'
(65)

X" (k,w) o

The susceptibility depends on the wave-vector-dependent
damping rate, y(k), and bare frequency, wo(k). Yet,
another energy appears naturally as the maximum of
X" (k,w) for given k, which may be roughly identified
with wg(k) for v < wp. In the above, x|/, accommo-
dates all incoherent and non-resonant contributions, such
as particle-hole and multi-magnon continua. Whereas
wo(k) appears explicitly in the formula (65)), the energy
scale of physical relevance is the so-called propagating
frequency, w,(k) = wi(k) —v(k)? for v(k) < wo(k)
and w,(k) = 0 otherwise. The value wy,(k) reflects the
real part of the collective quasiparticle pole and is of
physical relevance. In effect, the mode may become over-
damped even if wo(k) is large. Ideally, comparing various
techniques should thus be based on the propagating ener-
gies rather than peak energies. The value of w,(k) may
be estimated based on VWF+1/N} calculation?® We are
not aware of any quantitative study of propagating fre-
quencies within DQMC for the Hubbard model. The dis-
crepancies between the propagating and bare frequencies
are most pronounced in the physically interesting case of
intermediately- to highly-doped systems.

We now discuss the relation of our VWF+1/N} tech-
nique to variety of other approaches, with which is shares
common features. The first is Kotliar-Ruckenstein (KR)
slave-boson method that takes Gutzwiller approximation
as the saddle point,” and may be systematically supple-
mented with the fluctuation effects at higher expansion
orders/™ The KR method has been successfully applied
to model Hamiltonians (see, e.g., Ref. [TG), but this ap-
proach requires a careful treatment of emerging gauge
symmetry and, akin to the plain 1/N} expansion, suf-
fers from ambiguities that need to be handled on case by
case basis/™ The essential advantage of our VWF+1 /N
over slave-bosons is that it allows to go systematically
beyond the Gutzwiller approximation (d = oo case) al-
ready at the saddle-point level. This is carried out by
incorporating higher-order diagrammatic corrections (cf.
Sec. [) 5™ Since the d = oo solution is known to ex-
hibit artifacts that are not present at finite dimensions/™
this is a qualitative rather than technical improvement.
Here we have restricted ourselves to the lowest-order non-
trivial extension beyond d = oo limit that we dub “lo-
cal diagrammatic” approximation (cf. Table [I). Non-
local diagrammatic contributions are more technically
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demanding®®? and should be analyzed separately. A

related approach in the spin-rotationally invariant form
has been analyzed recently, ™) and the noncollinear mag-
netic and fluctuations in the lowest order calculated.

Another family of approximations that may be con-
nected to VWF+1/N; relies on the Hubbard-operator
representation of the Hamiltonian, for which a special di-
agrammatic technique has been developed 282 Resum-
mation of diagrams leads to generalized random-phase
approximation®3 Also, a different approach?? based on
path-integral 1/N treatment of Hubbard operators has
been recently applied to the extended t-J models to
study charge modes in high-T, cuprates®# 86 The tech-
nique provides good agreement with RIXS charge-mode
energies if interlayer hopping and long-range Coulomb
interactions are included in the Hamiltonian. In this
context, a qualitative advantage of VWF+1/N} is its
straightforward applicability both to the ¢-J model and
the finite-U Hubbard-type models on the same footing,
whereas Hubbard-operator-based techniques become ex-
cessively complex in the latter case. As we demon-
strated in Sec. [V1] finite-U effects have a non-trivial im-
pact on the charge mode. Also, it has been long under-
stood that finite-U effects impact substantially the high-
energy magnetic excitations in Hubbard-type models,
particularly at the magnetic Brillouin-zone boundary®?
The magnetic dispersion along those contours may be
accurately reproduced by taking U/|t| < 8, which is
far from the ¢-J-model limit. Even though it is possi-
ble to describe high-energy spin-wave dispersion using
t-J Hamiltonians, the long-range exchange interactions
and cyclic exchange terms need to be then incorporated
into the Hamiltonian 18 suggesting that the strong-
coupling limit is not an adequate starting point to ad-
dress high-energy paramagnons in the cuprates. In ad-
dition, in contrast to the Hubbard-operator based tech-
niques, VWF+1/N; allows for a systematic improvement
of the saddle point solution by increasing the dimension
of the variational space.

Another relevant technique is time-dependent
Gutzwiller approximation® “! (dubbed Gutzwiller
+ random-phase-approximation, GA+RPA), which
has been applied to study spin dynamics in lattice
systems 293 An extension of this concept by means of
adaptive canonical transformation has been proposed
recently®2 The VWF+1/N; and GA+RPA methods
are similar in the sense that both represent a dynamical
extension of the wvariational wave function, but the
realization of this goal is achieved in different man-
ner. Namely, VWF+1/N; is a path-integral method
applicable at finite-temperature, whereas GA-+RPA is
a T = 0 formalism based on the equations of motion
for the density-matrix. Also, in contrast to GA+RPA,
VWF+1/N; provides a small parameter (1/Nj) that
allows for a systematic incorporation of higher-order
thermodynamic corrections, e.g., those due to multi-
paramagnon effects. The latter renormalize various
characteristics of the paramagnon spectrum and become



increasingly important as the half-filling is approached,
as we pointed out in Sec. [V] It is not clear to us how to
construct such a systematic extension within GA-+RPA.

At the end, we elaborate on limitations and possible
extension of our VWF+1/N; method. First of all, 1/N}
expansion in higher orders is computationally demand-
ing, since it relies on evaluating of high-dimensional loop
integrals. Here we have limited ourselves to the dis-
cussion of dynamical susceptibilities around correlated
large-Ny limit. With an efficient implementation, the
O(1) fluctuation corrections to thermodynamics should
be still accessible without major investment in super-
computing. Including the latter should allow to elim-
inate spurious ordered phases at high temperatures by
restoring the Mermin-Wagner theorem, and to explore
the regime of low temperatures down to 7' = 0. Sec-
ond, VWF+1/N; suffers from a rapid proliferation of
the number of lines, P,3, both as a consequence of in-
corporating diagrammatic corrections to the variational
energy and including longer-range hopping and Coulomb
integrals into the Hamiltonian. The dimension of the ef-
fective scattering matrix becomes thus substantial. Fi-
nally, in the present contribution we have completely
disregarded superconducting fluctuations, represented by
anomalous lines S5 (clcg>0.59 The latter may be in-
corporated by appropriate generalization of our version
of the Hubbard-Stratonovich transformation, introduced
in Sec. [[TI} However, this would lead to doubling of the ef-
fective Hamiltonian dimension and result in further pro-
liferation of lines. Therefore, VWF+1/N; may be ex-
pected to be applicable to relative small (few-orbital) su-
perconducting extended lattice systems. This extension,
particularly to encompass superconducting fluctuations,
should be the subject of a separate study.

One should note that the present formulation may be
also applied to the discussion of single-particle proper-
ties with inclusion of the Gaussian fluctuations in the
correlated state. As our approach is formulated in the
spirit of RPA, one can expect a strong renormalization of
one-particle dynamics. Finally, the approach can be ex-
tended to the discussion of magnetic and superconduct-
ing phases. In the former case, the approach should be
complementary to that of Hertz,2? Moriya,*! and Millis®2
(for review see, e.g., Ref. [00). In the latter case we
should be able to apply the method for the description
of unique ferromagnetic superconductors UGes, URhGe,
UCoGe, and Ulr out of which the first, UGes, can be de-
scribed semiquantitatively by the variational approach 7
whereas in the remaining members of the family the ef-
fects of spin fluctuations are systematically enhanced.”®
Obviously, the complexity of present approach will in-
crease remarkably due to the additional order parameter
appearance and associated with them quantum fluctu-
ations in a multiorbital structure of the uranium com-
pounds.

Note added.—In a very recent paper %’ a modified
version of the functional renormalization group (fRG)
scheme has been formulated and compared quantitatively
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with DQMC. As far as the static spin susceptibility is
concerned, the method provides similar results to ours.
However, no detailed analysis of the collective mode dy-
namics is carried out. We thank Referee for bringing
Ref. 67 to our attention.
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Appendix A: Representation of the constraints

Here we show that the constraints — (18) enforce the
tadpole-cancellation condition . First, we argue that

in Egs. — one can commute Pg to the left, i.e.,
those equations may be represented as

(PZ e} eror)o = (&), ¢100)0. (A1)

For the extended off-diagonal correlator considered here,
this is a non-trivial statement, since Pg,; does not com-

mute with é}aéh/ in general. Yet, one can perform a
unitary transformation éj, — Z/A{(m/éj;, so that (ézé‘,ﬁo =
S50 (Ng)o. Egs. (15)-(18) may be then jointly written
as <IE’G,I§}0515PG,I>O = Opor <T:LU>0. For the off-diagonal
terms, one gets

(Pa,1¢},er5Par)o = A7 - (Z ;\?a<|07>11<64>o> =0,
(A2)

where the rotated correlator parameters A% are ob-
tained from the condition

Par = X00) 0]+ > A7 16)10(5) + AT (1L,

As long as the electron density is non-zero and (as we
have assumed) A¢* > 0, the expression in the bracket
is positive and we have A7 = 0. The density matrix

and )\‘I"’l are thus simultaneously diagonalizable for the
field configurations satisfying the constraints. In that
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diagonal basis (A7 = 0 and <CIO'CI(7> = 0) it is easy it 1mp11es that diagrams with a single tadpole attached

to verify that Pg; may be commuted to the left. Fi-  to P2 .1 cancel out and (P2 G, 7)o = 1. Furthermore, we
nally, Eq. (A1) along with Eq. effectively enforces have also checked directly in simulations that the con-

(TT). This can be seen on diagrammatic level, where  straints and (1) lead to the same saddle-point
values of )\ parameters

Appendix B: Linked cluster theorem for rotationally-invariant correlators

Here we justify the decomposition of Egs. (19 and , employing arguments analogous to those developed in
Ref. [51], carefully generalized to the rationally invariant off-diagonal correlators and general (either isotropic or broken-
symmetry) states. For brevity, we introduce joint position and orbital indices, I = (i,1), and locally-correlated

operators Ag“)/ = If’G,Iflga)PGJ, indexed by o = 1,...,n. The starting point is the partial result that under the

assumption (flg“)/>0 = 0 for each «, one has

(PoAD A Py

rry 35] (1)/ A(n) 5 4
= —ZZ SRR AL AR, Ly, (B1)
< G> k=0J1..
where the superscript “¢” indicates that only the diagrams with all internal vertices d 7, connected to the external

vertices, A( ) , are retained in the Wick’s decomposition . Primed summation means that the indices J,, are constrained
to be all dlfferent and also take values distinct from Iy,...,I,. To show Eq. (B1)), we transform the numerator of the
left-hand-side

(P ANV . AT Poyo = (AL . ATY H PGJon Z' “"1' m (AN ANV, de,  (B2)
J#Il k= OJl

where we have made use of the correlator property Pé ;=1+2 Icf'l Importantly, the summation restrictions in the
second line of Eq. (B2|) may be relaxed if diagrammatic expansion is slightly altered, i.e.,

) CiJk>0modiﬁed7 (B3)

1.

(Ba AL .. A By _Z Z ””"1' I AL ANd,
k=0 Jy..

where the subscript “modified” means that, in the Wick’s expansion, we reject diagrams involving local loops with

a leg attached to internal vertices d 7., (loops attached solely to external vertices A are allowed). Note lack of
“primed” double-occupancy operators and primed summation in Eq. (| .

At this point it may be clarified why the assumption <A§n) Yo = 0 is needed. Namely, this condition ensures that
all “modified” diagrams involving the new operators cf[l, cee ciln, inserted at the sites already occupied by external
vertices, cancel out automatically. To show that, we point out that (/Algr)/)o = 0 implies that non-zero contributions
originate solely from diagrams in which /1(1)/ is connected to some other operator by at least one fermionic line. The

expectation values of the type (A wr A(l)/ .J(;k%mdiﬁed then vanish identically if any of the indices Jy, ..., Ji.
is equal to an external vertex posmon (1n the range I1,...,1I,). Indeed, without loss of generality, let us assume

that J; = I; so that (Ag)/élﬁé[ﬁéz €1,y - other operators)fedified T the wick decomposition of this expression one
always encounters pairs of truncations of the type

(A(Ii) e, TChTCJ} 16, - other operators)odified (B4)

and

[
(A%) er, TC]ITCJ; 61| - other operators)medified (B5)
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that cancel each other. For the sake of argument, we have assumed that the line connects the operator ¢y, in A(l)'
other cases may be handled in an analogous manner. Note that operator ¢z, in A(Il) cannot be directly connected to

6}1 in Jll due to modified prescription of diagrammatic expansion.
Now, since each diagram in (B3) may be unambiguously separated into part connected to external vertices and the
remaining one (disconnected component), one obtains

k

A oA (n Ty, ... T k A N 5 7 \c,modi 7 7 modi
(PeAY A Pao =3 Z DY <kl) (AR ALY iy i) (g d ot =
k=0 Ji.. =0
k=0 J;.. k=0 J;..

In the second line of Eq. (B6)), the last term in bracket is equal to <PG>0 and thus is canceled by denominator of the
left-hand side of Eq. ( . As the final step, one should reintroduce restriction summations in Eq. (| in order to
restore usual diagrammatic expansion. This yields Eq. .

Expansion for one-site operators

We now consider general operator Ay and corresponding A’I = ]5@, 1A IJADQ 7 with not necessarily vanishing expecta-
tion value, i.e., (A7)o # 0. One then has

; (PeAiPo)o i\ (Po(Ar — (A)0)Pa)o

(Ar)a EW = (A7) + (P2) =
A+ 3 Z’ P (A — (ADoPE ;) -y, - (B7)
k=0J;..

which is equivalent to Eq. . Note that the linked cluster expansion (Bl)) can be applied here since (A’I —
(A7)oPZ 1)o = 0. Analogous procedure may be used to derive Eq. (20); it is straightforward but cumbersome.

Appendix C: Path integral decomposition of the interaction term

Here we will prove the Hubbard-Stratonovich decomposition, employed in Sec. [T} i.e.,

exp (—]—'(f’)) o lim, DP/Dgexp (—/de(P) —z’/dTgf(P ~P) - ;/dT§T§> : (C1)

where P are Grassmann bilinears, and P and & are corresponding fields (real for the “diagonal®, P,s/aq, and
complex for “off-diagonal”, P,3/€.p, entries; here a # 3). In physical terms, the imaginary-time-dependent vector P
represent various channels of particle hole excitations, whereas the aim of £ is to ensure that those excitations are
consistent with Hamiltonian dynamics. The inﬁnitesimal term e has been introduced to make the integral over £-fields
convergent. Also, it should be possible to bound the functional F from below by a quadratic form in P-fields to make
the integral over P well-defined for sufficiently small e. This is always the case for models with only quartic fermion-
fermion interactions, such as that given by the Hamiltonian , but might not be satisfied if the uncorrelated energy
functional Ey(P,p) is substituted with Eyay(P, A, p1), as is done within the VWF+1/N framework (cf. Sec. .
In the latter case F, one can introduce a modified functional F,, = F + nF? and take n — 0 limit at the end of
calculation. o
We first switch to real representation by means of the unitary transformation, P = I'P, defined as follows:

ﬁ;ﬂ = P.p for a = B,

P, = 1 (Pas + P*,)
af T Y3\l T ab for o # 8 (C2)
{ Plly = L (Pas — Py)
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where ﬁ'/é/ are manifestly real fields. Note that the imaginary components, P, are identically zero. In the following,

we understand that P is a vector composed of all fields P war Prgs and Py for a # . Similarly, we define E=T¢

and P =TIP.
Using Eq. (C2)), one gets

/dT}'(P) +i/d7£T(P ~P) +§/dT5T5 - /de(f‘TP) +z‘/dT£T(f° ~P)+ g/dTéTé (C3)

which can be used to transform the right-hand side (RHS) of Eq. (CI)) as

RHS = lim [ DP / DE exp (— / drF(PP) — i / dré (P P) - % / dréTé) x
lim /DP exp (—/dT}'(PTP) - Q%/dT(f* —P)T(P - P)) _

e—0t

M

) 1 2 m 2 fd7'1P1P1> (deMPMPM> S 1 ~
61_1)1r(§1Jr exp (—%/dTP P) Z /D e iTe exp —/dT]:(F P) - Z/dTP P,

21,00 =0
(C4)

where the M is the total number of scalar field components. The transition from the second to the third line of
Eq. (C4) has been performed by Taylor-expanding the exponential term

1 2. - 1Y s
exp <€/dTPT-P) = exp <€;/d7Pi‘Pi> . (C5)
The integral in the last term of Eq. can be evaluated by introducing the generating functional
_ / PP exp < / arF(CP) — L / drPTP + L / deTP> x
/ DP exp( / drF(eDTP +11J) — / drPTP + — / dTJTJ> (C6)

where the second line has been obtained by a change of variables, P — ¢P + J. One thus gets

> (fdﬁéﬁ)il (fdTM]éME}SM)iMZ[~

. 1 2 2
RHS o lim_exp <26/dTP P)i Zi::o o i J]
- ny o~ ay 2 € ~ e\ 0t S .
/’DPeXp (—/dT]:(GFTP +TTP) — §/dTP P) =% exp (—f(r P)) — exp (—}"(P)), (C7)

which concludes the reasoning.
One can now use Eq. (C1)) to derive Eq. by taking F(P) = Eo in(P) + 3 Fo,int(P). Indeed, we get

Jim [ DPDgexp (- / dr B xin(P) — 1 / AT Eo iy (P) — i / dret (P —P) — % / dTﬁTﬁ) x
exp( /dTEQ kin(P) — */dTEO int ) = exp (—/dr’}:l[n,n]) . (C8)

The last mequahty in Eq. ( . follows directly from the structure of the Hamiltonian. For the kinetic part, one

obtains Ekm(P) Yoa 5 agPaﬁ =>. 5 tapfats. In a similar manner, the potential-energy part may be transformed
as
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EO mt P Z Voc,@"/p o = Z ﬁﬁnavaﬁ'ypﬁ'ynp = Z Vaﬁpvﬁaﬁﬁnvnp =2 V[’f], 77]7 (09)

aB'yp Ofﬂ’YP aBpy
where we have made use of the deﬁnition of the summarized vertex, Vs, = (=VBypa + Vayap + Vappa — Vapap) /2.
Finally, one gets f drEq km( f drEy mt( f dTH [7,m] The apparent double counting of interaction after

substituting Grassmann blhnears 1nt0 Ey int originates from unbiased (all-channel) version of Hubbard-Stratonovich
decomposition, as discussed in detail in Sec. [[TI]

Appendix D: Action for correlated 1/N; expansion and effective scattering matrix

Here we show that after integrating out the fields A and p, the action becomes equivalent to the resummed
1/Ny action . For Ny = 1, the action reproduces thus faithfully the thermodynamics of the original model,
defined by the Hamiltonian # so that our approach provides a systematic route to improvement of the VWF technique
by incorporating consecutive 1/ corrections around the correlated saddle point solution.

The proof is performed by consecutively integrating out the p, A, £, P By taking the action with Ny = 1, one
arrives at

— | DAPIDPDEDADp exp (- S P, € A, pr 11,3, 1)

det 8—C

| PAPADPDEDAexp (~S[P. & 7. 3. 4]) S(C(P,A)) |det

1
exp(fin/dTCTC) x

| PaDuDPDEexp (~SP. €. 1. 3,1

/DﬁDneXp (/dm&n/dTﬁ[n,n,u]>7 (D1)

where Sy, is the VWF+1/N; action [Eq. (46))], S denotes the “uncorrelated” action [Eq. (33))], and H[n,m, y] is the
Hamiltonian expressed in terms of Grassmann fields. The Dirac delta imposing C = 0 in the second line originates
from integration over p fields. As a consequence, the term o k is equal to zero, making the observables generated
based on Z[J] independent on , as stated in the main text. Finally, the O(1) constraint Jacobian term allows to
explicitly evaluate integral over A without generating any artifact P-field interactions. The A-fields evolution is then
fully determined by line-fields, P, and may be obtained by solving the equations C = 0. The transition between the
last two lines of Eq. has been performed based on the results of Sec. and Appendix [C| The approach thus
reproduces the thermodynamics of the model, defined by A.

We now derive the effective scattering matrix, given by Eq. (60)), taking the Gaussian-fluctuation action as the
departure point. First, for the reasons that will be made cellar below, it is essential to switch to real representation
with the use of . By transforming the quadratic part, one obtains

N /d (6PT5/\T5pT) 1}13*13 + H]:/P*,Zf)pp )}{)*A + H]:)P*,Zf/,»\ ﬂA{P*p oP
uadratic —

Sque WP +EVA Vo Van +EVapVon iV oA | =
inp iVox € op
N (5f>T55\T5;,T) VPP+HVPprP VP)\‘FHVPpr)\ ZVPp 51:3 T 51:)
- / dr Vap + KV Vop Vax+6V0 Vo iV, oA | = (6PTX 5pT)VP | 6x |, (D2)
Vop Vox €p op op

where 6P, 6, and §p are real and the transformed scattering matrix, V@ = P@’ 4 ;P@” is complex symmetric.
We have also explicitly restored the infinitesimal term % [ dré pl6p with €, > 0 that was discarded in Sec. m for
brevity of notation.

Let us begin the derivation by representing Squadratic as
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} . J ~ T _p 2 2 2 2 ~
Squadratic = jﬁ /dT(SPT (VPP + /iVPprP) P+ J\ﬁ /dT (5>‘ 5/) ) V)\/\ + ?VAPVP)\ ZV)\'O ( g%\ ) +
2 2 Z'Vp)\ €p p
~ 2 ~ 2 2 ~ 2 ~ (T ot 2 ~ 2 2 ~
Ny / " (6PTVP,\ + K6PTVp, V)0 i(sPTVpp) ( S ) Ny / " (OX0P7) (Y, pSP + KV, V,p6P (D3)
2 p 2 iV,p0P ’

and integrating out dA and dp fields. It is necessary to argue that one can apply the standard formula for evaluating
Gaussian path integrals to the present case, based on completing the square and calculating functional determinant.
This is difficult to prove in the complex-field representation of Eq. , since the involved matrix is complex and
non-symmetric. On the other hand, by employing the real representation of Eq. , this can be shown by making
an additional assumption that the real-part of the scattering matrix between A and p fields,

f;(z) _ Vaa + f]})\p])p)\ if)}\p , (D4)
in,\ Gp

is positive definite. Recall that f))\p is the Jacobian of the constraints (C = 0) [cf. Eq. ], being a real square
matrix since the number of constraints equal to the number of time-dependent A-fields, as demanded in Sec. [[V]
Moreover, we require that the constraints C = 0 locally determine A-fields (cf. Sec. , which is implemented by
the condition det ]}Ap # 0. Under those circumstances, to make the real part of V@) positive definite is sufficient
to assure that its left-upper block Vi, + kV\,V,\ is positive definite (here Vi, denotes real-part of the matrix
Var = Vi, +9Y,). The latter condition is always met if sufficiently large positive x is taken, thus k-parameter
has been introduced to ensure convergence. By employing the above assumptions, V() may be brought to diagonal
form by congruence as V) = K 1+ zf))f( T where 1 is identity matrix, K is real, and D is diagonal. This can
be seen by application of Cholesky factorization to the real-part, V@ = ﬁﬁT, and orthogonally diagonalizing the
symmetric matrix L=1V®”(L-1)T = QDQT. Then one gets K = LQ. Using this decomposition, it is straightforward
to show that the Gaussian integral factorizes into a product of Gaussian integrals for which it is the usual formulas
for integration hold.

Integrating out (5}\ and 0p fields by completing to the square, which yields effective contribution depending only on
the fluctuation of P-fields, i.e.,

N A~
Squadratic — Squadratic,eff = Tf /dT(SPTV:ﬂTP + 0(1)7 (D5)

where O(1) terms originate from the determinant generated by evaluation of the Gaussian integral. In Eq. (D5]) we
have introduced effective xk-dependent scattering matrix

2 S 2 2 22 2 -1 2 2 2
f}gﬂ — f;PP n mjppf/pp B (VPA + kVppVoa, iVPp) Vax + ?VApr)\ Vi Vap +£€V)\prP . (D6)
in)\ €p 'I:VpP

Equation resembles Eq. (60 of the main text, but it seemingly depends on the unphysical gauge parameter,
k. We now show that all contributions o x actually cancel out exactly in Eq. , so that this expression is gauge-
invariant. Note that, whereas independence of the exact generating functional Z[J] on k follows directly from the
series of transformations 7 the statement that x-dependence is lost at the leading order of 1/N} expansion is

non-trivial and requires justification. Provided that the determinant of the Jacobian det fi;\p # 0, the inverse of e
on the right-hand-side of Eq. exists and may be evaluated using the block-matrix inverse formula?? as

2 z = -1 -
Vaa + I?V)\pvp)\ iVxp _ 9 N A_ZVAP; (D7)
Vs 0 Vs, Vi VnVl e



25

START
(define model & symmetries)

Symbolically analyze the model
(irreducible blocks, etc.)

Generate optimized code,
compile & <
load as dynamic library

Optimized Horner scheme for
diagrammatic terms <
via Monte-Carlo tree search

Update saddle-point |_ _ | Calculate  |_________
parameters O(1) corrections .
no
no :
Y€S | Evaluate correlated
2 NG 2
Converged? susceptibilities Converged?

FIG. 7. A simplified flowchart of VWF+1/A; approach to order O(1). Pink ellipses are entry-point and end-point of the
algorithm and orange blocks represent preparation stage. The light-blue decision tree on the bottom-left represents the self-
consistent diagrammatic VWF solution (cf. Sec. , light-green block represent evaluation of dynamical corrections in the
correlated state. The results, presented in this paper, have been obtained following blue lines. Red dashed lines reflect the O(1)
contributions to thermodynamics and are yet to be implemented, which will allow to study the impact of collective-modes on
static quantities (cf. discussion of Sec. .

where we have already taken €, — 01 limit. By working out the structure of Eq. (D6) using Eq. (D7) it becomes
apparent that all the terms proportional to x cancel out, and Eq. is equivalent Eq. (60) if the fields and matrices
are rotated-back to the complex representations with the use of transformation I" (see Appendix . This concludes

the derivation of the scattering matrix.
Appendix E: Computational aspects

In this Appendix we discuss selected computational as-
pects, involved in VWF+1/N} calculations. In Fig. m a
simplified flowchart of VWF+1/A; implementation to
the order O(1), is shown. Pink ellipses are entry-point
and end-point of the algorithm. The orange blocks rep-
resent preparation stage. First, symbolic analysis of the
Hamiltonian and the corresponding action is per-
formed. In the second step, the diagrammatic expres-
sions for both VWF+1/N} action and auxiliary objects
[e.g. the effective Hamiltonian, given by Eq. ] are
simplified by means of the stochastic Monte-Carlo tree
search algorithm (MCTS). In our workflow, we have used
an external FORM symbolic manipulation program®® to
find optimized Horner schemes for diagrammatic sums.
Finally, those expressions are compiled and loaded as dy-
namic libraries, which provides a significant performance
boost.

The decision tree on the bottom-left of Fig. [7] (light-
blue color) represents the diagrammatic variational cal-
culation, where the correlated large-Ny equations (48))-
(52) are solved in a self-consistent manner. This is exe-
cuted by means of an iterative procedure involving diag-
onalization of the effective Hamiltonian , evaluating
line fields, and solving Egs. — with respect to vari-
ational parameters, A, and Lagrange multipliers, p. For
the on-site Gutzwiller correlator, this segment is equiv-

alent to DE-GWF® (if diagrammatic sums are solved
in real-space) or k-DE-GWF3? method (if calculations
are carried out in k-space by Monte-Carlo integration).
The details of this part of the algorithm are presented
elsewhere B759

The consecutive segment, composed of light-green
blocks, is concerned with incorporating collective excita-
tions around the correlated ground state. This is imple-
mented by evaluating the Gaussian-fluctuation action of
Eq. , as described in detail in Sec. In the present
contribution, we have restricted ourselves to discussion of
dynamic spin- and charge- susceptibilities, starting from
the variational state. Those steps are marked in Fig. [7]
by blue lines. Evaluation of the O(1) terms, present in
Eq. , as well as Trlog terms that arise from Gaus-
sian integration, should be the undertaken in a separate
study. Incorporating those O(1) corrections will gener-
ate the second self-consistent loop (dashed red arrows in
Fig. . Implementation of this part should allow us to
study multi-paramagnon effects on static thermodynamic
properties.

Appendix F: Stability of the paramagnetic state
against fluctuations

In this Appendix, we discuss the stability of
SGA,,+1/Ny paramagnetic state against both charge-
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FIG. 8. Stability analysis of the paramagnetic state for the case of zero next-nearest hopping. The panels show calculated
SGA,,+1/N; static spin [panels (a)-(f)] and charge [panels (g)-(1)] susceptibility (x%(k,w = 0) and x.(k,w = 0), respectively)
for the Hubbard model with the same parameters as those used to generate Fig. 4] i.e., t < 0, ¢' = 0, U = 8|¢|, lattice size
500 x 500, and doping levels 6 = 0,0.2, and 0.4. The temperature has been set to kg7 = 0.35|¢| for § = 0, and kgT = 0.333|¢
for § = 0.2 and § = 0.4. Hole doping levels are provided inside the panels.
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FIG. 9. Stability analysis of the paramagnetic state for the case of non-zero next-nearest hopping. The panels show calculated
SGA,+1/N; static spin [panels (a)-(f)] and charge [panels (g)-(1)] susceptibility (x%(k,w = 0) and x.(k,w = 0), respectively)
for the Hubbard model with the same parameters as those used to generate Fig. [3] i.e., ¢ < 0, t' = 0.3|t], U = 8|t|, lattice size
300 x 300, and hole doping 6 = 0,0.15, and 0.4. The temperature has been set to kT = 0.35]¢| for 6 = 0 and to kT = 0.333|t|
otherwise. Hole doping levels are marked inside the panes.

and spin excitations for the model parameters employed static response is finite for all panels. This indicates local
in Sec. and In Fig. 8] we show static spin [panels (a- stability of the paramagnetic phase against small pertur-
f)] and charge [panels (g-1)] susceptibility (x%(k,w = 0)  bations with spatial modulation along high-symmetry di-
and x.(k,w = 0), respectively) for the model parame-  rections. The charge susceptibility is strongly suppressed
ters, doping levels, and temperatures the same as those at half-filling and grows in magnitude with doping. It
used to generate Fig. [3] As is apparent from Fig. [9] the suggests that charge degrees of freedom are, to a degree,
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FIG. 10. Calculated static spin susceptibility at the M point
for the Hubbard model (¢t < 0, ¢ = 0.3|¢t|, kT = 0.35|¢|, hole
doping § = 0.2, and lattice 300 x 300) as a function of the on-
site Coulomb repulsion U. Blue and yellow point correspond
to SGAx, +1/Ny and LDy, +1/N}, respectively. Lines are
guides to the eye. The maximum is located in the regime of
metal-insulator transition U ~ 8|t|.

quenched at § = 0. The spin susceptibility exhibits an
opposite tendency with a substantial enhancement near
the antiferromagnetic M point at § = 0. An analogous
analysis for the particle-hole symmetric Hubbard model
for the parameters equivalent to those employed for Fig.
in the main text, is summarized in Fig. Local sta-
bility against spin and charge excitations is apparent.
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We point out that a comprehensive analysis of magnetic-
only instabilities in the Hubbard model within random-
phase approximation and slave-boson technique was car-
ried out previously 1102 revealing variety of incommen-
surate ordering both at hole- and electron-doping sides.
In the present study we have selected high temperatures
to stay clear of those orderings. Lowering temperature
to kpT = 0.333 at 6 = 0 results in a divergence of spin
susceptibility around M point in both considered situa-
tions.

In Fig. [I0] we show the calculated dependence of the
static spin susceptibility on the on-site Coulomb repul-
sion, U, for the Hubbard model. We plot only the data
for the point M as the representative one in the context of
magnetic instability. Model parameters are the same pa-
rameters as those employed to generate Fig.[6] Blue- and
yellow points represent SGA ), +1/Ny and LDy, +1/Ny
calculation, respectively. We have found, that the respec-
tive SGA,+1/N; and LD,+1/N; schemes (not shown
in Fig. yield the same values of the spin response for
considered parameter set, yet minor differences between
them appear in charge susceptibility channel. It is ap-
parent that the susceptibility initially increases with U,
whereas opposite behavior is seen above the crossover
scale U ~ 8|t| of the order of bare bandwidth. The
paramagnetic is thus locally stable against antiferromag-
netic [q = (7, 7)] spin fluctuations from weak- to strong
coupling. Interestingly, the LD, ,+1 /N yields system-
atically larger magnitude of static susceptibility than
SGA\, +1/Ny truncation. This suggests that higher-
order local correlations, captured by the diagrammatic
contributions in local diagrammatic scheme, are non-
negligible in the context of static quantities.
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