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The electronic structure of the enigmatic iron-based superconductor FeSe has puzzled researchers
since spectroscopic probes failed to observe the expected electron pocket at the Y point in the
1-Fe Brillouin zone. It has been speculated that this pocket, essential for an understanding of the
superconducting state, is either absent or incoherent. Here, we perform a theoretical study of the
preferred nematic order originating from nearest-neighbor Coulomb interactions in an electronic
model relevant for FeSe. We find that at low temperatures the dominating nematic components
are of inter-orbital dxz − dxy and dyz − dxy character, with spontaneously broken amplitudes for
these two components. This inter-orbital nematic order naturally leads to distinct hybridization
gaps at the X and Y points of the 1-Fe Brillouin zone, and may thereby produce highly anisotropic
Fermi surfaces with only a single electron pocket at one of these momentum-space locations. The
associated superconducting gap structure obtained with the generated low-energy electronic band
structure from spin-fluctuation mediated pairing agrees well with that measured experimentally.
Finally, from a comparison of the computed spin susceptibility to available neutron scattering data,
we discuss the necessity of additional self-energy effects, and explore the role of orbital-dependent
quasiparticle weights as a minimal means to include them.

I. INTRODUCTION

The research of electronic properties of iron-based su-
perconductors has proven to be a rich field that chal-
lenges our understanding of correlated multi-band sys-
tems. In this respect, particularly the superconducting
iron-chalcogenides, FeSe and doped FeTe, have attracted
considerable attention due to their unusual low-energy
electronic states[1–3]. FeSe enters an orthorhombic phase
near Tn ∼ 90 K without concomitant static magnetic
order at lower temperatures, unlike most of the iron-
pnictide superconductors. There is strong evidence that
the rotational symmetry breaking at Tn is driven by the
electronic degrees of freedom, and thus constitutes a rare
example of electronic nematicity[4]. In particular, the
spectrum of low-energy spin excitations, thought to drive
electron pairing, is extremely anisotropic in untwinned
crystals[5]. The superconducting phase sets in around
Tc ∼ 9 K and is therefore generated from an instability
of the nematic “normal” state. Thus, it is not surprising
that the superconducting properties also break rotational
symmetry, as is indeed observed experimentally[6]. How-
ever, the origins of the extreme normal state nematicity,
as well as the reasons for the absence of magnetism at
ambient pressure, are still being debated[1–3].

The very high level of rotational anisotropy is evi-
dent, e.g., from theoretical modelling of experimental
data measured at low temperatures in FeSe[3]. Quite
generally, the anisotropy inherent to standard electronic
bands in the orthorhombic state, is not enough to
explain the much more extreme anisotropy observed
experimentally[5–10]. Thus, various interaction-driven
feedback effects have been proposed that enhance the
symmetry breaking[6, 11–13]. In this respect, several
works have argued for orbital-dependent quasiparticle

weights Zα and shown how this effect may reconcile sev-
eral experimental probes with simple models[6, 9, 11, 14–
17]. The existence of orbital-dependent Zα has been
explored extensively within dynamical mean-field the-
ory (DMFT) and related methods, and arise naturally
in multi-orbital systems with different degrees of orbital
contributions to the Fermi level electronic states[14, 18–
22]. For the specific case of FeSe, it was shown that
Zxy must be strongly reduced from 1, but additionally
that a large quasiparticle weight anisotropy of Zxz/Zyz ∼
0.2 − 0.3 was necessary in order to obtain agreement
with experiments[6, 9, 23] within this approach. The
origin of this rather small ratio remains unsettled, but
may be related to strong feedback effects on the elec-
tronic states close to a stripe magnetic quantum critical
point. One of the important implications of these ex-
tracted values for the orbital weights Zα was that the
electron pocket at Y should be nearly completely inco-
herent, and thus difficult to observe with spectroscopic
probes; indeed, no conclusive observation of this pocket
has been reported by either angular-resolved photoemis-
sion spectroscopy (ARPES)[24–26] or scanning tunneling
microscopy (STM)[9].

Subsequently, however, laser ARPES studies reported
significant dyz content on the Γ-centered hole pocket, as
well as a strong dxz component apparently inconsistent
with the extreme “orbitally selective” scenario[27]. Fur-
thermore, very recent synchrotron ARPES measurements
on detwinned FeSe have proposed that the Y pocket may
be lifted entirely from the Fermi surface rather than un-
observable due to incoherence[28, 29]. The explanation
of the unusual spectroscopic observations of this pocket
is therefore important not only to obtain the correct low-
energy electronic band structure relevant for (detwinned)
nematic FeSe, but also to ultimately understand the ori-
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gin of the strong electronic nematicity in FeSe.

Of course, any theoretical approach for explaining the
large electronic anisotropy of FeSe relies on having a rea-
sonable starting point for inclusion of interactions in the
band structure. It was initially proposed, based on com-
parison to ARPES data available at the time, that FeSe
features nematicity in the dxz and dyz intra-orbital chan-
nels with form factors transforming as the irreducible
representations (IRs) A1g and B1g of the given point
group[30–37]. More recently, however, several works
have advocated for the relevance of (intra-orbital) ne-
maticity involving also the dxy orbitals[38–43]. Until re-
cently, first principles approaches were unable to stabi-
lize a nematic ground state without concomitant stripe
magnetism. However a recent density functional theory
DFT+U exploration of the energy landscape found a low-
est energy nematic state transforming according to the
Eu irreducible representation of the D4h point group, con-
taining significant inter-orbital nematic components[44].
This form of nematicity, which breaks also inversion sym-
metry, was shown to produce Fermi surfaces containing
only a single electron pocket[44]. Whether this approach
has material-specific predictive power is still an open
question[45], however, and in any case it remains impor-
tant to identify the cause of nematic ordering using more
transparent model-based methods.

These recent developments raise a number of impor-
tant questions related to the low-energy band struc-
ture and the associated superconducting gap structure
of FeSe. For example, what underlying physical inter-
actions naturally produce nematic order that generate
single-electron-pocket bands[43, 44], and what are the
consequences of this low-energy band structure for our
broader understanding of this fascinating material?

Here, motivated by several earlier theoretical stud-
ies of the effects of longer-range Coulomb interac-
tions V on band structure renormalizations of iron-
based superconductors[38, 46–48], we explore the ne-
matic phase spontaneously generated by V . Ref. 38
originally investigated these effects for FeSe, and addi-
tionally found a dominant intra-orbital d-wave bond ne-
matic order arising from nearest neighbor Coulomb re-
pulsion. These results are, however, inconsistent with
the current ARPES description of the FeSe Fermi sur-
face and deserve to be re-examined. To this end, we
have begun with the canonical DFT calculation of the
FeSe band structure in the tetragonal phase[49], and in-
troduced nematic order driven by longer-range Coulomb
interactions systematically. We find that, in addition
to the generation of small electron and hole pockets by
V , it generates inter-orbital nematicity between dyz and
dxy, and dxz and dxy states in a large region of param-
eter space at low temperatures. This form of nematic
order is distinct from those discussed previously in the
literature[38, 42–44]. The inter-orbital nematic order
components hybridize the low-energy bands near X and
Y , respectively, and thereby allow, depending on their
amplitudes, for the lifting of one of the electron pock-

ets. We explore this “V -scenario” for nematicity and
Fermi surface anisotropy, and demonstrate how it nat-
urally generates Fermi surfaces containing only a single
electron pocket. We next discuss the comparison of the
spin excitations obtained using this renormalized band
structure with the highly anisotropic spectrum reported
in the experimental literature[5]. Finally, we compute
the resulting momentum-dependent superconducting gap
structure, and discuss implications for other experimen-
tal probes of FeSe.

II. MODEL AND METHOD

In order to explore how the electronic structure of FeSe
is affected by longer-range Coulomb interactions, specifi-
cally nearest-neighbor (NN) density interactions, we ap-
ply the following many-body Hamiltonian

H =Hkin +Hsoc +Hint

=−
∑
i j

∑
µν

∑
σ

c †iµσ
(
tµνij + µ0δijδµν

)
cjνσ

+ λSOC

∑
i

∑
µν

∑
σσ′

c†iµσ L
µν · Sσσ

′
ciνσ′

+
V

2

∑
〈i,j〉

∑
µν

∑
σσ′

niµσnjνσ′ ,

(1)

where 〈i, j〉 indicates the set of NN sites. Here, the oper-

ator ciµσ annihilates an electron in orbital dµ with spin
projection σ at lattice site Ri, and niµσ represents the
density operator. The kinetic part of the Hamiltonian[49]
Hkin contains the hopping matrix elements and the chem-
ical potential µ0, Hsoc includes the atomic spin-orbit cou-
pling (SOC) with strength λSOC, and Hint describes the
repulsive NN density interaction. For all results pre-
sented in the present work, we adjust µ0 to keep a fixed
electron filling of 〈n〉 = 6.0. Note that for simplicity we
completely discard the usual onsite Hubbard Coulomb
repulsion HU in the model. As is well-known such in-
teractions can lead to important band renormalization,
magnetism, and nematicity[3, 4, 50–52], none of which
lift the Y electron pocket. Here, we assume that HU

merely renormalizes the DFT band structure, though we
do not include such effects explicitly, and explore the ne-
matic instability generated solely from Hint containing
only NN Coulomb repulsion.

The symmetry properties of FeSe, and thereby H, are
governed by the non-symmorphic space group P4/nmm,
which consists of eight point group elements {g | (0, 0, 0)}
for g ∈ D2d, and {gI | (1/2, 1/2, 0)} with I denoting in-
version. In order for the above to constitute a closed
group, the product of space group elements is defined
modulo integer lattice translations [53]. For both ana-
lytical tractability and numerical simplicity we perform
our study in the 1-Fe unit cell, for which the space group
P4/nmm is lowered to the symmorphic subgroup D2d.
Although one thereby lacks certain symmetry elements
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of the original system, it is still possible to capture the
violation of rotational symmetry and the emergence of
nematic order. In particular, we need to focus only on
the generators of the D2d group g = {E, S4, C2, C

′
2, σd},

and the associated five IRs Γ = {A1, A2, B1, B2, E}.
Here, the generator S4 refers to the combined operation
of C4σxy.

We incorporate the effects of NN Coulomb interactions
by performing a Hartree-Fock mean-field (MF) decou-
pling of Hint, and introduce the following homogeneous
bond-order fields in wave-vector space [38, 46]

Nµν
kσ = − 2

N
∑
k′

fA1

k−k′〈c
†
k′νσck′µσ〉, (2)

with N being the number of lattice sites, and fA1

k being
the form factor of the interaction, which transforms as
the IR A1. Specifically for the nearest-neighbor interac-
tion studied here fA1

k ∝
∑

d cos(kd ad), where d labels
the set of primitive lattice vectors, and ad is the lattice
constant in the d-direction. Note that in the decoupling
of Hint, the Hartree terms contribute only to a constant
energy shift, which can be readily absorbed in the chem-
ical potential µ0 7→ µ0 − 4V

∑
k′µσ〈nk′µσ〉/N .

Upon reaching the nematic transition temperature Tn,
the system will spontaneously violate S4 symmetry, and
we therefore seek to split the bond order fields into S4

symmetry-preserving and symmetry-breaking terms, in
order to identify the origin of nematicity driven by NN
interactions. The symmetry-preserving terms, denoted
by Nµν

kσ,br, will in general lead to band renormalizing (br)
terms, and is obtained by averaging over the four cycles
of S4

Nµν
kσ,br =

1

4

3∑
`=0

∑
µ′ν′

[
D(S`4)

]µµ′
Nµ′ν′

S−`
4 kσ

[
D†(S`4)

]ν′ν
, (3)

where D(S`4) is the representation of S`4 in orbital space.
As a consequence of SOC, one should in general also per-
form the S4 averaging in spin space. However, by ex-
ploiting that the fields Nµν

kσ are diagonal in spin space
and the fact that the action of S4 is equivalent to a π/2-
rotation about the spin z-axis, we find that S4 leaves
the spin projection σ of Nµν

kσ invariant. Momentum de-
pendent band renormalizing terms, such as Nµν

kσ,br, have
been previously put forward as potential candidates for
explaining the band structure renormalizations of iron-
pnictides and iron-chalcogenides[38, 46, 51].

Here, the main focus is on the S4 symmetry breaking
(sb) terms leading to nematic order, which are simply the
remainder of the total field Nµν

kσ,sb = Nµν
kσ−N

µν
kσ,br. In or-

der to extract the form factors entering in the symmetry-
preserving and symmetry-breaking fields, we perform the
following projection onto the normalized lattice versions
of the basis functions fγk belonging to the group D2d

Nµν
kσ,br/sb =

∑
γ

fγkN
µν
γσ,br/sb. (4)

FIG. 1. Orbitally resolved Fermi surfaces (FSs) and band
structures in the absence (a),(c) and presence (b),(d) of NN
interaction effects. The latter were obtained with V = 0.45 eV
and α = 2.8. The band was adopted from Ref. [49], with
kz = 0 and SOC coupling in the spin z-direction, λSOC =
30 meV. In (d) we clearly see the band shifts and gap openings
discussed in the main text, resulting in the highly anisotropic
FS displayed in panel (b). All figures were obtained with
kBT = 1 meV and kB ≡ 1.

As a consequence of the NN interaction, the sum over
γ is restricted to include only the lowest order lattice
harmonics, i.e. only linear combinations of cos(kdad) and
sin(kdad) enter in fγk , while a longer-ranging interaction
in general allows for higher order terms. Thus, we arrive
at the following MF decoupled interaction

HMF
int = V

∑
k,γ

∑
µν

∑
σ

c †kµσf
γ
k

(
Nµν
γσ,br + αNµν

γσ,sb

)
ckνσ.

(5)

Note that we here introduced the enhancement factor
α, since the interaction strength V in the symmetry-
preserving and symmetry-breaking channels in general
will be different, since the fields belong to different IRs
of the point group, and can potentially lead to distinct
couplings in a renormalization group procedure. Thus we
allow α 6= 0 throughout, similar to earlier works[38, 46].

Lastly, in App. A we elaborate further on the construc-
tion of Nµν

γσ,br/sb, display their explicit matrix structure,
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and list the basis functions fγk used in the upcoming sec-
tions.

III. RESULTS

Equipped with the above model Hamiltonian and sym-
metry considerations, we are now able to calculate the
bond order fields Nµν

γσ,br/sb self-consistently for a fixed

electron filling 〈n〉 = 6.0, (for details see App. A). In our
calculations we adopt the kinetic Hamiltonian for FeSe
given in Ref. [49], after including SOC in the spin z-
direction of bare strength λSOC = 30 meV. However, the
exact value of SOC is not qualitatively important for the
emergence of inter-orbital nematic components and the
concomitant disappearance of one of the electron pock-
ets, as found further below. However, SOC is important,
within the current model, for the FS to contain only a
single hole pocket at Γ. Due to weak inter-layer coupling
in the c direction, we restrict our study to the quasi-2D
lattice of a single layer of Fe and Se atoms. The re-
sulting orbitally-resolved Fermi surface (FS) and band
structure in the absence of NN interactions are displayed
in Fig. 1(a) and 1(c), respectively.

The effects of NN interactions, captured by the terms
entering in Eq. (5), give rise to the two aforementioned
effects, namely band renormalization and S4 symme-
try breaking. Let us momentarily discuss the former,
Nµν
γσ,br, by focusing on the low-energy t2g orbitals. For

this case, the fields lead to the following two effects: i)
collective down-shift of the hole pockets at Γ and M ,
and ii) up-shift of the Dirac points at X and Y . The
down-shift of the hole pockets is readily attributed to
the self-consistent fields in Fig. 2(a), which couple to the
form factor f s

k = cos kx + cos ky. Specifically the fields
Nxz xz

sσ,br = Nyz yz
sσ,br = −0.22 lead to a down-shift of dxz,dyz-

dominated bands at Γ, while Nxy xy
sσ,br = 0.24 ensures the

down-shift of dxy-dominated bands at M . The latter oc-
curs since the form factor has a relative sign on the two
pockets f s

Γ = −f s
M . Additionally we note that the effects

of the s-wave fields on the electron pockets are minimal
since f s

X = f s
Y = 0.

By contrast to the above, the fields presented in
Fig. 2(b) are dominant at the X and Y points due to
the d-wave form factor f d

k = cos kx − cos ky. In fact,
the field Nxz xz

dσ,br = 0.09 (Nyz yz
dσ,br = −0.09) shifts dxz(dyz)-

dominated bands at Y (X), pushing the Dirac points up
closer to the Fermi level. Similar to the s-wave fields,
also here the symmetry of the form factor, f d

X = −f d
Y ,

compensates the relative sign between the two fields
Nxz xz

dσ,br/N
yz yz
dσ,br = −1. Furthermore, we point out that

the electron pockets acquire a peanut-like shape for ap-
propriate values of V , since the fields Nµν

dσ,br do not affect

the dxy orbitals. Lastly note that the down- (up-) shift
of the hole pockets (Dirac points) leads to smaller Γ and
M (X and Y ) pockets. In fact, it was previously shown
that Nµν

kσ,br can completely remove the M pocket in FeSe,

FIG. 2. Band renormalizing (br) and S4 symmetry breaking
(sb) bond-order fields Nµν

γσ,br/sb, calculated self-consistently

for the parameters and temperature used in Fig. 1(b) and
(d), and fixed electron filling 〈n〉 = 6.0, see App. A for further
details. The fields in (a),(c) couple to the form factor f s

k =
cos kx + cos ky, while the ones displayed in (b),(d) couple to
f d
k = cos kx − cos ky. The values of all matrix elements have

for clarity been rounded to the second decimal place. For
brevity we only display γ = {s, d}, but additional plots of
the remaining fields can be found in App. A.

while for LiFeAs it was the Γ pockets which were pushed
away from the Fermi level [51].

Turning our attention to the symmetry breaking fields,
Nµν
γσ,sb, we find that only fields that are coupled to the d-

wave form factor play an essential role, see Fig. 2(c) and
2(d). By applying the same logic as for the band renor-
malizing terms, we observe that the field Nxz xz

dσ,sb (Nyz yz
dσ,sb)

leads to an up- (down-) shift of dxz(dyz)-dominated
bands at Y (X). While this effect appears similar to
the one encountered for Nµν

dσ,br, we stress that here the
Dirac points are shifted in opposite directions due to the
violation of S4-symmetry. This reduction in symmetry
also allows for anisotropic inter-orbital dxz − dxy and
dyz − dxy hybridization terms, namely αNxz xy

dσ,sb ≈ 0.10

and a vanishing coupling αNyz xy
dσ,sb . It is in fact these par-

ticular couplings which lead to the distinct hybridization
gaps at X and Y evident from Fig. 1(d), and they will,
in synergy with all the effects discussed above, result in
the highly anisotropic FS shown in Fig. 1(b), featuring
only a single electron pocket at the X point. Thus, as
a function of temperature, a Lifshitz transition necessar-
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ily takes place such that a shrinking Y -pocket eventually
disappears at a certain temperature below Tn. A de-
tailed discussion of the experimental evidence for such a
temperature-induced Lifshitz transition can be found in
Ref. 43.

To gain deeper insight into the emergent nematic or-
der, we now proceed and study more carefully the IRs of
Nµν

kσ,br/sb. By construction, the S4 symmetry preserving

fields can only consist of terms transforming as A1 and
A2, and, in fact, we find through our self-consistent cal-
culations that only A1 terms are non-zero in Nµν

kσ,br, see
App. B for further details.

In contrast, Nµν
kσ,sb can contain terms transforming as

the remaining three IRs of the group, i.e. B1, B2 and
E, allowing for the nematic order to arise in any of these
three channels. As we explicitly show in App. B, we
find non-zero S4 symmetry breaking terms belonging to
two distinct IRs, namely B1 and E. This implies that
the system undergoes two consecutive phase transitions
upon lowering of the temperature. In order to quantify
this, we focus on the t2g orbitals, and define the following
leading order parameters

NB1
= (Nxz xz

dσ,sb +Nxz xz
dσ̄,sb +Nyz yz

dσ,sb +Nyz yz
dσ̄,sb)/4,

NE =
(

[Nxz xy
dσ,sb +Nxz xy

dσ̄,sb ]/2, [Nyz xy
dσ,sb +Nyz xy

dσ̄,sb ]/2
)

≡ (NEx
, NEy

),

(6)

where σ̄ is the opposite spin projection of σ. For details
see App. B. In Fig. 3 we show the values of these or-
der parameters for various temperatures, and indeed find
that NB1

becomes non-zero at Tn, while only the single
component NEx

condenses at lower temperatures T ′n. An
intra-orbital nematic order thus arises at Tn, lowering the
point group symmetry from D2d to D2, and leads to the
up- (down-) shift of dxz(dyz)-dominated bands at Y (X)
discussed in the previous paragraph. The second tran-
sition at T ′n further reduces the point group to C2 and
allows for anisotropic inter-orbital dxz − dxy or dyz − dxy
hybridization terms, i.e. the effects ultimately leading to
the highly anisotropic FS, shown in Fig. 1(b).

FIG. 3. Leading order parameters NB1 and NE versus tem-
perature. The system becomes nematic at Tn, and displays a
second phase transition at T ′n. For the latter, NEx becomes
non-zero, allowing for hybridization terms at Y . In this figure,
we used the same parameters as in Figs. 1 and 2.

We stress that the effects of the eg orbitals and re-
maining fields Nµν

γσ,br/sb not displayed in Fig. 2, are all

incorporated in our calculations, but do not lead to qual-
itative changes of the low-energy band structure and FS,
and are therefore not explicitly mentioned in the above
discussion. For a complete overview of all fields Nµν

γσ,br/sb,

see App. A. Furthermore, we note that the final nematic
band structure, as seen e.g. in Fig. 1(d), obviously de-
pends on the starting point, i.e. the tetragonal DFT band
structure. Thus, the final quantitative energy scales, i.e.
the hybridization gap at Y and the required amplitudes
of V and α for generating a FS similar to that shown
in Fig. 1(b), depend on the initial bare band structure.
Lastly, we note that the purely intra-orbital nematic or-
der generated from NN Coulomb repulsion found ear-
lier [38, 46], can be reproduced here when applying the
same band structure as in Ref. 38. We have not located
the exact band property that leads to the additional
inter-orbital nematic fields from the DFT bulk FeSe band
model used in the current study[49], but note that the
solution presented in Fig. 1 is quite generic at low tem-
peratures and exists for a wide parameter range.

The low-energy electronic structure established above
has important consequences for spin excitations that
should be compared with experiments. In this respect,
a series of inelastic neutron scattering experiments[5, 54,
55] have established a remarkable set of magnetic phe-
nomena in FeSe. At low temperatures in the nematic
phase, but high energies ∼ 100 meV, strong (π, π) (Néel)
fluctuations dominate the spectrum, with weaker but still
prominent (π, 0) and (0, π) (stripe-like) fluctuations. As
the energy is lowered to a few tens of meV, a spin gap de-
velops in the (π, π) spectrum, but (π, 0) spin fluctuations
strengthen. Notably, the only measurement of detwinned
FeSe crystal finds that at low energies the intensity of
the (0, π) fluctuations essentially vanishes[5]. This ex-
traordinary result should emerge from a proper theory of
low energy spin and orbital degrees of freedom. We show
now that, counter-intuitively, the current proposal for
low-energy nematic electronic structure is not sufficient
to explain the above-mentioned magnetic properties, and
requires the additional physics of orbital selective corre-
lations.

In Fig. 4(a), we first illustrate the bare magnetic sus-
ceptibility Reχ0(q, ω = 0), together with the enhanced
susceptibility obtained in the random phase approxima-
tion χRPA. The spectrum is clearly dominated by in-
tense (π, π) fluctuations arising from scattering between
the dxy states, which are not observed in experiment.
Furthermore, (π, 0) and (0, π) states are nearly degen-
erate, in contradiction to the results of Ref. 5. Note
that these issues are also common to conventional spin-
fluctuation theories of FeSe including a Y pocket[23, 56],
or other novel schemes to lift the Y pocket[43] via ne-
matic order. In Ref. 23, it was proposed that they could
be resolved by assuming orbitally selective incoherence
of dxy, dxz, and dyz states, such as should take place ac-
cording to previous theory[22] and as observed in some
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(0,0) ( ,0) ( , ) (0, ) (0,0) (0,0) ( ,0) ( , ) (0, ) (0,0)(0,0) ( ,0) ( , ) (0, ) (0,0)

FIG. 4. (a) Spin susceptibility as calculated from our model including the nematic order induced by nearest-neighbor Coulomb
interactions, but using a fully coherent electronic structure, Zα = 1, U = 0.805 eV, J/U = 1/6. (b) Spin susceptibility as
obtained from a weakly correlated system by assuming orbitally selective quasiparticle weights[15] (dark red curve) (U = 3.1 eV)
and successively decreasing the quasiparticle weight for the dxy orbital to almost negligible quasiparticle contribution (yellow,
U = 3.65 eV). (c) Moderate correlation with a small Zxy = 0.27, but additionally splitting the quasiparticle weights between
the dxz and dyz orbitals yields a strongly anisotropic susceptibility with no visible peak at (0, π) starting from Zyz/Zxz ≈ 1.3
(U decreased slightly to not cross the magnetic instability).

experiments[20]. With a phenomenological insertion of
orbitally dependent quasiparticle weights Zα, with α an
orbital index, Kreisel et al.[23] could fit inelastic neu-
tron data on FeSe using very strong suppression of dxy
weights and somewhat smaller suppression of dxz and dyz
weights, assuming also a large ratio of at least 1.7 for the
ratio Zyz/Zxz.

We therefore explore how orbital incoherence could im-
prove the agreement of the susceptibility calculated from
the current highly nematic electronic structure with ex-
periment. In Fig. 4(b), we present the results for weak
correlations, and the evolution of the susceptibility as
correlations are enhanced by a substantial suppression of
the dxy quasiparticle weight (see Appendix C for a brief
discussion of the Ansatz of Kreisel et al.[23]). As antici-
pated from the contribution of the orbitally resolved sus-
ceptibility of the dxy orbital (see Fig. 4(a)), with reduc-
tion of Zxy comes the suppression of the Néel peak and
concomitant moderate enhancement of the (π, 0) stripe
peak. On the other hand the (π, 0)/(0, π) anisotropy is
still much weaker than that reported in Ref. 5. In Fig.
4(c), we therefore show the effect of additionally increas-
ing the Zyz/Zxz anisotropy. It is easy to see that much
larger (π, 0)/(0, π) anisotropies are obtained in this case,
but also that substantially smaller quasiparticle weight
ratios, of order ∼ 1.3, are required compared to Ref. 23,
due to the effect of inter-orbital nematic order introduced
here.

On the other hand, these various hypothetical renor-
malizations do not lead to substantial changes in the gap
structure obtained for FeSe within the corresponding spin
fluctuation pairing theory. This is simply because in a
multiband system even at ω = 0 contributions to χ(q)
arise from states tens or even hundreds of meV from the
Fermi level[57]. By contrast, Fermi surface states deter-
mine the anisotropy of the effective pairing interaction
completely. This effect can be seen easily in Fig. 5,
where we plot the leading eigenvector of the linearized
gap equation (see Appendix C) for the same three cases
described in Fig. 4. The overall structure of the gaps and

the density of states are seen to be virtually identical.

IV. DISCUSSION AND CONCLUSIONS

In this work we have pursued a scenario where ne-
maticity originates entirely from NN Coulomb repul-
sion, even though it is well-known that onsite inter-
actions alone may also drive a nematic instability as
a precursor to stripe magnetism[4]. Interestingly, or-
bitally resolved studies within the spin-nematic onsite
interaction-only scenario, do find sizable inter-orbital ne-
matic susceptibilities[58]. Such studies, however, have
only been performed in the tetragonal paramagnetic
phase, and it remains to be seen whether spontaneous
breaking in the inter-orbital channel, similar to the cur-
rent proposal, can also arise from higher order processes
solely from onsite interactions. However, the absence of
magnetism in FeSe and the overall agreement of the here-
presented results to the experimental facts, raises the
question of whether indeed NN-repulsion is the generator
of nematicity for FeSe. From cRPA[59] and DMFT[60]
calculations it is known that interactions are generally
larger in FeSe than any of the other iron-based super-
conducting systems, presumably because a lack of inter-
vening spacer layers reduces the screening. Onsite in-
teractions U , J are known to lead to band renormaliza-
tions, in particular Fermi surface pocket shrinkage[47, 48]
and orbital-dependent band narrowing. It is tempting to
speculate that this, in turn, effectively enhances the im-
portance of the unusually large V in FeSe, thereby boost-
ing instabilities driven by this channel.

Recently, another theoretical study investigated the
possibility of nematic order lifting one of the electron
pockets (above the Fermi level) in FeSe[43]. In agree-
ment with the present work, a Lifshitz transition nec-
essarily takes place as a function of temperature, and
a superconducting gap structure consistent with exper-
iments follows directly from the resulting FS with the
missing Y -pocket. A main differences between Ref. 43
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FIG. 5. (a) Superconducting gap symmetry function g(k) as calculated from a fully coherent electronic structure showing the
strongly anisotropic gap on the two pockets. The expected spectrum shows nodal features and the eigenvalue λ is sizeable but
small. (b) g(k) calculated from a electronic structure with very incoherent dxy orbital; almost no effect is visible except that
the eigenvalue can be larger since the relative contribution of the (π, 0) scattering is higher. (c) Same quantity, but calculated
including a moderately correlated dxy orbital and a nematic splitting of the quasiparticle weights in the dyz and dxz orbitals,
yielding an order parameter with a tiny true gap, in contrast to nodes in (a) and (b).

and the current approach is the nature of the nematic
order; whereas Rhodes et al.[43] begin with a phenomeno-
logical k · p expansion around Γ, X and Y , and explore
the role of a large intra-orbital B1g dxy-nematic order
parameter imposed by “hand” on the band structure,
together with additional onsite Hartree shifts to this or-
bital, we have started from a nearest-neighbor Coulomb
interaction, and shown that (self-consistently generated)
inter-orbital dxy − dxz/yz nematic components lift the
Y -pocket. Thus, while a B1g intra-orbital dxy nematic
component is also present in our approach as seen from
Fig. 2(d), the most important nematic components for
generating a FS containing no electron Y -pocket are the
distinct inter-orbital components.

As mentioned in the “Results” section, the nematic
lowest-temperature phase advocated in this work, resides
in the C2 (monoclinic) group, containing only a C2 rota-
tion around the x-axis as the remaining symmetry oper-
ation. This constitutes a clear prediction within the cur-
rent scenario; the electronic sector should exhibit a dou-
ble transition as the temperature is lowered. We are not
aware of such evidence, e.g. from specific heat data[61–
63], which may be because of the very small electronic
entropy change at the second transition, or simply be-
cause the two transitions are accidentally close (in tem-
perature) (see App. B for more details) in FeSe. In
addition, if the nematic order couples strongly enough
to the atomic lattice, such symmetry lowering could be
tested by experiments sensitive to the overall crystal
point group. In this regard, however, we note that recent
experimental and theoretical studies have advocated for a
more complex static crystal microstructure in FeSe than
previously thought. Locally, FeSe appears to accommo-
date a myriad of inhomogeneous nanoscale lattice distor-
tions, where only the spatially averaged structure com-
plies with the standard tetragonal (orthorhombic) crystal
symmetries at high (low) temperatures[44, 64–66]. This

may in fact be the result of two nematic channels very
close in in energy. Lastly, it is tempting to speculate that
the inter-orbital nematic order discussed here, may be
relevant for the recent experimental studies of structural
transitions in Bi1−xSrxNi2As2, which exhibit transitions
from a high-temperature tetragonal phase to a triclinic
low-temperature phase[67].

Recent theoretical works explored the possibility of
pinned local nematic order[68–70]. In particular, Ref. 70
explored the local disorder-induced nematicity from non-
magnetic impurities in the tetragonal phase at T > Tn.
Several experimental works have reported evidence for
such local nematic order above Tn[64, 65]. The results
of Ref. 70 were obtained by applying a one-band model
and relied on interactions leading to a single-component
B1g nematic order, and hence the question arises how lo-
cal pinned nematic order gets affected by the presence
of the substantial inter-orbital components found in this
work? We have answered this question by performing a
real-space calculation similar to that of Ref. 70, but gen-
eralized to the multi-orbital case. For the intra-orbital B1

order parameter NB1
studied here, we observe that it en-

ters the Landau free energy expansion in the exact same
manner as the order parameter studied in Ref. 70. There-
fore the local impurity-induced order exhibits a ”flower-
shape” pinned by nonmagnetic impurities[70]. However,
for the lower temperature phase, the spatially dependent
local nematic impurity-induced order is distinct from
that of Ref. 70, since the order parameter NE couples
differently to the nonmagnetic impurity. It remains an
interesting future study to investigate the detailed ex-
perimental consequences of these various local nematic
orders.

In summary, we have discovered an inter-orbital ne-
matic order generated from nearest-neighbor Coulomb
repulsion for electronic models relevant for FeSe in partic-
ular, and perhaps the iron-based systems more broadly.
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A natural property of this kind of nematic order is
the generation of highly anisotropic Fermi surfaces, fea-
turing in some cases, only a single hole and electron
pocket. We have shown how, for FeSe, this explains pho-
toemission data and the experimentally extracted very
anisotropic superconducting gap structure. However, a
consistent picture of the neutron scattering data, can-
not be straightforwardly obtained within this nematic
scenario, without invoking additional self-energy effects,
which in the simplest case, involves sizable corrections
in the form of reduced orbitally dependent quasiparticle
weights.
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Appendix A: Details on bond-order fields and
self-consistent calculations

The explicit forms of Nµν
kσ,br and Nµν

kσ,sb are found

through the averaging in Eq. (3), and the difference
Nµν

kσ,sb = Nµν
kσ −N

µν
kσ,br, respectively. Yet this procedure

can be further simplified, by relying on the projection of
the fields onto the normalized lattice versions of the basis
functions fγk

Nµν
kσ =

∑
γ

fγk N
µν
γσ . (A1)

This projection disentangles the wave-vector and orbital
dependence, and thereby greatly simplifies Eq. (3). For

NN interactions in 2D systems, which are left invariant
under the elements of D2d, the set of basis functions en-
tering in Eq. (A1) aref s

k = cos kx + cos ky, f d
k = cos kx − cos ky, (A2a)

f
px

k =
√

2 i sin kx, f
py

k =
√

2 i sin ky, (A2b)

with ax = ay = a ≡ 1. For NN interactions in three di-
mensions, the above equations are accompanied by f s

kz
=√

2 cos(kzc) and f d
kz

=
√

2 i sin(kzc), with az ≡ c 6= a.
Each basis function transforms according to one of the
IRs Γ of the point group. Specifically, f s

k (f d
k ) transforms

as A1 (B1), while (f px

k , f
py

k ) transform jointly as the 2D
IR E.

Next step in determining Nµν
kσ,br/sb, is to represent

S4 in spin space and in the relevant orbital basis
{dxz, dyz, dx2−y2 , dxy, d3z2−r2}. The former is needed
since the SOC in Eq. (1) breaks spin-rotation symmetry.
Additionally, we also need to determine how S−1

4 acts on
the wave-vectors. Straightforwardly, we find

D(S4) = D(S4)⊗Dspin(S4)

=


0 1 0 0 0
−1 0 0 0 0
0 0 −1 0 0
0 0 0 −1 0
0 0 0 0 1

⊗ 1σ − iσz√
2

,

S−1
4 k = (ky,−kx,−kz),

(A3)

where D(S4) and Dspin(S4) are matrix representations
in orbital and spin space, respectively, while D(S4) is the
representation in the combined space. Any symmetry op-
eration acting in spin space can be expressed in terms of
the Pauli matrices σx,y,z accompanied by the identity 1σ.
Note, however, that the fields Nµν

kσ are diagonal in spin
space, and therefore not affected by Dspin(S4). One can
therefore solely consider the action of D(S4), as discussed
in connection to Eq. (3). In general, when considering a
given symmetry element g of the point group D2d, one
needs to apply the full representation D(g).

By executing the above on a 2D system, we end up
with the following band renormalizing (br) terms

Nsσ,br =



1
2 (N11

sσ +N22
sσ ) 1

2 (N12
sσ −N21

sσ ) 0 0 0

1
2 (N21

sσ −N12
sσ ) 1

2 (N11
sσ +N22

sσ ) 0 0 0

0 0 N33
sσ N34

sσ 0

0 0 N43
sσ N44

sσ 0

0 0 0 0 N55
sσ


, (A4a)
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Ndσ,br =



1
2 (N11

dσ −N22
dσ) 1

2 (N12
dσ +N21

dσ) 0 0 0

1
2 (N12

dσ +N21
dσ) − 1

2 (N11
dσ −N22

dσ) 0 0 0

0 0 0 0 N35
dσ

0 0 0 0 N45
dσ

0 0 N53
dσ N54

dσ 0


, (A4b)

Npxσ,br =



0 0 1
2 (N13

pxσ +N23
pyσ) 1

2 (N14
pxσ +N24

pyσ) 1
2 (N15

pxσ −N
25
pyσ)

0 0 1
2 (N23

pxσ −N
13
pyσ) 1

2 (N24
pxσ −N

14
pyσ) 1

2 (N25
pxσ +N15

pyσ)

1
2 (N31

pxσ +N32
pyσ) 1

2 (N32
pxσ −N

31
pyσ) 0 0 0

1
2 (N41

pxσ +N42
pyσ) 1

2 (N42
pxσ −N

41
pyσ) 0 0 0

1
2 (N51

pxσ −N
52
pyσ) 1

2 (N52
pxσ +N51

pyσ) 0 0 0


, (A4c)

Npyσ,br =



0 0 − 1
2 (N23

pxσ −N
13
pyσ) − 1

2 (N24
pxσ −N

14
pyσ) 1

2 (N25
pxσ +N15

pyσ)

0 0 1
2 (N13

pxσ +N23
pyσ) 1

2 (N14
pxσ +N24

pyσ) − 1
2 (N15

pxσ −N
25
pyσ)

− 1
2 (N32

pxσ −N
31
pyσ) 1

2 (N31
pxσ +N32

pyσ) 0 0 0

− 1
2 (N42

pxσ −N
41
pyσ) 1

2 (N41
pxσ +N42

pyσ) 0 0 0

1
2 (N52

pxσ +N51
pyσ) − 1

2 (N51
pxσ −N

52
pyσ) 0 0 0


,

(A4d)

where we used the convenient shorthand notation {dxz, dyz, dx2−y2 , dxy, d3z2−r2} ≡ {1, 2, 3, 4, 5}. Similarly we find
the following symmetry breaking (sb) terms

Nsσ,sb =



1
2 (N11

sσ −N22
sσ ) 1

2 (N12
sσ +N21

sσ ) N13
sσ N14

sσ N15
sσ

1
2 (N12

sσ +N21
sσ ) − 1

2 (N11
sσ −N22

sσ ) N23
sσ N24

sσ N25
sσ

N31
sσ N32

sσ 0 0 N35
sσ

N41
sσ N42

sσ 0 0 N45
sσ

N51
sσ N52

sσ N53
sσ N54

sσ 0


, (A5a)

Ndσ,sb =



1
2 (N11

dσ +N22
dσ) 1

2 (N12
dσ −N21

dσ) N13
dσ N14

dσ N15
dσ

1
2 (N21

dσ −N12
dσ) 1

2 (N11
dσ +N22

dσ) N23
dσ N24

dσ N25
dσ

N31
dσ N32

dσ N33
dσ N34

dσ 0

N41
dσ N42

dσ N43
dσ N44

dσ 0

N51
dσ N52

dσ 0 0 N55
dσ


, (A5b)

Npxσ,sb =



N11
pxσ N12

pxσ
1
2 (N13

pxσ −N
23
pyσ) 1

2 (N14
pxσ −N

24
pyσ) 1

2 (N15
pxσ +N25

pyσ)

N21
pxσ N22

pxσ
1
2 (N23

pxσ +N13
pyσ) 1

2 (N24
pxσ +N14

pyσ) 1
2 (N25

pxσ −N
15
pyσ)

1
2 (N31

pxσ −N
32
pyσ) 1

2 (N32
pxσ +N31

pyσ) N33
pxσ N34

pxσ N35
pxσ

1
2 (N41

pxσ −N
42
pyσ) 1

2 (N42
pxσ +N41

pyσ) N43
pxσ N44

pxσ N45
pxσ

1
2 (N51

pxσ +N52
pyσ) 1

2 (N52
pxσ −N

51
pyσ) N53

pxσ N54
pxσ N55

pxσ


, (A5c)
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Npyσ,sb =



N11
pyσ N12

pyσ
1
2 (N23

pxσ +N13
pyσ) 1

2 (N24
pxσ +N14

pyσ) − 1
2 (N25

pxσ −N
15
pyσ)

N21
pyσ N22

pyσ − 1
2 (N13

pxσ −N
23
pyσ) − 1

2 (N14
pxσ −N

24
pyσ) 1

2 (N15
pxσ +N25

pyσ)

1
2 (N32

pxσ +N31
pyσ) − 1

2 (N31
pxσ −N

32
pyσ) N33

pyσ N34
pyσ N35

pyσ

1
2 (N42

pxσ +N41
pyσ) − 1

2 (N41
pxσ −N

42
pyσ) N43

pyσ N44
pyσ N45

pyσ

− 1
2 (N52

pxσ −N
51
pyσ) 1

2 (N51
pxσ +N52

pyσ) N53
pyσ N54

pyσ N55
pyσ


.

(A5d)

These fields, combined with the basis functions fγk , enter in the mean-field decoupled Hamiltonian in the following
way, see also Eq. (5)

Hint ≈ HMF
int = V

∑
k

∑
µν

∑
σ

c †kµσ

[
f s
k

(
Nµν

sσ,br + αNµν
sσ,sb

)
+ f d

k

(
Nµν

dσ,br + αNµν
dσ,sb

)
+ f px

k

(
Nµν

pxσ,br + αNµν
pxσ,sb

)
+ f

py

k

(
Nµν

pyσ,br + αNµν
pyσ,sb

)]
ckνσ.

(A6)

The Hamiltonian becomes bilinear in creation and an-
nihilation operators upon approximating Hint ≈ HMF

int ,
and we can thus easily express the fermionic opera-

tors in the diagonal basis of the Hamiltonian ckµσ =∑
m γkmσ〈kµσ|kmσ〉 ≡

∑
m γkmσa

µσ
m (k), where γkmσ

are the operators related to the eigenstates of the Hamil-

tonian Hγ†kmσ|0〉 = Ekmσ|kmσ〉. In this diagonal basis

FIG. 6. Band renormalizing bond-order fields, Nµν
γσ,br, calcu-

lated self-consistently with the parameters used in Fig 1(b)
and 1(d). A given field Nµν

γσ,br couples to the appropriate

form factor fγk , see Eq. (A2). (a) and (b) are discussed in the
main text, while (c) and (d) only lead to minimal effects on
the low-energy band structure. All numbers appearing in the
matrices have for clarity been rounded to the second decimal
place.

the electron density 〈n〉 takes the simple form

〈n〉 =
1

N
∑
k

∑
σ

∑
m

nF(Ekmσ), (A7)

where nF(Ekmσ) is the Fermi-Dirac distribution function.
Furthermore, we find that the terms entering in the ma-

FIG. 7. Symmetry breaking fields, Nµν
γσ,sb, calculated self-

consistently with the parameters used in Fig 1(b) and 1(d).
Each field is coupled to the belonging form factor listed in
Eq. (A2). Only (b) and (d) display non-zero solutions, and
the former will ultimately give rise to the highly anisotropic
FS shown in Fig. 1(b). Similar to Figs. 2 and 6, also here
we rounded the values of the matrix elements to the second
decimal place.
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trix elements in Eqs. (A4) and (A5) are expressed as

Nµν
γσ = − 1

N
∑
k′

[fγk′ ]
∗ 〈c †k′νσck′µσ〉

= − 1

N
∑
k′

∑
m

[
fγk′
]∗ [

aνσm
]∗
aµσm nF(Ek′mσ).

(A8)

By calculating the above self-consistently with the pa-
rameters used in Fig. 1(b) and 1(c), we arrive at the band
renormalizing and S4 symmetry breaking fields displayed
in Fig. 6 and Fig. 7, respectively. Only fields coupled to
f s
k and f d

k are discussed in the main text, since the re-
maining ones lead to minimal effects on the low-energy
t2g orbitals. This is obviously true for Nµν

pxσ,sb
since all

these are zero, while for the remaining band renormal-
izing terms and Nµν

pyσ,sb
it is the form factors which are

eliminating the effects, since f px

k=(0,ky) = f
py

k=(kx,0) = 0.

This can be seen by considering the field Nxz xy
pxσ,br =

−0.27 (Nyz xy
pyσ,br = −0.27) which introduces inter-orbital

dxz − dxy (dyz − dxy) hybridization terms, however, the
form factor for this field goes to zero on the orbitally-
relevant electron pocket at Y (X), thus rendering the
effect minimal. Same argument holds for Nxz yz

pyσ,sb
, which

should be relevant at Γ, however f
py

Γ = 0.

Appendix B: Irreducible representations of
bond-order fields

Although the above classification of band renormaliz-
ing and symmetry breaking fields suffices in describing
the occurrence of nematic order, it fails to express the
exact symmetry of the emergent nematic order. In other

words, the band renormalizing and symmetry breaking
fields transform as a sum of IRs, specifically

Nµν
kσ,br ∼ A1 ⊕A2, Nµν

kσ,sb ∼ B1 ⊕ B2 ⊕ E, (B1)

and it is therefore not obvious whether the nematic order
parameter transforms as B1, B2 or E.

In order to shed light on this ambiguity, we will in the
following perform a thorough classification of the bond-
order fields, and further segregate these into IRs. In do-
ing so, we average out the various IRs of the already
established Nµν

γσ,br/sb, similar to Eq. (3), in the following
way

Nγ,A1
=

1

2

1∑
`=0

D(C ′`2 )Nγ,brD†(C ′`2 ), (B2a)

Nγ,A2
= Nγ,br −Nγ,A1

, (B2b)

Nγ,B1
=

1

4

1∑
`=0

1∑
`′=0

D(C ′`
′

2 C`2)Nγ,sbD†(C`2C ′`
′

2 ), (B2c)

Nγ,B2
=

1

2

1∑
`=0

D(C`2)Nγ,sbD†(C`2)−Nγ,B1
, (B2d)

Nγ,E = Nγ,sb −Nγ,B1
−Nγ,B2

, (B2e)

where Nγ,Γ represents a matrix in combined orbital and
spin space transforming as the IR Γ of the group D2d.
The γ-subscript indicates that the matrix couples to the
form factor fγk . Similarly, Nγ,br/sb is a matrix containing
the elements Nµν

γσ,br/sb. As discussed in App. A, D(g) is

the matrix representation of g ∈ D2d in combined orbital
and spin space.

By explicitly performing these averages for the 2D
system under consideration, we get the following ma-
trices Nγσ,Γ in orbital space for a given spin projection
σ = {↑, ↓} ≡ {1,−1}

Nγσ,A1
=



1
2 (n11

γσ + n22
γσ) 1

2 (m12
γσ −m21

γσ) 0 0 0

− 1
2 (m12

γσ −m21
γσ) 1

2 (n11
γσ + n22

γσ) 0 0 0

0 0 n33
γσ m34

γσ 0

0 0 m43
γσ n44

γσ 0

0 0 0 0 n55
γσ


, (B3a)

Nγσ,A2
=



1
2 (m11

γσ +m22
γσ) 1

2 (n12
γσ − n21

γσ) 0 0 0

− 1
2 (n12

γσ − n21
γσ) 1

2 (m11
γσ +m22

γσ) 0 0 0

0 0 m33
γσ n34

γσ 0

0 0 n43
γσ m44

γσ 0

0 0 0 0 m55
γσ


, (B3b)
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Nγσ,B1 =



1
2 (n11

γσ − n22
γσ) 1

2 (m12
γσ +m21

γσ) 0 0 0

1
2 (m12

γσ +m21
γσ) − 1

2 (n11
γσ − n22

γσ) 0 0 0

0 0 0 0 n35
γσ

0 0 0 0 m45
γσ

0 0 n53
γσ m54

γσ 0


, (B3c)

Nγσ,B2 =



1
2 (m11

γσ −m22
γσ) 1

2 (n12
γσ + n21

γσ) 0 0 0

1
2 (n12

γσ + n21
γσ) − 1

2 (m11
γσ −m22

γσ) 0 0 0

0 0 0 0 m35
γσ

0 0 0 0 n45
γσ

0 0 m53
γσ n54

γσ 0


, (B3d)

Nγσ,Ex
=



0 0 1
2 (m13

γσ +m23
γσ) 1

2 (n14
γσ + n24

γσ) 1
2 (m15

γσ −m25
γσ)

0 0 1
2 (−n13

γσ + n23
γσ) 1

2 (−m14
γσ +m24

γσ) 1
2 (n15

γσ + n25
γσ)

1
2 (m31

γσ +m32
γσ) 1

2 (−n31
γσ + n32

γσ) 0 0 0

1
2 (n41

γσ + n42
γσ) 1

2 (−m41
γσ +m42

γσ) 0 0 0

1
2 (m51

γσ −m52
γσ) 1

2 (n51
γσ + n52

γσ) 0 0 0


, (B3e)

Nγσ,Ey
=



0 0 1
2 (n13

γσ − n23
γσ) 1

2 (m14
γσ −m24

γσ) 1
2 (n15

γσ + n25
γσ)

0 0 1
2 (m13

γσ +m23
γσ) 1

2 (n14
γσ + n24

γσ) 1
2 (−m15

γσ +m25
γσ)

1
2 (n31

γσ − n32
γσ) 1

2 (m31
γσ +m32

γσ) 0 0 0

1
2 (m41

γσ −m42
γσ) 1

2 (n41
γσ + n42

γσ) 0 0 0

1
2 (n51

γσ + n52
γσ) 1

2 (−m51
γσ +m52

γσ) 0 0 0


, (B3f)

Nγσ,ELx
=



0 0 1
2 (m13

γσ −m23
γσ) 1

2 (n14
γσ − n24

γσ) 1
2 (m15

γσ +m25
γσ)

0 0 1
2 (n13

γσ + n23
γσ) 1

2 (m14
γσ +m24

γσ) 1
2 (−n15

γσ + n25
γσ)

1
2 (m31

γσ −m32
γσ) 1

2 (n31
γσ + n32

γσ) 0 0 0

1
2 (n41

γσ − n42
γσ) 1

2 (m41
γσ +m42

γσ) 0 0 0

1
2 (m51

γσ +m52
γσ) 1

2 (−n51
γσ + n52

γσ) 0 0 0


, (B3g)

Nγσ,ELy
=



0 0 1
2 (n13

γσ + n23
γσ) 1

2 (m14
γσ +m24

γσ) 1
2 (n15

γσ − n25
γσ)

0 0 1
2 (−m13

γσ +m23
γσ) 1

2 (−n14
γσ + n24

γσ) 1
2 (m15

γσ +m25
γσ)

1
2 (n31

γσ + n32
γσ) 1

2 (−m31
γσ +m32

γσ) 0 0 0

1
2 (m41

γσ +m42
γσ) 1

2 (−n41
γσ + n42

γσ) 0 0 0

1
2 (n51

γσ − n52
γσ) 1

2 (m51
γσ +m52

γσ) 0 0 0


, (B3h)

where we introduced the following quantities for brevity

nµνγσ = (Nµν
γσ +Nµν

γσ̄ )/2, mµν
γσ = σ(Nµν

γσ −N
µν
γσ̄ )/2,

(B4)

with σ = −σ̄. Note furthermore that the matrices la-
beled by the IR Ex,y transform as the basis functions
(x, y), while Nγσ,ELx

and Nγσ,ELy
instead transform as

the angular momentum pseudovector (Lx, Ly). In gen-
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eral we allow for magnetic terms, i.e. mµν
γσ 6= 0, however,

we find these fields to be orders of magnitude smaller
than the density terms nµνγσ. Nonetheless, for complete-
ness our calculations and classification include all terms,
so not to miss any subtle details.

We can then, after having performed the various aver-
ages in Eq. (B2), express Nµν

kσ in terms of the IRs in the
following way

Nµν
kσ =

∑
γ

fγk
(
Nµν
γσ,br +Nµν

γσ,sb

)
=
∑
γ,Γ

fγkN
µν
γσ,Γ. (B5)

This informs us that a single term fγkN
µν
γσ,Γ must trans-

form as the product of the two IRs γ and Γ, e.g. for
γ = d ∼ B1 and Γ = A1, the term altogether transforms
as B1⊗A1 = B1. With this in mind, we can collect terms
that transform equivalently, and get

Nµν
kσ,A1

= f s
kN

µν
sσ,A1

+ f d
k N

µν
dσ,B1

(B6)

+ fpx

k

Npxσ,Ex
+Npxσ,ELx

2
+ f

py

k

Npxσ,Ey
−Npxσ,ELy

2

+ fpx

k

Npyσ,Ex
−Npyσ,ELx

2
+ f

py

k

Npyσ,Ey +Npyσ,ELy

2
,

Nµν
kσ,A2

= f s
kN

µν
sσ,A2

+ f d
k N

µν
dσ,B2

(B7)

+ fpx

k

Npxσ,Ey
+Npxσ,ELy

2
− fpy

k

Npxσ,Ex
−Npxσ,ELx

2

− fpx

k

Npyσ,Ey
−Npyσ,ELy

2
+ f

py

k

Npyσ,Ex
+Npyσ,ELx

2
,

Nµν
kσ,B1

= f s
kN

µν
sσ,B1

+ f d
k N

µν
dσ,A1

(B8)

+ fpx

k

Npx,σEx +Npxσ,ELx

2
− fpy

k

Npxσ,Ey
−Npxσ,ELy

2

− fpx

k

Npyσ,Ex
−Npyσ,ELx

2
+ f

py

k

Npy,σEy
+Npy,σELy

2
,

Nµν
kσ,B2

= f s
kN

µν
sσ,B2

+ f d
k N

µν
dσ,A2

(B9)

+ fpx

k

Npxσ,Ey
+Npxσ,ELy

2
+ f

py

k

Npxσ,Ex −Npxσ,ELx

2

+ fpx

k

Npyσ,Ey
−Npyσ,ELy

2
+ f

py

k

Npyσ,Ex +Npyσ,ELx

2
,

for the IRs A1, A2, B1 and B2, respectively, and finally
for the 2D IR we arrive at

Nµν
kσ,E = f s

k (Nµν
sσ,Ex

+Nµν
sσ,Ey

) + f s
k (Nµν

sσ,ELx
+Nµν

sσ,ELy
)

+ f d
k (Nµν

dσ,Ex
+Nµν

dσ,Ey
) + f d

k (Nµν
dσ,ELx

+Nµν
dσ,ELy

)

+ f px

k (Nµν
pxσ,A1

+Nµν
pxσ,B1

+Nµν
pxσ,A2

+Nµν
pxσ,B2

)

+ f
py

k (Nµν
pyσ,A1

+Nµν
pyσ,B1

+Nµν
pyσ,A2

+Nµν
pyσ,B2

). (B10)

From the above, we are able to pinpoint exactly what
fields give rise to the nematic order. For example, if a

non-zero B1 term appears in our self-consistent calcula-
tions, then we know that the nematic order transforms as
B1, and that the resulting crystalline point group must
be D2 C D2d.

From our self-consistent calculations, we find that all
A2 and B2 terms are identically zero, i.e. Nµν

kσ,A2
=

Nµν
kσ,B2

= 0, which immediately implies that Nµν
kσ,br ≡

Nµν
kσ,A1

, thus the band renormalizing terms all transform

as the IR A1. See Fig. 6 for the values of Nµν
kσ,A1

, where
we straightforwardly conclude that

Nµν
sσ,br ≡ N

µν
sσ,A1

, Nµν
dσ,br ≡ N

µν
dσ,B1

. (B11)

Similarly we conclude

Nµν
pxσ,br ≡

Nµν
pxσ,Ex

+Nµν
pxσ,ELx

+Nµν
pyσ,Ex

−Nµν
pxσ,ELx

2
,

Nµν
pyσ,br ≡

Nµν
pxσ,Ey

−Nµν
pxσ,ELy

+Nµν
pyσ,Ey

+Nµν
pxσ,ELy

2
,

(B12)

which can be inferred from Fig. 8(a) and (b), where we
show the matrices with the form factors f px

k and f
py

k in
Eq. (B6).

We can furthermore extract from Fig. 8(a) and (b) that
Nµν

kσ,B1
only involve terms coupling to f s

k and fd
k , since

Nµν
pxσ,Ex

+Nµν
pxσ,ELx

2
−
Nµν

pyσ,Ex
−Nµν

pxσ,ELx

2
= 0

−
Nµν

pxσ,Ey
−Nµν

pxσ,ELy

2
+
Nµν

pyσ,Ey
+Nµν

pxσ,ELy

2
= 0,

(B13)

i.e. all terms coupling to f
px,y

k cancel in this IR chan-
nel. From our self-consistent calculations, we also find
that Nµν

sσ,B1
= 0, leaving us with only a single remaining

term in Nµν
kσ,B1

, namely Nµν
dσ,A1

. See Fig. 8(c) and (d)
for an illustation of the matrices Nsσ,B1

and Ndσ,A1
. The

non-zero matrix elements of the latter can serve as order
parameters for our nematic phase, since these break S4

symmetry and reduce the crystalline point group sym-
metry to the group D2. Specifically, we define the B1

nematic order parameter as

NB1
= (N11

dσ,A1
+N22

dσ,A1
)/2

= (N11
dσ +N11

dσ̄ +N22
dσ +N22

dσ̄)/4

= (N11
dσ,sb +N11

dσ̄,sb +N22
dσ,sb +N22

dσ̄,sb)/4.

(B14)

Alternatively, one could also define the order parameter
as N44

dσ,A1
, however, we choose to focus on NB1

since it
acquires a slightly higher value.

For the terms transforming as the 2D IR E, we find the
non-zero matrices displayed in Fig. 9, which ultimately
result in a simplified expression for Nkσ,E, namely

Nµν
kσ,E = (B15)

f d
k (Nµν

dσ,Ex
+Nµν

dσ,ELx
) + f

py

k (Nµν
pyσ,A2

+Nµν
pyσ,B2

).
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Similar to the B1 terms, also here we can adopt the non-
zero elements of Nµν

kσ,E as an order parameter of the sys-
tem. Specifically we define the following two component
order parameter

NE =
(
N14

dσ,Ex
+N14

dσ,ELx
, N24

dσ,Ey
+N24

dσ,ELy

)
=
(
[N14

dσ +N14
dσ̄]/2, [N24

dσ +N24
dσ̄]/2

)
=
(
[N14

dσ,sb +N14
dσ̄,sb]/2, [N24

dσ,sb +N24
dσ̄,sb]/2

)
≡ (NEx , NEy ).

(B16)

The order parameters NEx,y
will enter on equal footing

in a Landau free energy expansion, since they are inter-
related by symmetry, and the system can thus display
either NEx

6= 0 or NEy
6= 0. Through our self-consistent

calculations we find in fact both solutions, depending on
the initialization of our computations, i.e. where in the
energy landscape the calculations start. Throughout the
paper we have focused on solutions with NEx

6= 0.

Conclusively, we see that the presence of two non-zero
order parameters, belonging to distinct IRs, hints at the
following two phase transition scenarios: i) By lowering
of the temperature, NE becomes non-zero which imposes
the symmetry point group transition D2d 7→ C2. For this
specific point group NB1

transform trivially, and is thus
allowed to enter simultaneously with NE, i.e. NE and
NB emerges at the same transition temperature. The
other scenario is ii) The system undergoes two consec-
utive phase transitions, with NB1

entering prior to NE

when lowering the temperature, leading to two transi-
tion temperatures and the following point group reduc-
tion scheme D2d 7→ D2 7→ C2. For the spicific system
under consideration, we find scenario ii) to be true, see
Fig. 3 where we display the order parameters NB and NE

at various temperatures. Nonetheless, we stress that case
i) potentially also could arise in experiments.

Appendix C: Susceptibility and spin-fluctuation
pairing from a partially incoherent electronic

structure

Adopting the properties of a correlated electron gas
which is characterized by a reduced quasiparticle weight
Z(kF) at the Fermi level, it seems a good approximation
at low energies to parametrize the Green function as

Gµν(k, ωn) =
√
ZµZν

∑
m

aµm(k)aν∗m (k)Gm(k, ωn),

(C1)

where Zµ are quasiparticle weights in orbital µ, Ekm are
the eigenenergies of band m of the mean field Hamilto-
nian in Eq. (5), aµm(k) the corresponding orbital compo-
nent of the eigenstate and Gm(k, ωn) = [iωn − Ekm]−1

the Green function of band m. Adopting the usual local

FIG. 8. (a) and (b) Matrix structure of fields coupled to the
p-wave form factors fpx

k and f
py

k , respectively. These fields
enter both in Nkσ,A1 and Nkσ,B1 , but only lead to a non-zero
contribution in the former, see Eqs. (B6) and (B8). (c) and
(d) Remaining contributions entering in Nkσ,B1 . The non-
zero elements in (d), can be utilized as the nematic order
parameter, since they break S4 symmetry. See Eq. (B14) for
the resulting B1 neamtic order parameter. All values in the
figure have been rounded to the second decimal place.

-

FIG. 9. Non-zero matrices entering in the 2D IR fields in
Eq. (B10). The matrices in (a) and (b) [(c) and (d)] couple
to the form factor f d

k (f
py

k ). As for the B1 field, also here
the non-zero elements allow us to define an order parameter,
see Eq. (B16), which can be used as an indicator for when
the symmetries of the system are described by the monoclinic
point group C2. All values in the figure have been rounded
to the second decimal place.
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interactions from the Hubbard-Hund Hamiltonian

H = U
∑
i,µ

niµ↑niµ↓ + U ′
∑
i,ν<µ

niµniν

+ J
∑
i,ν<µ

∑
σ,σ′

c†iµσc
†
iνσ′ciµσ′ciνσ

+ J ′
∑
i,ν 6=µ

c†iµ↑c
†
iµ↓ciν↓ciν↑, (C2)

where the parameters U , U ′, J , J ′ are given in the no-
tation of Kuroki et al. [71], we stay in the regime where
U ′ = U−2J , J = J ′ and use the overall interaction mag-
nitude U as free parameter to tune close to the magnetic
instability and fix J/U = 1/6 as it has been used ear-
lier for FeSe[11]. Within this current Ansatz, the orbital
susceptibility in the normal state is given by

χ̃0
µ1µ2µ3µ4

(q) = −
∑

k,m,m′

Mmm′

µ1µ2µ3µ4
(k,q)Gm(k + q)Gm

′
(k),

(C3)

where we have adopted the shorthand notation k ≡
(k, ωn) and defined the abbreviation

Mmn
µ1µ2µ3µ4

(k,q) =
√
Zµ1

Zµ2
Zµ3

Zµ4
(C4)

×aµ4
n (k)aµ2,∗

n (k)aµ1
m (k+q)aµ3,∗

m (k+q).

To evaluate the susceptibility, we perform the frequency
summation analytically and numerically sum over the full
Brillouin zone using 400 × 400 k points. Note that the
susceptibility is just related by

χ̃0
µ1µ2µ3µ4

(q) =
√
Zµ1Zµ2Zµ3Zµ4 χ

0
µ1µ2µ3µ4

(q), (C5)

to the one from a fully coherent electronic structure, i.e.
the quasiparticle weights enter as prefactors and renor-
malize each component of the susceptibility tensor. Fi-
nally, we treat the interactions in a random phase ap-
proximation (RPA) to calculate the spin (1) and charge
(0) susceptibilities

χ̃RPA
1µ1µ2µ3µ4

(q) =
{
χ̃0(q)

[
1− Ūsχ̃0(q)

]−1
}
µ1µ2µ3µ4

,

(C6a)

χ̃RPA
0µ1µ2µ3µ4

(q) =
{
χ̃0(q)

[
1 + Ū cχ̃0(q)

]−1
}
µ1µ2µ3µ4

.

(C6b)

The total spin susceptibility as measured experimentally
is given by the sum

χ̃(q, ω) =
1

2

∑
µν

χ̃RPA
1 µµνν(q, ω) . (C7)

Note that the interaction matrices Ūs and Ū c contain
linear combinations of the parameters U,U ′, J, J ′, for de-
tails see for example Ref. 72.

To calculate the superconducting instability in the
spin-singlet channel (the dominant one for the present
models), we use the vertex for pair scattering between
bands n and m,

Γ̃nm(k,k′) = Re
∑

µ1µ2µ3µ4

aµ1,∗
n (k)aµ4,∗

n (−k)

× Γ̃µ1µ2µ3µ4
(k,k′)aµ2

m (k′)aµ3
m (−k′) , (C8)

where k and k′ are momenta restricted to the pockets
k ∈ Cn and k′ ∈ Cm, and is defined in terms of the the
orbital space vertex function

Γ̃µ1µ2µ3µ4
(k,k′) =

[
3

2
Ūsχ̃RPA

1 (k− k′)Ūs (C9)

+
1

2
Ūs − 1

2
Ū cχ̃RPA

0 (k− k′)Ū c +
1

2
Ū c
]
µ1µ2µ3µ4

Then, the linearized gap equation

− 1

VG

∑
m

∫
FSm

dS′ Γ̃nm(k,k′)
gi(k

′)

|vFm(k′)|
= λigi(k)

(C10)
describes the superconducting gap ∆(k) ∝ g(k) for the
largest eigenvalue λ at least at Tc. The integration is over
the Fermi surface FSm, the Fermi velocity vFm(k′) enters
as weights in the denominator and VG is the volume of
the Brillouin zone. For the uncorrelated case (Figs. 4, 5
(a)) we have used Zα = 1, while for the weakly correlated
case we start with

√
Zα = [0.72, 0.89, 0.77, 0.77, 0.85] [15],

subsequently reduce
√
Zxy by steps of 0.1, Figs. 4, 5(b),

and finally split
√
Zxz,yz = 0.77 ∓ 0.02s, s = 1, 2, 3, 4,

Figs. 4, 5(c).
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S. Blügel, R. Valent́ı, and B. M. Andersen, Interplay
of nematic and magnetic orders in FeSe under pressure,
Phys. Rev. B 95, 094504 (2017).

[47] K. Zantout, S. Backes, and R. Valent́ı, Effect of nonlocal
correlations on the electronic structure of LiFeAs, Phys.
Rev. Lett. 123, 256401 (2019).

[48] S. Bhattacharyya, P. J. Hirschfeld, T. A. Maier, and D. J.
Scalapino, Effects of momentum-dependent quasiparticle
renormalization on the gap structure of iron-based super-
conductors, Phys. Rev. B 101, 174509 (2020).

[49] H. Eschrig and K. Koepernik, Tight-binding models for
the iron-based superconductors, Phys. Rev. B 80, 104503

(2009).
[50] A. V. Chubukov, M. Khodas, and R. M. Fernandes, Mag-

netism, superconductivity, and spontaneous orbital order
in iron-based superconductors: Which comes first and
why?, Phys. Rev. X 6, 041045 (2016).

[51] S. Bhattacharyya, K. Björnson, K. Zantout, D. Stef-
fensen, L. Fanfarillo, A. Kreisel, R. Valent́ı, B. M. An-
dersen, and P. J. Hirschfeld, Nonlocal correlations in iron
pnictides and chalcogenides, Phys. Rev. B 102, 035109
(2020).

[52] M. N. Gastiasoro and B. M. Andersen, Competing
magnetic double-q phases and superconductivity-induced
reentrance of C2 magnetic stripe order in iron pnictides,
Phys. Rev. B 92, 140506 (2015).

[53] V. Cvetkovic and O. Vafek, Space group symmetry, spin-
orbit coupling, and the low-energy effective Hamiltonian
for iron-based superconductors, Phys. Rev. B 88, 134510
(2013).

[54] M. C. Rahn, R. A. Ewings, S. J. Sedlmaier, S. J. Clarke,
and A. T. Boothroyd, Strong (π, 0) spin fluctuations in
β−FeSe observed by neutron spectroscopy, Phys. Rev. B
91, 180501 (2015).

[55] Q. Wang, Y. Shen, B. Pan, Y. Hao, M. Ma, F. Zhou,
P. Steffens, K. Schmalzl, T. R. Forrest, M. Abdel-Hafiez,
X. Chen, D. A. Chareev, A. N. Vasiliev, P. Bourges,
Y. Sidis, H. Cao, and J. Zhao, Strong interplay between
stripe spin fluctuations, nematicity and superconductiv-
ity in FeSe, Nature Materials 15, 159 (2016).

[56] L. Fanfarillo, L. Benfatto, and B. Valenzuela, Orbital
mismatch boosting nematic instability in iron-based su-
perconductors, Phys. Rev. B 97, 121109 (2018).

[57] A. Kreisel, S. Mukherjee, P. J. Hirschfeld, and B. M. An-
dersen, Spin excitations in a model of FeSe with orbital
ordering, Phys. Rev. B 92, 224515 (2015).

[58] M. H. Christensen, J. Kang, B. M. Andersen, and R. M.
Fernandes, Spin-driven nematic instability of the multi-
orbital Hubbard model: Application to iron-based super-
conductors, Phys. Rev. B 93, 085136 (2016).

[59] T. Miyake, K. Nakamura, R. Arita, and M. Imada,
Comparison of ab initio low-energy models for LaFePO,
LaFeAsO, BaFe2As2, LiFeAs, FeSe, and FeTe: Electron
correlation and covalency, Journal of the Physical Society
of Japan 79, 044705 (2010).

[60] Z. P. Yin, K. Haule, and G. Kotliar, Kinetic frustration
and the nature of the magnetic and paramagnetic states
in iron pnictides and iron chalcogenides, Nat. Mater. 10,
932 (2011).

[61] L. Jiao, C.-L. Huang, S. Rößler, C. Koz, U. K. Rößler,
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