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Molecular dipoles in designer honeycomb lattices

Nazim Boudjada,! Finn Lasse Buessen,! and Arun Paramekantil’

! Department of Physics, University of Toronto, Toronto, Ontario M5S1A%7, Canada.
(Dated: March 3, 2022)

Recent advances in ultracold atoms in optical lattices and developments in surface science have
allowed for the creation of artificial lattices as well as the control of many-body interactions. Such
systems provide new settings to investigate interaction-driven instabilities and non-trivial topology.
In this paper, we explore the interplay between molecular electric dipoles on a two-dimensional
triangular lattice with fermions hopping on the dual decorated honeycomb lattice which hosts Dirac
and flat band states. We show that short-range dipole-dipole interaction can lead to ordering
into various stripe and vortex crystal ground states. We study these ordered states and their
thermal transitions as a function of the interaction range using simulated annealing and Monte Carlo
methods. For the special case of zero wave vector ferrodipolar order, incorporating dipole-electron
interactions and integrating out the electrons leads to a six-state clock model for the dipole ordering.
Finally, we discuss the impact of the various dipole orders on the electronic band structure and the
local tunneling density of states. Our work may be relevant to studies of “molecular graphene”
— CO molecules arranged on the Cu(111) surface — which have been explored using scanning

tunneling spectroscopy, as well as ultracold molecule-fermion mixtures in optical lattices.

I. INTRODUCTION

Magnetic interactions in materials are usually mod-
eled by Heisenberg-like .J;; ,S_'; . §j Hamiltonians with J;;
couplings restricted to a few nearest-neighbors, which
can be calculated perturbatively or using ab initio meth-
ods, or deduced from fits to experiments. However, the
extension to longer-range and anisotropic spin-exchange
Hamiltonians due to entangling of spin and spatial de-
grees of freedom is often necessary in many different
contexts! ™, In frustrated spin-ice systems such as the
rare-earth pyrochlore oxides?, the large magnetic dipole
moments lead to an appreciable energy scale ~ 1K for
the magnetic dipole-dipole interaction, which has to be
taken into account to capture their Curie-Weiss temper-
atures. In ultracold optical lattices, Rydberg atoms can
be used as quantum simulators for many-body physics
by mapping the spin degree of freedom to the population
of different excited Rydberg states® " and result in both
a density-density interaction term with Vi; ~ 1/|R;;|°
and XY spin models with an energy scale J;; ~ 1/\ﬁij 3.
Engineered Hamiltonians with polar molecules have also
been predicted to lead to long-range order in two dimen-
sions (2D)* and to harbor quantum spin liquids in the
triangular and kagome lattices? 12,

The directional dipolar interaction leads to frustra-
tion effects™, similar to the bond-directional Kitaev
couplings which support unconventional spin liquids or
large-scale spin texturest* 20, In recent years, such
dipolar models have also become of interest in systems
supporting electric dipole moments, which include Mott
insulators of organic molecules?t, honeycomb Kitaev
magnets??, “molecular graphene” which consists of car-

bon monoxide (CO) molecules arranged on a Cu(111)
surface to form a triangular lattice?24 and possibly the
inversion broken surface of nearly ferroelectric materi-
als or of dichalcogenides such as 1T-TaS, in its charge-
ordered phase. By tuning the distance between the
dipoles, one can control the strength of the dipole-dipole
interaction, which can also be modified by screening
from the underlying substrate. Moreover, for molecu-
lar graphene and 1T-TaSy, we can have electrons which
live on a dual decorated honeycomb lattice which can
simulate some of the physics of graphene and flat band
systems. Experiments have shown that Dirac fermions
emerge in molecular graphene, as well as in other artifi-
cial lattices realized using ultracold atoms?® or semicon-
ductor devices?t. These systems offer a versatile plat-
form to explore different phases of matter which are
usually inaccessible in conventional graphene. For ex-
ample, spin-orbit coupling can be rather large, many-
body effects can be tuned, and pseudo gauge fields can
be easily generated using strain. The dual honeycomb
lattice for the electrons may also host additional inter-
mediate sites similar to the Lieb lattice?®28: in this case,
flat electronic bands stemming from destructive interfer-
ence between the wavefunctions on different lattice sites
emerge, and are robust against small perturbations and
the addition of further neighbor hoppings. Such flat
bands can lead to non-trivial topology?? L and symme-
try broken states such as p + irp Fulde-Ferrell-Larkin-
Ovchinnikov (FFLO) states®?, d + id superconductiv-
ity and charge density order3¥31, or Wigner crystals®:.
When the dipolar molecules are more densely packed,
the enhanced dipole-dipole interaction can lead to new
broken symmetry states with a greatly enlarged unit
cell. Similarly to the physics of moiré superlattices in



twisted bilayer graphene, the flat electronic bands may
give rise to a strong-coupling picture>?,

This paper is organized as follows. In Sec. [[I| we start
by considering spatially extended interactions between
molecular dipoles on a triangular lattice. Using vari-
ational calculations and simulated annealing methods,
we uncover the various types of ordered states which
emerge as we include dipolar interactions that are cut
off with a range parameter which can be viewed as a
crude way to mimic screening effects from the substrate.
Although previous studies using Ewald summation tech-
niques have shown that the ground state in the thermo-
dynamic limit with infinite range dipolar interactions
has in-plane ferrodipolar order®?, we find that impos-
ing a finite range cutoff leads to a rich set of stripe or-
dered states or proximate multi-Q) vortex crystals. We
also study the finite temperature phase transitions upon
heating such stripe or vortex crystal phases using Monte
Carlo simulations. In Sec. [[TI, we consider the Dirac
fermions which form the dual honeycomb lattice and
model the hopping problem of a decorated lattice with
an arbitrary number of additional sites along the bonds.
In the case of the ferro aligned dipole moments, we show
that order by disorder will pin the dipole moments either
along or perpendicularly to the triangular lattice direc-
tion. Then, we include the electron-dipole coupling, we
perform tight-binding calculations to investigate the im-
pact of the various dipole orders on the electronic band
structure, and we discuss implications for scanning tun-
neling spectroscopy (STS) experiments on the broken
symmetry states.

II. DIPOLE-DIPOLE INTERACTIONS

We start by considering the classical long-range elec-
tric dipole-dipole interaction,

1 A~ A
¢ ;47T60‘Rij|3 [ i-d; =3 (di-Rij) (d; ZJ)} (1)

where ﬁij connects dipoles d; and d; which live on a
triangular lattice. We fix the triangular lattice constant
a=1, and measure all couplings in terms of the nearest-
neighbor dipole interaction strength J; = |d|?/(4mega®)
where |d| is the dipole strength. The decay of the dipo-
lar interaction with distance implies that the nth neigh-
bor coupling J,, = J1/|0,|3, where |8, | is the distance to
the nth neighbor, in terms of the lattice constant. For
instance, Jy/J; =37%/2~0.19 and J3/.J; =273 =0.125.
Figure [1| shows the full set of nearest-neighbors up to

FIG. 1. Left: Electric dipoles on hexagonal plaquettes of a
decorated honeycomb lattice. Right: Triangular lattice with
a central site (blue star) and its nth nearest-neighbors: the
6 first nearest-neighbors are shown in orange, the 6 second
nearest-neighbors are shown in green, the 6 third nearest-
neighbors are shown in red, the 12 fourth nearest-neighbors
are shown in violet, the 6 fifth nearest-neighbors are shown
in pink, and the rest are shown as open circles.
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Below, we will explore the impact of such dipole inter-
actions J,, when we impose a cutoff at a neighbor range
Nmax (Which we will vary). For ny.x = 5, a total of 36
dipoles will interact with each given dipole and system
size effects can become dominant for the system sizes we
consider in this paper. Small ny,,x values crudely mimic
the impact of screening, while ny,.x — 00 incorporates
the full long-range dipole interaction.

A. Zero temperature orders

We study the model Hamiltonian with different cut-
offs nmax using Luttinger-Tisza, classical Monte Carlo,
or variational calculations. The Luttinger-Tisza method
provides quick insights : We Fourier-transform the
Hamiltonian to momentum space to obtain

Hi= > [d;; i — 3(d - 6,)(dic - Sn)} cos(k - 8,)

n,gn,k
=y k) geeqs 5, - 3508, (3)
ngk |n|3
1007 [+ %0
01 0[-3[«x %0
001 000

The structure of this matrix shows that the in-plane
(zy) and out-of-plane (z) dipole moments are decou-
pled. We can thus consider the normal component of



the dipole (perpendicular to the triangular layer) to be
fixed, say by an external electric field, while the in-
plane component can independently order because of
the dipolar interactions. This in-plane order is what
we find in our simulations discussed below. The mini-
mal eigenvalues of this Luttinger-Tisza matrix over all
k yield the dipole ordering wave vector. However, while
the Luttinger-Tisza method gives reasonable predictions
for the energy and the wave vector which minimizes the
Hamiltonian, it does not always satisfy the hard spin
constraint. We therefore focus below on discussing the
Monte Carlo and variational calculations.

We consider the classical model of Eq. by map-
ping the dipole moments d to classical O(3) vectors and
we minimize Hy at T = 0 using simulated annealing.
We start with only the nearest-neighbors (i.e., setting
Nmax = 1) and then successively incorporate further
neighbors to study how it impacts the dipole configura-
tions. We also tune the couplings away from the purely
dipolar constants to explore nearby phases. In each
case, we calculate the ordering wave vector from the
peak of the static structure factor which is the Fourier
transform of the spin-spin correlation function:

1 (T

S0 = g Ry, W

i,

where Ny is the total number of dipoles. Our results
indicate two families of orders: stripe orders and vortex
crystals. We note that although the following results
seem to indicate that stripe orders are associated with
odd ngmax and vortex orders with even mpyay, in real-
ity this observation is caused by geometric frustration
effects induced by the outermost ring of neighbors con-
sidered. For example, when the outermost neighbors
lie on the x axis (and corresponding 7/3 rotated sites),
such as the orange, red, and pink neighbors in Fig. ,
we find a Q on the I' — M direction in the Brillouin
zone (BZ).

1. Stripe orders

We find stripe orders with different ordering wave vec-
tors k = Q as a function of ny.,. In the top panels of
Fig. |2 we show the peaks of S(k) in the first Brillouin
zone (FBZ), with the Real-space pictures corresponding
to the filled Q circle in the bottom panels. For example,
when only considering the nearest-neighbor interaction,
we find |Q| = 27/+/3 at the M points of the BZ but the
Monte Carlo simulation spontaneously picks one of the
six energetically equivalent M points (filled circles) as
shown in Fig. a). The real-space picture corresponds
to a stripe of dipoles oriented along the direction orthog-
onal to Q (i.e., d x 2 x Q). Similarly, for ny.x = 3, we

FIG. 2. Top: Peaks of the static structure factor for stripe
orders obtained for (a) nmax = 1 with Q at the M points,
(b) nmax = 3 with Q at M/2, and (c) nmax = 5 with Q at
M/3. Bottom: Real-space configurations corresponding to
the filled circles (i.e., Q x §), although all Cs rotations of
these are energetically equivalent. nmax = 1 (a), Nmax = 3
(b) and nmax = 5 (c) corresponding to the filled circles of
the top panels.

find a stripe order with |Q| = 7/v/3, which means the
wavelength is doubled as seen in Fig. (b) For the spin
configuration np., = 5 we find |Q| = 7/(2v/3) with a
tripled wavelength. In general, we see that stripe orders
with arbitrarily long wavelength can be stabilized with
Q| ~ 2M/(nmax + 1), consistent with the true ferro
ground state for the full dipolar Hamiltonian. In all
cases, the molecules spontaneously break the Cg and a
subset of translational symmetries of the lattice.

2. Vortex crystals

When npay is even, we find multi-) in-plane or-
ders which do not perfectly crystallize as can be seen
in Fig. B] They exhibit features which resemble the
stripe phase as well as regions marked by the appear-
ance of vortices. It is possible that such structures
reflect the close energetic competition between stripe
and vortex crystal phases, indicating the presence of
a critical point separating them. We have found that
slightly tuning the couplings away from the dipolar
constants can stabilize either the single-@Q stripe phase
or a perfect multi-Q vortex/antivortex crystal in the
ground state. As an example, we show the case of
Nmax = 4, where the 1/ |(§'n|3 behavior would predict
(J1,Ja, J3, J4) = (1,0.19,0.125,0.054) (i.e., purely dipo-
lar), but we tune Jy to 0.1 instead. In Fig.[d{a), we show
the structure factor which peaks simultaneously at six
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FIG. 3. Zero-temperature configuration with nmax = 4
and dipolar couplings (J1, J2, J3, J1) == (1,0.19,0.125,0.054)
showing domains of stripes and non crystallized vortices.

Ces-related momenta of magnitude Q =~ 27/5, but now
along the I' — K directions. The corresponding real-
space configuration is shown in Fig. (b) on a slab of a
bigger system of size 60 x 60.

Since the structure factor peaks equally at all
symmetry-related momenta, we propose the following
ansatz to describe the dipoles at each site:

3
dj= — 132X QueosQu Bt ) )
i) p=1

where R,(27/3)Q,, Qu+1 with R.(6) being the
rotation matrix around the z axis by angle 6, and
N(R;) being a site-dependent normalization constant.
We use Eq. as a variational ansatz and mini-
mize H, with respect to the four free parameters to
adjust (|QJ, ¢1, P2, ¢3). Our results show very good
agreements between the variational minimization and
classical Monte Carlo calculations as can be seen from
Fig. In both cases, |Q| ~ 2x/5, and the ener-
gies are very close: (Hg)mc/Ng ~ —2.59|J1|, while
<Hd>V/Nd ~ 7253|J1|

B. Thermal phase transitions

In order to study the thermal phase transitions into
the ordered ground states, we use finite temperature
Monte Carlo simulations with parallel tempering to effi-
ciently explore the free energy landscape. For the stripe
orders, we run 10° thermalization sweeps and 9 x 106
measurement sweeps for system sizes Lg € [24, 36, 64]
and perform replica exchanges every 10 sweeps with 144
temperature points logarithmically distributed between

Thax = 5 and Ty, = 0.05. In the left panels of Fig.

we show the heat capacity per spin ¢y (T) = %

for the stripe-1, stripe-2, stripe-3, and vortex crystal
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FIG. 4. (a) Peaks of the static structure factor at
|Q| =~ 2x/5 for the vortex order with purely dipolar
Ji2s and Jy = 0.1 In this multi-Q) state, modes
with (Q1, Q2,Qs) have equal amplitude which leads to a
Cs symmetric dipolar configuration. (b) Real-space pic-
ture of the vortex/antivortex crystal using classical Monte
Carlo yielding (Hg)mc/Ng = —2.59|J1|, and (c) min-
imum energy configuration obtained from a variational
ansatz with (|Q|, ¢1, P2, ¢3) = (27/5,4.28,5.34,4.52) yield-
ing <Hd>v/Nd = —2.53|J1‘.

phases. We find very sharp peaks for the stripe phases
which can be extrapolated using finite-size scaling to the
L4 — oo limit and extract T, 51 ~ 0.612, Tt 0 ~ 0.497,
and T, .3 ~ 0.433. For the vortex crystal, we use
2 x 10° thermalization sweeps and 20 x 10% measure-
ment sweeps. In this case, we find broad heat capacity
peaks, with no clear sharpening and growth of the peak
heights and strong system size dependence as we in-
crease system size. This may indicate that finite-size
effects are strong; it is possible that a phase transition
only becomes visible on much larger system sizes than
we have accessed in our simulations. Further studies are
needed to settle this issue. With this caveat in mind,
we note that extrapolating the position of the specific
heat peak position to the thermodynamic limit gives
a putative transition point T, ~ 0.390. As a differ-
ent probe for the transition temperature, we calculate
M(T) = maxg /S(k) and normalize it to the range
[0,1] in the right panels of Fig. [5| for the same phases.
In the high-temperature disordered state, the thermal
average (d;) = 0 and M(T) — 0 while in the low-
temperature regime the normalized M(T') — 1. Using
M as an order parameter with the transition temper-
ature defined at M(T,) = 0.5, we find T, ;1 =~ 0.609,
T, 52 =~ 0.496, and T, 53 ~ 0.429. A similar procedure
for the vortex crystal phase yields 7, , ~ 0.389, keeping
in mind the caveat discussed above. These transition
points are in good agreement with the specific heat re-
sults.
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FIG. 5. Specific heat cy (left) and the corresponding or-
der parameter M (right) as a function of temperature for
the stripe-n™** and vortex phases as obtained from classical
Monte Carlo simulations using the parallel tempering algo-
rithm with dashed lines showing the transition temperature
in the largest system size and black lines indicating the error
bars. (a) and (b) n™®* = 1 with ordering wave vector at the
M points, (¢) and (d) n™** = 3 with ordering wave vector at
the M/2 points and, (e) and (f) n™** = 5 with ordering wave
vector at the M/3 points, and (g) and (h) vortex crystal with
ordering wave vector 27 /5.

III. FERMIONS ON THE DECORATED
HONEYCOMB LATTICE: COUPLING TO
DIPOLES

We next turn to the electrons moving on the dual dec-
orated honeycomb lattice, which is relevant to various
physical realizations discussed in the Introduction. The
decorated honeycomb lattice generalizes the two-site

honeycomb unit cell to Ny sites, as shown in Fig. @(a)
for Ny, = 4. We focus on even N, since odd N, leads to
flat bands at the I" points at zero energy, which is incon-
sistent with the known band structures of both conven-
tional and molecular graphene. The unit cell consists of
all sites in the Y-shaped wire except for the endpoints
on two of the three bonds. The electron kinetic energy
is given by

He ==Y tel(k)ep(k)e™ ™) £ He.,  (6)
k (a,b)

where a,b € [1,2,...,3N; — 4]. Setting the nearest-
neighbor dipole distance to unity, the spacing between
neighboring electron sites is |7y = % Nsl_l. The
fermions couple to the dipoles through their electro-
static potential:

Hea=v S S B g0, ()

k (a,) |Fa B Rl‘d

where V' plays the role of the coupling strength since
the dipoles are normalized to unit length in our Monte
Carlo (MC) simulations. Here, (a, i) means that we only
keep the contribution from the three nearest dipoles in
order to ensure the full C's symmetry of the Hamiltonian
[see Fig.[6(a)]. The Hamiltonian matrix has dimensions
Ny(3Ns—4)x Ny(3Ns—4) at every momentum k, where
Ng = Lg x Ly is the number of dipoles we keep in the
symmetry broken unit cell.

A. Non-interacting band structure

Without the dipoles, the presence of intermediate
sites on the honeycomb lattice leads to new Dirac cross-
ings and (Ns — 2) flat bands in the electronic spectrum
[Fig.[6(b)]. Such non-dispersing bands are known to ex-
ist in the Lieb lattice (square lattice equivalent, with
N, = 2) and they originate in our case from localized
wavefunctions on honeycomb rings®Y. Since odd values
of N lead to flat bands at zero energy, which is inconsis-
tent with density of states measurements on molecular
graphene, we focus here and below on even Ny where
Dirac band touching appears at zero energy, but the
flat bands are displaced to positive and negative ener-
gies. When the dipoles are introduced, let us assume
that they order into a pattern with the unit cell being
enlarged to accommodate Ny = Lq X Ly dipoles. Fig-
ures . @(c,d) show the reduced BZ and dispersion, with
the crystal momenta (k,,k,) scaled up by Lq to make
it look like the original BZ. The additional bands in
Fig. @(d) shows how such an enlargement of the unit
cell in Real-space leads to additional bands appearing
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FIG. 6. (a) Honeycomb lattice decorated with two additional
intermediate sites per bond (Ns = 4). The black arrows
show a generic dipole configuration while the red and green
dashed lines denote the three nearest dipole neighbors of two
different fermionic sites. The orange arrows show the hon-
eycomb lattice vectors #@1,2,3. (b) Band structure along high
symmetry lines of the first Brillouin zone with no dipoles
(V = 0). (c) Reduced Brillouin zone (RBZ) for the super-
cell consisting of Ly x Ly dipoles and N intermediate sites
on the honeycomb lattice. (d) Band structure along high-
symmetry lines with Ly = 4; the additional bands originate
from the folding onto the RBZ.

simply from the folding of bands into the reduced BZ;
we have still set V' = 0, so the dipole potential is still
ZEro.

B. Order by disorder for ferrodipolar order

In the case where all the dipoles tip in-plane and point
in the same direction (Q = 0, as with Ny, — 00),
making an angle ¢ with the horizontal axis, there is
no preferred direction for the dipoles to point in; all ¢
values have the same energy. We argue that coupling
the dipoles to fermions leads to a quantum energy cor-
rection which depends on ¢, leading to a six fold clock
anisotropy. We illustrate this for the simplest case of
Ny =2 (i.e., the non decorated honeycomb lattice). In
this case, the net potential due to the dipoles vanishes at
each site; however on symmetry grounds, we expect the
fermion hopping amplitude ¢ for the nearest-neighbor
bonds to become distinct and functions of ¢. We thus
decompose these hoppings as a linear combination of a

uniform part with amplitude ¢ and an angle-dependent
part dt(p), so it takes the form

b(p) 1 1 1
ta(p) | =t [ 1] +0t(p) [w | +6t7(0) | w |, (8)
t3() 1 w w*

where w = €27/3 and ¢ denotes the in-plane angle

of the dipoles. Symmetry constraints allow us to set
5t(p) = |6t[e'?? (see Appendix , so that the dipole
order acts as a nematic order (even under inversion) on
the electrons. It is convenient to denote dt(¢) = 1, a
nematic order parameter. The two-band Hamiltonian
equation. @ in the presence of ferrodipolar order is

3
He(k) = = _ti(p)e e (Kep(k) + He,  (9)
=1

with A, B referring to the sublattice degree of freedom

xZ

|«

and 1 :%712'2:5—%, andﬁg:—%—?\/g as
shown in Fig. [6[a). Let us define
Yi(k) = eF1 4 elk2 4 eihs (10)
o(k) =e™ “el .
72 (k) elfr 4 wrelhe 4 elhs (11)

where k; = k- @, (with [ = 1,2,3). The Hamiltonian
can be cast into the matrix form:

He(k) = —tho(k) — hy (k) — ¢ hy-(k),  (12)

where the matrices appearing in this equation are given
by

ho (k) = (% (O_k) 71(()1‘)) , (13)
w0 = (1,00 )

The action after integrating out the fermions is
S=Trin[Gy " (k,iwn ) +¥hy (k) +9* hy- (k)] (16)

where Gy'(k,iw,) = iw,1 + tho(k) and w, are the
fermionic Matsubara frequencies. We expand this as
S = 8o + Set[t), ¥*] where S = Trln [Ggl(k, iwy,)] is
the bare fermion contribution, and a third-order per-
turbative computation of S yields

Serr[t), ¥*] = v[Y]? + w(¥?® + *?), (17)

where both v and w are functions of temperature and
density (see Appendix for details). We note that this
cubic anisotropy for the nematic order corresponds to a



cos(6¢) clock anisotropy for the electric dipoles. Thus,
depending on the sign of w the ferro-order will pin the
dipoles either along or orthogonally to the triangular
lattice bonds; our computation yields w < 0, which pins
the dipoles to point along one of the six nearest-neighbor
bond directions of the triangular lattice.
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FIG. 7. Band structure along high symmetry lines in the
RBZ plotted in Fig. [6|(c) for the ferro state |Q| = 0 (top
row), stripe-1 state |Q| = M (middle row), and stripe-2 state
|Q| = M/2 (bottom row) using V = 0.1¢ (solid blue curves)
and V = 0.4t (dashed orange curves) with Lqg = N = 4.
In each row, we consider dipoles ordered parallel to & (left
panels), &/2++/33/2 (middle panels), and Z/2++/37/2 (right
panels).

C. Impact of dipole order on the band dispersion

When the dipoles order, the underlying symmetries
of the triangular lattice are spontaneously broken. This
typically leads to a nonzero gap at the (K,K’) points
of the RBZ, due to inversion breaking, and causes the
flat bands originating from the localized electronic wave-
functions to become dispersive. The amplitude of such
effects depends on the strength of the potential V' in Eq.
@. In addition, the breaking of rotational symmetry
means that the band structure depends on the direction
of the dipole orientation.

In order to illustrate the impact of the dipole poten-
tial on the band structure, we consider the case Ny = 4,
where different sites on the decorated honeycomb lat-
tice experience different potentials, which allows for the
possibility that the impact of symmetry breaking due
to dipole order is more clearly manifest.
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FIG. 8. (a) Local density of states near the Dirac points
(E = 0.09¢) with red denoting a high LDOS and white de-
noting a low LDOS in the absence of in-plane dipole mo-
ments vo(7; E), (b) the modulation viero(7; E) — vo(7; E)
with a ferrodipolar order (|Q| = 0), (c) with a stripe-1 order
vs1(T E) — vo(7 E) (|Q] = M), and (d) with a stripe-2 or-
der vso (7 E) — vo(7; E) (]Q| = M/2). Blue denotes negative
change in the LDOS while red is a positive change.

Figure 7] plots the low-energy part of the band disper-
sion for Ny = 4 for the ferrodipolar and two different
dipolar stripe orders. In these plots, we consider three
different orientations for the dipoles, along & (left pan-
els), #/2 4+ /37/2 (middle panels) and —2/2 + /37,2
(right panels), while always choosing the path in the
RBZ shown in Fig. @(c) We plot the dispersions for
two different strengths of the electron dipole coupling,
V' = 0.1t (solid blue curves) and V = 0.4t (dashed or-
ange curves).

For the ferrodipolar order (top panels of Fig. E[), we
find that the impact of dipoles on the band dispersion is
negligible, with a Dirac gap ~ 1075t from the inversion
breaking. For the case of stripe orders (middle and bot-
tom panels), we find that increasing the dipole coupling
from V = 0.1t to V = 0.4t leads to visible changes in
the dispersion, including a more clearly manifest Dirac
gap. In addition, we can see signatures of nematicity at
higher energies near the I point where d; o & 1. M (the
left-most panel) leads to a different dispersion from the
center and right-most panels.

D. Local density of states

Having examined the effect that the different dipolar
orders have on the electronic band structure, we next
consider the local density of states (LDOS) as another
probe of the dipolar ordering. We define the LDOS at
a discrete site a on the honeycomb wire and at fixed
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FIG. 9. Left panel: Difference between the LDOS in the
presence and in the absence of the vortex crystal. The LDOS
Uvortex (T3 E/) for the vortex crystal is calculated for the su-
percell of Lg = 10 dipoles at an energy slightly above the
Dirac points and with V = 0.8¢. Right panels: Correspond-
ing band structure along high symmetry lines in the RBZ
(orange) and with V = 0 (blue).

energy I,
va(E) =YY Uaa(k)dlea(k) — EUL ,(k), (18)
k «

where « is a band index, H(k) = He(k) + He—a(k) =
U(k)e(k)UT (k) and 6[e, (k) — E] is the Dirac delta func-
tion. In the continuum, we generalize this quantity to
any arbitrary position on the substrate by averaging
over neighboring sites:

(F=7g)?

23 (19)

V(i E) =Y ve(E)e”

where the length scale ¢ is chosen to be slightly smaller
than the distance between the neighboring decorated
sites. In the following, for Ny=4, the inter-site separa-
tion is 1/(3v/3) (in units of the dipole-dipole distance),
and we choose ¢ = 1/(6v/3). Note that in the limit
c — 0, Eq. reduces to v(7y; E) = ve(E). We
plot v(7; E) at a fixed energy above the Dirac points
for the honeycomb lattice for different dipole config-
urations (E = 0.09t). In Fig. f[a) we show vy(7 E)
with no electron-dipole coupling (equivalent to the case
where the dipoles are all pointing along the z axis),
and Figs. [§(b){8(d) we plot the modulation in the
LDOS for different ordered states. In Fig. b) we plot
Vterro (73 ) — 1o (7 E) where Voo (7; E) is the LDOS for
ferro aligned dipoles oriented along the x axis (¢ = 0),
and we can see that only one mirror plane symmetry
parallel to the dipoles is preserved. Although the other
symmetries from the Dg, point group are broken, a pe-
riodicity of the LDOS along the zigzag bonds can be
seen, while the modulation on the vertical bond is very
weak. Similarly to the ferro order, a mirror plane par-
allel to the dipoles preserves the lattice symmetry for
the stripe-1 order as can be seen in Fig. c). This mir-
ror plane is generally preserved for stripe-n orders with

odd n but is broken for even n such as when second-
and third-nearest neighbors are included (which leads to
|Q| = 7/+/3) as shown in Fig. d). Scanning tunneling
spectroscopy (STS) measurements could therefore serve
as a probe for such ordered dipolar states.

For the vortex crystal (Fig.[J), we find that the LDOS
shows a depletion for sites near the core of the vortices,
and a corresponding pile-up in the region between vor-
tices. The structure and periodicity of the vortex crystal
are reflected in the spatial structure of the LDOS.

Finally, it should be noted that although the ampli-
tude of the LDOS might change depending on the choice
of E, the symmetry of the signal only depends on the
type of dipolar ordering. When F is near the flat bands
of the bare band structure, any finite Q order disperses
the bands and leads to a big drop in the LDOS, mak-
ing any modulation too small to measure. This is not
the case for the Q = 0 order which preserves the flat
bands, and the modulation is identical to the one near
the Dirac points.

IV. DISCUSSION

We have shown that dipolar interactions on the tri-
angular lattice with a range cutoff can lead to stripe
orders or vortex crystal orders. Such a reduction from
true long-range dipolar couplings to short-range interac-
tions can originate from screening due to the substrate.
For CO molecules which play the role of the dipoles
in molecular graphene, the electric dipole moment is
|d| ~ 0.02 eA and the lattice constant explored in the
original work a ~ 20 A is too large, which leads to a very
small coupling constant J; = |d|?/(4mepa®) ~ 1 peV
and transition temperatures ~ J;/2 ~ 6 mK. How-
ever, given the 1/a? scaling of the couplings, these small
energy scales can be amplified by making the dipolar
lattice denser. For instance, a reduction of the inter-
dipolar distance by a factor of 10 to a ~ 2 A leads
to measurable transition temperatures ~ 6 K. Using
molecules with larger dipole moments would also serve
to amplify the scale of the effects we have discussed in
this paper. Scanning tunneling spectroscopy might pro-
vide a useful tool to detect such dipole orders and their
influence in molecular graphene and related systems.
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Appendix A: Derivation of the order by disorder effective action

We consider a small modulation of the hopping amplitude on the honeycomb lattice (N5 = 2) caused by the
ferrodipolar order. We write ¢;(¢) along each of the I = 1,2,3 honeycomb bonds as a linear combination of a
uniform hopping ¢ (i.e., the bare kinetic energy when V' =0 or d « £) and a modulation §¢;(p):

t1(p) 1 oty ()
tale) | =t 1] + [ 6t2() |, (A1)
t3() 1 dt3(p)

Since the modulated piece is orthogonal to the (1,1,1)" subspace, for real hoppings this can be re-written as:

t1(p) 1 1
stalp) | = ot(o) [ | 1o (0) [ w | (A2)
dt3(e) w w*

with w = 2™/3 and 6t(¢) = |6t|ei/¥). Our goal is to find f(p) from symmetry constraints. For example, when
¢ = 0 we expect t2(¢ = 0) = t3(¢ = 0) [see Fig. [6(a)] and when ¢ = 7/3 we expect t1(p = 7/3) = t3(p = 7/3).
From these as well as from similar constraints when ¢ = 27/3 and ¢ = 7/2 we can deduce:

5t (0) = 6t (0) —> cos (f 0) — 23”) ~ cos (f 0) + 2;) — f(0)=nm (A3)

O 3 O P T O e

5t1 (2;) — 5t (2;) — cos {f (2;)] — cos [f 23) - 2;] — 7 (2??) — - %” (A5)

B aD) = [ ) 5] T o Ao
ete.,

where n € Z. The simplest choice of f () which satisfies all the constraints is f(y) = 2¢. We construct the nematic
order parameter ¢ = §t(p) = |0t| €*'¥ and rewrite Eq. (A2)) as:

dt1(p) 1 1
Sta(p) | =9 [w* | +9" [ w |, (AT)
ots(p) w w
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After substituting this in the Hamiltonian @, we write the partition function as a path integral over fermion fields
(¢,¢) and the nematic (¢,1*) and integrate out the fermions:

Z = /D(w,w*)/D(c, &) exp | = Y &(k)[Gy " (K iwn) + Phy (k) + 9" hy- (k)]e(k)

k,wn

= / D(wh, " e~ TG0 (iwn) Hbhy (k) +47 hy= ()]

We evaluate the action S[i,1*] perturbatively in powers of ¢ and *:

S[Y,v*] =Trln [Gy Lk, iwy,) + Phy (k) + Y* - (k)]
= Trln [Gy ' (k,iwy,) (1 4+ ¥Go(k, iwy,) hy (k) + ¢*Go(k, iwy) hy- (k)]

— S+ Ty % (G (K, iwn ) hys (K) + 1% Go (K, i) o (K))™ (A8)

m

We will consider the m = 1,2, 3 contributions to generate up to ¢ and *3 terms:
Seff[wv W‘] = —’Q[JTI‘ (GOhd)) - ¢*Tf (Goh’lp*)
1
+ 5 [92T ((Gohy)?) + 2 PTr (GohuGohy-) + ™2 Tr ((Gohy-)? )|
L3 3 2 2 2, 2 +3 3
— 3 [0 ((Gohy)®) +8IUP0Tr ((Goha)? Gohys ) +3luf*6  Tr ((Gohye)* Gohy ) + ™ Tx ((Gohye)*) |

Here we dropped the dependence on momenta k and fermionic Matsubara frequencies w, = (2n + 1)7/8 for
conciseness. The first order correction is straightforward to calculate:

_ . -1 _ t
Tr (Gohy) = Tr ((lwn + thy) h,/,) = Tr (UW” —U h¢,>

Z Z Uu v UTV aha,u
Kk iw, MV,

= Zﬁtr {UknF(fk)Ulihw,k] 5 (Ag)
k

and similarly:
Tr (Gohy-) = > Btr [UknF(gk)U;hw,k} , (A10)
Kk

where tr is the conventional matrix trace (as opposed to Tr the trace over momenta, Matsubara frequencies, and
sublattice degrees of freedom). 8 = 1/T is the inverse temperature and ng(£) = (1 + €¢)~1 is the Fermi-Dirac
distribution. Uy is the matrix which diagonalizes the free electron Hamiltonian H. o = —thg = U eUland éE =e—p
are the energy eigenvalues with respect to the chemical potential u for a fixed electron density. The second-order
correction can be evaluated in a similar fashion:
t
§U hyU .

Tr ((Gohw)2) =T ((iwn +the) ™V hy (iwn + th) ! hw) = Tr (in - -

=> > > U — kUT”hWUW’ 1 5kU“’*“hi’,ﬁi

k,iwy, w,v,00y,p,0

— gUThw)

To evaluate the Matsubara frequency summations, we need to distinguish two cases in this two-band problem:
nr(§) — nr(Se) .
1 1 ﬁ 15(1/ _ £P = if gk 7& gli
v,p = v P — — k k v Al].
A=A = L g g ) @) o (A

1wy, 2Bk o p2 if &V = P
T T oy i 8 = Gio
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such that:

( Gohy) ) SN S UET U R U AL,

K [,1,a7,0,0
T (GohyGater) = 3 5 3 UL UL N U AL
k pv,av,p,0
(Gohw ) 3OS0 OO RS U UL R AL
k wv,o,p,0

Lastly, we compute the third order contributions:

Tr ((Gohw)?’) —Tr ((iwn + tho) ™! hy (iwn + the) ™" hy (iwn + the) ™ hw>

1 1
— T T T
Tr (inn —e Ul — €U hoUl U hw)

=Y 3y ¥ ZU’“’ U*"“hWUW 1gkU*’J’“hZ’iUk . 1€kUT”Xh

k,iwn 1,V ,0,0 A, x
Since we have a 2 x 2 Hamiltonian and three energy eigenvalues &, &0, &), at least two energies must be equal:

1 .
Ziwn . 3 1f fﬁ = 5{() = 5]23

(iwn i &) .

: 5 if & =& # &,

ffon 7 60 en 76 (A12)
if & =& # &,

if & = & # i

1Wn

2yl vV ogp o o¢n L ! : Z
B = B8k, &y &) = Z iw, — & iwy, _EII: iwn _§IZ B >
2

1Wn 1Wn

(iwn — €)% iwn — &
1 1

1Wn,

(iwn, — €0) iwn — &

In general, we have

Z 1 B O*np(er) _ Ble?ier 1 Blefer (A13)
Y (iwn —e1)3 2 92 (L+ef)d 2 (14efen)?
and for g1 # &9,
3 1 1 3 1 1 1 [ 1
o (iwn —€1)%iwp, — &2 ey — e (iw, —€1)2 (61 —€2)%iwn —&1 (61 — €2)2 iw, — €2
_ B Onp(er) n B nrp(e2) —nr(er)
€1 —eg9 Oe g1 — €9 €1 — €9
[2efer B 1 1
(g1 —e2)(1 + efer)2 * (61 —€2)? |[1+ef2 14efer |’ (A14)
which leads to the closed form for B:
6362195;2 1 5%65& . o n
(1+ Pk  2(1+ P2 if & = G = &k
B2ePEk B ro1 1 )
. _ + S _ lf v _ ¢P n
o) G G PR (G G [T+ P 1+ o RIS
B = Bzeﬁgl’; B r 1 1 7 e ) , ( )
T fk)(1+eﬁ€k) (gﬁ_gﬁ)z T+ 14 ok | if & = & # &k
B EINCISH 8 ro1 1 ] )
_ + — — if &0 = &7 v.
€ -G+ o (- [T+ 1o %= bt
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We can finally write:

Tr ((Goh)®) =30 30 0 7 UE UL kUL Ui U U R B, (A16)
k wv,av,0,0 An,x

Tr ((Gohu)” Gohy- ) =30 30 30 7 UL UL R LUL U WU UL gt B, (A7)
k w,v,a,0,0 An,x

Tr ((Gohw Gohw) SN Ul UL kg UL UL RGN U UL R B, (A18)

k p,v,00v,0,0 An,x
Tr ((Gohy)*) =D D7 S0 3 U U UL U WA DR O X B (A19)
k p,v,00v,0,0 A\n,x

For a fixed electron density 7, we self-consistently calculate the chemical potential and compute the different
contributions as a function of temperature T'=1/8. We find that for all densities and temperatures,

Tr (Gohw) =0
Tr (Gohw*) = O
Tr (Goh¢)2> -0
Tr ((Gohuy+) ) —0 (A20)
Tr ((Gohy)® Gohys ) =0
Tr ((Gohy-)® Gohy ) = 0,
such that the effective action reduces to the compact form:
Sert[, "] = v[Y* + w(® + ), (A21)
where
v="Tr (GohwGoh¢*)
A22
{w ——Imy ((Gohw):‘) = Iy ((G0h¢*)3) . (A22)

Numerical calculations show v < 0,w < 0. Since 1% + 9*3 oc cos(6¢), this indicates that the action is minimized
when ¢ = nn/3 with n = 0,1, ..., 5 and, as such, that the dipole moments will be pinned along the triangular lattice
nearest-neighbor directions.
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