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From predicting to learning dissipation from pair correlations of active liquids
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Active systems, which are driven out of equilibrium by local non-conservative forces, can adopt
unique behaviors and configurations. An important challenge in the design of novel materials which
utilize such properties is to precisely connect the static structure of active systems to the dissipation
of energy induced by the local driving. Here, we use tools from liquid-state theories and machine
learning to take on this challenge. We first demonstrate analytically for an isotropic active matter
system that dissipation and pair correlations are closely related when driving forces behave like an
active temperature. We then extend a nonequilibrium mean-field framework for predicting these
pair correlations, which unlike most existing approaches is applicable even for strongly interacting
particles and far from equilibrium, to predicting dissipation in these systems. Based on this theory,
we reveal a robust analytic relation between dissipation and structure which holds even as the
system approaches a nonequilibrium phase transition. Finally, we construct a neural network which
maps static configurations of particles to their dissipation rate without any prior knowledge of the
underlying dynamics. Our results open novel perspectives on the interplay between dissipation and

organization out-of-equilibrium.

I. INTRODUCTION

Active matter is a class of nonequilibrium systems in
which energy is consumed at the level of individual com-
ponents in order to produce autonomous motion [1-3].
These systems exist across many different length- and
time-scales, from bacterial swarms [4] and assemblies of
self-propelled colloids [5] to animal groups [6] and human
crowds [7]. In all these systems, the energy fluxes stem-
ming from individual self-propulsion may lead to complex
collective behaviors without any equilibrium equivalent.
The possibility of harnessing such behaviors to design
materials with novel or useful functions has motivated
much research [8] aimed at reliably predicting and con-
trolling the properties of active systems.

Minimal models have been proposed to describe the
dynamics of active particles with or without aligning
interactions, which can give rise to collective directed
motion [9, 10] and motility-induced phase separation
(MIPS) despite purely repulsive interactions [5, 11] re-
spectively. From these models, the challenge is to es-
tablish a nonequilibrium framework, analogous to equi-
librium statistical thermodynamics, which connects mi-
croscopic details and emergent physics. Some progress
has been achieved towards this end by characterizing
protocol-based observables, such as pressure [12, 13], sur-
face tension [14, 15], and chemical potential [16].

The dissipation induced by microscopic energy fluxes
has recently attracted much attention, since it mea-
sures the cost to drive the dynamics into nonequilib-
rium states [17, 18] and to extract work with origi-
nal protocols [19-21]. In particular, it has been shown
that dissipation constrains the transport of active par-
ticles [22, 23], and that changing dissipation with a dy-
namical bias changes material properties [22], ultimately
inducing phase transitions [23-25]. Moreover, the dissi-
pation can be connected to some mechanical properties,

such as the so-called active pressure, of certain isotropic
active matter models [13].

Despite such advancements, understanding how to
quantitatively predict the dynamics and structure of
many-body active systems remains largely an open chal-
lenge [26]. Many of the theoretical approaches used to
predict the structure of active matter rely on either equi-
librium mappings [27-30] or weak-interaction approxima-
tions [22, 23], thus limiting their applicability.

In this work (along with its companion paper in [31]),
we use tools from liquid-state theories and machine learn-
ing to take on these challenges. We develop a mean-
field theory which quantitatively connects the rate of en-
ergy dissipation to static two-point density correlations
and whose applicability and ease of implementation sur-
passes existing approaches. Our results provide a gate-
way towards controlling the structure and properties of
a nonequilibrium many-body system through tuning the
dissipation rate, and they also demonstrate how machine
learning may be harnessed to guide such a process. For
instance, there is a close connection between active pres-
sure and dissipation for certain models of active mat-
ter [13], and here we express dissipation purely in terms of
the isotropic two-body configurational correlation func-
tion. This suggests that we can anticipate how the pres-
sure of a non-equilibrium active liquid is directly related
to isotropic two-body correlations. Such a wvirial-like con-
nection may provide intuition for how the structure of a
non-equilibrium fluid may change as external force con-
ditions are modulated.

The paper is organized as follows. First, in Section II,
we describe the model of an active liquid that we use in
this work, which is an assembly of isotropic self-propelled
particles. Second, in Section III A, we derive analytical
expressions to argue that dissipation and pair correla-
tions are closely related for these particles in at least
the regime of driving forces effectively acting as addi-



tional thermal noise. Third, motivated by this conclu-
sion, in Section III B we extend a nonequilibrium mean-
field theory that we first introduced in [31] for predicting
pair correlations out of equilibrium — even for strongly
interacting particles — to evaluate energy dissipation.
Unlike other effective representations of active dynam-
ics [27, 28, 30, 32] and our derivation in Section IITA,
we do not rely on any equilibrium approximation in this
mean-field theory, thus allowing all nonequilibrium fea-
tures to be retained, and in particular for the dissipa-
tion to be properly evaluated. Combining our results, in
Section ITII C we then elucidate the relationship between
static density correlations and dissipation over various
regimes of activity and interaction strength. Taken to-
gether, our results exploring this relation suggest that
dissipation can be reliably predicted without analyzing
properties of the system other than isotropic two-body
correlations. In contrast, existing approaches to quan-
tify dissipation rely on evaluating either the violation of
fluctuation-response relations [33-37], currents [38-41],
or irreversibility of trajectories [42, 43]. Lastly, as a proof
of principle, in Section IIID we put forward a machine
learning architecture, trained with static configurations,
which accurately infers the dissipation rate without any
information about the underlying dynamics.

II. MODEL AND OVERVIEW
A. Details of model active matter system

We consider a conventional model of active matter con-
sisting of IV interacting self-propelled particles, often re-
ferred to as Active Ornstein Uhlenbeck Particles [44-46],
with two-dimensional overdamped dynamics:
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where U is the pair-wise potential, 7 is a friction coef-
ficient, and ¢,j are particle indices. The terms {&;,f;}
embody, respectively, the thermal noise and the self-
propulsion velocity. They have Gaussian statistics with
zero mean and uncorrelated variances, given by:
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where 7 is the persistence time, T is thermal tempera-
ture, and {«, 8} index spatial dimensions. For a vanish-
ingly small persistence (7 — 0), the system reduces to a
set of passive Brownian particles at temperature T+ T .
At sufficiently high TA and 7, the system undergoes phase
separation even with a purely repulsive interparticle po-
tential U [46]. All details pertaining to the simulations,
run in two dimensions for all of what follows, can be
found in Materials and Methods.
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Following standard definitions of stochastic thermody-
namics [47, 48], the dissipation is defined as the rate
of work done by the thermostat on particles: J =
v o (F - (T — &)). It can be decomposed into a con-
stant term, independent of interactions, and a contribu-
tion from interactions between particles modulated by
the driving forces: J = N(Ta/7 — w). Here we have
introduced the active work per particle [17, 22, 23]:
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Hereafter, we use the term dissipation only to refer to this
active work per particle contribution to the total dissipa-
tion. It is large when driving forces push against conser-
vative repulsive interparticle forces and hold particles in
close proximity to each other. The expression (3) illus-
trates that, for a generic many-body active system, any
particle-based evaluation of dissipation requires measur-
ing the local polarization f;. This is notoriously difficult
in experimental systems of isotropic active particles, for
which the local driving direction is not encoded in the
particle shape. Additionally, we note that (3) is closely
related to the density-dependent average speed of the
particles [13], which is directly connected to the active
swim pressure in such systems [12, 13].

B. Review: Exactly relating dissipation and spatial
correlations

Following [22], by using Ité calculus and assuming that
the system has reached a steady state with no change
in average total U, we can derive an exact relation-

ship between w and two- and three-body correlations for
AOUPs:
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with the correlation functions defined as:
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where pg is the average particle density. We emphasize
that this is an exact relation for AOUPs at steady state,
true for any pg or Tx. With a vanishing rate of work,
this expression recovers the first order of the equilibrium
Yvon-Born-Green (YBG) hierarchy for two-component
fluids [49]. Note that in the limit of small py, w will
unsurprisingly be related only to pair correlations in the
system, as contributions from the three-body correlation
term are suppressed.
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III. RESULTS

A. Connection between dissipation and pair
correlations for short persistence times

We now aim to relate dissipation to pair correlations
beyond the simple low-density limit mentioned above.
In this section, we accomplish this in the limit 7 — 0,
wherein the properties of the non-equilibrium system
can be well defined in terms of an effective temperature.
In particular, we assume 7 is sufficiently small that a
nonequilibrium system at thermal temperature T and
with activity set by Ta has the same spatial correla-
tions as an equilibrium system at thermal temperature
T+ T [23]:
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From (4), an equilibrium system with zero dissipation at
thermal temperature T'+ T obeys the following YBG
energy balance relation:
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while the corresponding non-equilibrium system at ther-
mal temperature T satisfies the following:
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Combining Egs. (6-8), we obtain the following expression

for w:
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While this straightforwardly relates dissipation and pair
correlations in the small 7 regime, in [22] a robust em-
pirical relationship between w and the difference in pair
correlations between the system away from and at equi-
librium, gneq (r;T) — geq (r;T) = Ag (r), was observed to
hold even in many regimes beyond the small 7 regime:
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I, defined by this expression, is the main form in which
we consider pair correlations in the remainder of this
work. For repulsive AOUPs, g(r) at small r increases as
driving forces are increased, pushing particles into each
and leading to enhanced clustering; this is reflected by
larger values of I. The constant of proportionality is de-
pendent on pg, U, and 7, but independent of the Péclet
number Pe = (6/T)+/Ta /7, which compares the relative

strength of the active drive with respect to thermal fluc-
tuations, and in which o denotes the typical interaction
range (taken to be unity in what follows). We therefore
also seek to build on (9) to analytically justify the em-
pirical relationship (10) in at least the small 7 regime.
To do this, we simply subtract (4) for a system at ther-
mal temperature T" with Ty = 0,%w = 0 from the same
expression for a system at thermal temperature T" with
Ta > 0,w > 0, yielding:
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where we have used the definition of I in Eq. (10). Note
that unlike (9), the relation (11) is exact and does not
yet assume small 7.

To further simplify this relation, we assume that we are
in a regime such that density fluctuations are Gaussian
and small relative to the average density pg, which is
most reasonable when particles are weakly interacting.
This allows us to rewrite Ags as the sum of three Ag
terms, two of which go to 0 when integrated over r and

r’ (see Appendix A), yielding in real and Fourier space:
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From (12) and (9), we then get
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We can use the Ornstein-Zernike relation for equilibrium
liquids [49], which relates the pair correlation function
Jeq With the direct correlation function cqq as
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In the limit of weak interparticle interactions, ceq(k; T') ~
—U(k)/T [49], yielding

BT [ g U0
L PotA [y U(—k),

s T+ Ta + poU (K) (—k)

. poTa K2U (K) U (—K) T

I — dk .
=0y / T+ Ta+ poU (k) T+ poU (k)

(15)

If poU (k) is small compared to T, and if the integrand
in (15) has a single sharp peak at wavenumber k., then



these results taken together suggest the following:
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This relationship does not depend on the strength of driv-
ing forces in the system, i.e. it is independent of Ty /7,
and leads us to expect that @ > I in systems satisfying
the assumptions listed above. Empirically, we observe
this inequality to hold for weakly interacting particles,
while the opposite holds if interactions are strong; see
Fig. 1. Additionally, note that in the further limit of
small pg or very weak U (k) relative to T, (16) simplifies
tow = 1.

B. Mean-field theory for dissipation of AOUPs

The expressions (15) are derived in the limit of small
7. However, as mentioned previously, in [22] it was found
that w o I was empirically observed to hold across many
regimes. This includes regimes with 7 > 0, for which
non-equilibrium activity behaves qualitatively very dif-
ferently from an enhancement to thermal temperature.
To gain additional insight into why dissipation can be re-
lated to just pair correlations with no reference to three-
body correlations in such systems, we now turn to a
mean-field theory which makes no assumptions about 7
that, in our companion paper [31], we apply to predicting
pair correlations for out-of-equilibrium AOUP systems.

The mean field theory is outlined in Appendix B. In
short, we consider a single arbitrary AOUP as a tracer
particle and the surrounding AOUPs as a density field
with linearizable dynamics; this assumes a regime of
weak interactions and high densities. Expressing w and
h(k) in terms of the density field dynamics, keeping the
lowest-order terms, and simplifying yields mean-field ex-
pressions (B17) and (B18) suitable for weakly interacting
particles. The final expressions for w and h(k), applica-
ble to strongly interacting particles, are obtained by us-
ing —T'ceq (k) in place of U(k) to account for higher-order
effects. These expressions are
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and
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where G(k) = T (1 — poceq(k)) and R(s) = Tas+Ta7(1—

/7). In this work, we primarily use (18) to obtain pre-

dictions of I by converting h(k) to real space and insert-

ing estimates of gneq(r) into the original definition of I
in (10).
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FIG. 1. Connecting dissipation and structure for harmonic
AOUPs. Theory and simulation results for the dissipation
w and the pair correlation observable I yield a linear rela-
tion w = af for which the slope « varies with the inter-
action strength A (labeled). For the weakest interactions
shown (A = 0.5), the slope predicted by our mean-field theory
expression for weakly interacting particles described in Ap-
pendix B (green, triangles; (B17) for w and (12) for I relative
to w) and that measured numerically (blue, circles) agree very
well. For stronger interactions (A > 0.5), our final and more
general version of the mean-field theory with the ceq(k) sub-
stitution (red, squares; (17) for w and predictions from (18)
inserted into (10) for I) leads to predicted slopes that are close
to those measured from simulations (blue, circles). These re-
sults demonstrate that the dissipation-structure relation is
robust across different values of A and that our mean-field
theory accurately captures it. Parameters: harmonic inter-
particle potential, po =1, 7 =1, Ta € [0,10], T =1, v = 1.
Note that all values for a given A are rescaled by the corre-
sponding value of w at Ta = 10 from simulations.

In the following section, we demonstrate that (17)
and (18) yield predictions for particles without hard re-
pulsive cores that are consistent with measured results
from simulations in predicting the relationship between
w and I. For hard-core repulsive AOUPs, we have found
that even small errors in predictions at large k make the
mean-field theory less usable for obtaining quantitative
predictions of I. However, the simulation results them-
selves suggest that a strong relationship between  and
I still exists. In the subsequent section we demonstrate
that a neural network is able to learn it accurately when
provided with only static information about interparticle
distances, buttressing the evidence that this relationship
is robust.
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Connecting dissipation and structure for strongly interacting AOUPs. (a) The linear relation between w and I, as

measured numerically, persists up to values of Pe that are within 25% of that at which MIPS occurs quickly and spontaneously.
The insets show snapshots of the system at different values of Pe. The black solid line is a guideline corresponding to w = I.
Parameters: WCA potential, po = 0.75, 7 = 100/3, T'= 1, v = 100, Pe € [5,100], and Pe = (¢/T)+/Ta /7 with 0 = 1. Note

that the plot is logarithmic, so in the region where simulation data is parallel to the guideline, w = ol holds. (b) Simulation

results for w vs I for particles with the Yukawa interparticle potential (dashed blue lines) at various densities (labeled). The

ratio between w and T is essentially constant for values of T ranging from weak to moderately strong driving, with a decreasing
value of the slope as p increases. The solid black line corresponds to a slope of 1, indicating w = I. Parameters: Yukawa

potential, A=50, k =4.0, 7=1,T=1,v=1, Ta € [0,1296].

C. Numerical results

The empirical connection in (10) was reported in [22]
for particles interacting through the Weeks-Chandler-
Anderson (WCA) potential. We now further numeri-
cally explore the robustness of this connection in differ-
ent regimes and demonstrate that the mean-field results
in (17) and (18) provide it with an analytical justifica-
tion.

We simulate particles interacting via the short-ranged
harmonic potential, given by U(r) = A(1 —r)? for r < 1,
at multiple values of Ty and A. In Fig. 1, we plot the
estimates of w and I obtained from simulations and from
our analytical mean-field theory. For every A, the sim-
ulations are performed at values of Ty within the range
[0,10], with fixed persistence time 7 = 1 and density
po = 1. The simulation results show an essentially con-
stant ratio between «w and I for all values of A (blue lines
with circles). For the most weakly interacting AOUPs
shown with A = 0.57, our analytical predictions (green
line with triangles pointing down) are made using our
original mean-field theory for dissipation of weakly in-
teracting particles (B17) and the compact expression
from (12) which assumes Gaussian density fluctuations.
For higher values of A (red lines with triangles point-

ing up), we use (17) for # and numerically integrate the
expression defining I in (10) by substituting h as given
in (18), using ceq measured in simulations as input.

In both cases, the analytical predictions for w and I
deviate moderately from the simulation data. As dis-
cussed in [31], given the errors in the predicted structure
h at short wavelengths (reflecting changes in the struc-
ture of the system on large length scales as activity is
increased), these deviations are not very surprising. Cru-
cially, despite the deviations in absolute values, both of
our predictions are able to accurately reproduce the mea-
sured value of the ratio between w and I for each value
of A. Additionally, we note that for both A = 0.57" and
A = 2T, w > I holds, as was qualitatively suggested
by (15) for weakly interacting particles in the limit of
small 7 (although here the system is not close to this
limit). Overall, these results illustrate that our mean-
field theory, designed to capture nonequilibrium liquid
properties, accurately predicts the dissipation-structure
relation inherent to active liquids, and that the use of
—Tceq(k) allows it to be extended to strongly interact-
ing particles.

The linear connection between w and I eventually
fails at larger values of T for the harmonic potential
(Fig. A1). We anticipate that this stems from the fact



that such a potential allows for a complete overlap of
particles at sufficiently strong driving. For liquids with a
hard core repulsive interparticle potential, such as either
the Yukawa potential (Fig. 2(b)) or the WCA potential
from [22], this linear connection holds within an even
broader range of T. In particular, we show in Fig. 2(a)
that the relation between dissipation and structure for
WCA particles persists even close to the beginning of
MIPS at a high Péclet number, highlighting the robust-
ness of this relationship. (In systems at densities too low
to support phase separation, the relation holds across all
values of T that we simulated.)

A natural line of inquiry is to determine whether dis-
sipation can be predicted from pair correlations without
polarization or orientation information only for AOUPs
and closely related minimal isotropic active matter mod-
els or if these results are robust and can be extended to
other active systems. We have also performed simula-
tions of actively driven rotors, similar to those in [50],
which are anisotropic and have a qualitatively different
driving force than AOUPs. Our results suggest that pair
correlations provide enough information to predict dissi-
pation for rotors, although unsurprisingly, the usefulness
of an observable exactly analogous to I is more limited,
especially for short rotors. We leave a more thorough
discussion of dissipation and structure in active rotors to
future work.

D. Inferring dissipation from static configurations:
Insights from neural networks

The results in Figs. 1-2 demonstrate that in certain pa-
rameter regimes, the dissipation rate can be inferred by
analyzing solely the two-point density correlations which
characterize static configurations. A natural question
which follows is whether it would be possible to train
a machine learning algorithm to “learn” the dissipation
rate from snapshots of active matter.

The field of machine learning applications in chem-
istry, physics and materials science is a relatively new
but flourishing one [51-53], and much work has been
done recently towards using machine learning in active
matter [54]. Specifically, a variety of tools have been
used to infer patterns, phase boundaries or equations of
motions from images or movies of nonequilibrium sys-
tems [55-59]. Convolutional neural networks have also
been recently used in [60] to show how the dissipation
rate is connected to time-reversal symmetry violations.

Inspired by these recent successes, we construct a neu-
ral network that can map snapshots of particle positions
to the underlying dissipation induced by their dynam-
ics. Our goal is to show that the dissipation of generic
active systems can be successfully inferred using only
these static configurations, with no underlying informa-
tion about the details of the dynamics. Such a proof of
principle may then form the basis for the development of
feedback control processes, where the dissipation rate is

tuned adaptively until the desired structure is achieved.

To this end, we design a network consisting of a con-
tinuous convolutional layer followed by a fully connected
layer, as outlined in Fig. 3(a), that maps the input data
given by position vectors {r;} to the output data given
by the scaled rate of work ', which is related to the
physical work w through a simple deterministic transfor-
mation (see Materials and Methods). We perform this
transformation in order to enhance accuracy and speed
of learning. Due to particle indistinguishibility, we con-
strain the weights of the fully connected layer to be equal.
The continuous convolutional layer is inspired by a re-
cent work on rotationally and translationally invariant
networks for atomic systems [61]. This layer effectively
scans the neighbors of each particle and sums up the re-
sult of applying a learnable function F(r) to each of a
number of nearby neighbors, where r denotes here the
position vector from the particle of interest to its neigh-
bor (see Materials and Methods). This operation is sim-
ilar to a usual convolution on a grid, with the particle of
interest being analogous to the convolution center, and
the function F to a filter.

Inspired by the relationship between dissipation and
pair correlation functions in (10), we constrain the form
of F' to be a function of the distance between particles
r = |r|. Recognizing that the relation between rate of
work «w and density correlations h given in (10) is also
analogous to a convolution, the final learned function F',
scaled by an overall deterministic factor v (see Materials
and Methods), can be expected to be equal to (VU)? —
TV2U.

In Figs. 3(a-b), we show the agreement between the
values of w measured using the particle-based definition
in (3), referred to as “exact” values, and that predicted
from static configurations of the system using our neu-
ral network. We consider separately configurations taken
from either harmonic or Yukawa AOUP particles over a
finite range of T. Each data point is averaged over 10
independent machine learning training cycles. The neu-
ral network is able to infer the rate of work with good
accuracy, which confirms that static configurational data
is indeed sufficient to evaluate dissipation. Note that, in
the prediction phase, the neural network is supplied with
configurations generated at values of T that are never
used in the training phase.

We further demonstrate in Figs. 3(a-b) (inset plots)
how our continuous convolution neural network is able
to learn a function F' that is very close to the function
(VU)? — TV2U. Our simple network, which is designed
with the minimum number of elements needed to capture
a relationship reminiscent of (10), succeeds in learning
that same relationship with great accuracy. We stress
again that our approach does not require any information
regarding the microscopic polarization, and it also does
not rely on measuring any current, at variance with [38—
41].
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FIG. 3. Inferring dissipation from static configurations. (a) The machine learning architecture consists of two layers. The
first layer is a convolutional layer, which performs the operation r; x F'= 3", F'(|r; — rj|), where j runs over a set number of
nearest neighbors. The function F is expressed in a basis of Gaussian functions with coefficients learned by the algorithm (see
Materials and Methods). The second layer then fully connects the convolutional layer Z; = r; * F' to the rate of work w through
the weight u and bias b: u)_,Z; + b = @', where @’ is the scaled rate of work used as the output of the network. (b-c) The
machine is trained using AOUP configurations generated at values of Ta € [0,12] (b) or Ta € [0,30] (c), and the values of w
are predicted at both the training values of Tx and at intermediate values within this range. The agreement between predicted
and exact values of w is excellent. This demonstrates that the machine learning algorithm is able to learn dissipation from
static snapshots, without any prior information about the underlying dynamics, for AOUPs. (b-c inset plots) We compare the
learned function F' scaled by an overall deterministic factor v, as described in Materials and Methods, with (VU)2 - TV?U,
showing that the algorithm reproduces the dissipation-structure relation given in (10) without any prior knowledge of such a
relationship. Parameters for AOUPs: (b) Harmonic potential, po =1, A =8T, 7 =1, T =1, v = 1; (¢) Yukawa potential,
po =05, A=50T, 7 =1,k =4,T =1, v = 1. The other insets show representative snapshots at Ta = {0,10} (Harmonic),
and Th = {0, 30} (Yukawa).

IV. DISCUSSION ture generic connections between microscopic features
and macroscopic variables [51, 52]. It also solves the
outstanding problem of how to reliably evaluate dissi-
pation based on time-independent and easily accessible
data. Indeed, the local polarization of active particles
is difficult to access in experimental settings, in partic-
ular for isotropic particles, so that obtaining an accu-
rate particle-based measurement of dissipation is gener-
ally challenging [34, 35, 37]. Besides, measuring currents
to deduce bounds on dissipation, as proposed in [38—41],
has only limited applications to active systems without
any obvious observable current, such as the one consid-
ered here.

This work was mainly funded by support from a DOE
BES Grant DE-SC0019765 to LT, GR and SV (The-
ory,simulations and Machine learning). EF was funded
by the Luxembourg National Research Fund (FNR),
grant reference 14389168.

Our results demonstrate that the dissipation induced
by driving forces in active liquids can be inferred generi-
cally by analyzing the static structure of the system. In
particular, we analyze the underlying connection between
dissipation and two-point density correlations by demon-
strating that it exists in a pseudo-equilibrium regime in
Section IIT A and extending a mean-field theory for quan-
titatively predicting the latter to predicting the former in
Section III B. We then show that the mean-field theory
yields predictions matching numerical results specifically
for AOUPs with repulsive harmonic interaction poten-
tials, then provide additional numerical results and re-
sults from machine learning which suggest the connection
is robust across many other regimes.

It would be interesting to explore whether such a re-
lation extends to other types of active liquids, such as
for instance liquids with aligning interactions among the
particles [9], or with driving forces that sustain a per-
manent spinning of particles [50, 62]. We have previ-
ously observed that a similar dissipation-structure rela-
tion holds when the system is driven by external deter-
ministic forces [22]. This suggests that dissipation can
be potentially inferred from structure for a large class of
nonequilibrium liquids, even beyond active matter.

MATERIALS AND METHODS
Numerical simulations

For sections pertaining to strong interactions and re-
lationship between rate of work and density correla-

Importantly, we show that neural networks are able
to accurately infer the dissipation by learning only from
snapshots of positions. This result illustrates the promise
that neural networks, when suitably trained, can cap-

tions, the simulations are run in a two-dimensional box
1020 x 10?0 with periodic boundary conditions, where
o = 1 is the particle diameter. The time step for har-
monic and WCA simulations is 6t = 10~%, and that for



Yukawa simulations is 6t = 1076; in all cases, the ini-
tial condition is homogeneous. The density is pg = 0.5
when the Yukawa potential is used, 0.75 when WCA is
used, and 1 when the harmonic potential is used. The
pair correlation function was extracted over a range of
r € [0,3.2] in increments of dr = 0.01 for WCA parti-
cles, and r € [0, L/2] for Yukawa and harmonic particles,
where L denote here the system size. Between 5 and 25
trials are conducted for each set of parameters.

Whenever the harmonic potential is used, the equa-
tions of motion are integrated using a custom code of
molecular dynamics, based on finite time difference. The
harmonic systems are equilibrated for 500 units of simu-
lation time, corresponding to at least 5007 for all simula-
tions, where 7 is the persistence time of the active noise,
and data is collected every 100 units for a duration of
1000 time steps.

Whenever the Yukawa or WCA potentials are used, the
simulations are performed using the LAMMPS simula-
tion package with a custom fix to allow for self-propulsion
and custom code to measure pair correlation functions
and dissipation in separate simulations. In the case of
WCA, equilibration is performed for at least 507, pair
correlation functions are measured for at least 1007, and
dissipation is measured for at least 257. In the case of
Yukawa, equilibration is performed for 127, pair correla-
tion functions are measured for at least 247, and dissipa-
tion is measured for 67.

Calculation of I from simulations is performed by nu-
merically integrating the difference between the g(r) and
geq () histograms from simulations, multiplied by deriva-
tives of the interparticle potential following (10). These
g(r) are obtained by generating histograms of distances
between each pair of particles with resolution dr = 0.010,
averaged over at least 5 independent trials with at least
11 snapshots per trial over the domains mentioned above.
Calculation of ceq(k) as input for theoretical predictions
is done by numerically Fourier transforming the portion
of the equilibrium heq(r) = geq(r) — 1 with r € [0, 16]
to obtain heq(k), and then computing ceq(k) using the
Ornstein-Zernike relation (shown in (14) extended to
non-equilibrium systems). Equilibrium g(r) for these
calculations are obtained by generating histograms of
distances between each pair of particles with resolution
dr = 0.0lc, averaged over 15 independent trials with
11 snapshots per trial and limited to r € [0,20]; the
simulation box has size 400 x 400. Fourier transforma-
tion to obtain heq(k) is done by multiplying heq(r) by
2rrJo(k - r) and integrating over r € [0, 16], repeated for
k € [2m/16, 167] incremented by 27/16.

The simulations used to extract snapshots for ma-
chine learning were run in a two-dimensional box of size
250 x 250 with periodic boundary conditions, using the
custom code referenced previously. The systems were
equilibrated for 5007 and snapshots were saved every T
for a total simulation time of 207. Multiple trajectories
were generated so as to obtain the 6000 snapshots per
each Ta required for training and testing.

Continuous convolutional neural network

The network was built in keras using the Functional
APT [63]. The individual input to the network consists of
interparticle distances. This choice was made because it
greatly simplified the implementation of a custom layer
in keras. To be more precise, our input consists of an
array of size N x D that contains, for each of the IV
particles, the distances to its nearest D neighbors. For
the simulations with the harmonic potential, N = 625
and D = 20, while for the simulations with the Yukawa
potential, N = 312 and D = 25. The choice of D was
such that distances to around r = 3 (r = 4 for Yukawa)
are mostly captured, but with certainty all distances up
to the cutoff (r = 1 for harmonic and r = 2.5 for Yukawa)
are captured. This choice ensures that the algorithm has
access to all the distances that we expect are crucial to
extracting the rate of work.

The continuous convolutional layer is built as a cus-
tom layer and performs the following. For each convolu-
tion center, in this case the position of active particle r;,
the convolution operation consists of evaluating the sum
Zle F(|r; — rj]). Here, F is a learnable function, the
equivalent of a filter in traditional convolutional neural
networks. We express this function in a basis of Ng = 30
(NG = 40 for Yukawa) Gaussian functions centered be-
tween r = 0 and r = 3 (r = 4 for Yukawa) and with a
standard deviation of 0.05:

Ng—1 s ,
F(T) _ Z 5ief(r70.1z) /(2-0.05 ) (19)
=0

Finally, the output to the network consists of the rate of
work w, centered as

We = W 4+ apo / [(VU)? = TV?U] geqdr, (20)

and scaled as

W = We (21)

max (1) — min(w.)’

where the maximum and minimum of the rate of work
is taken over the entire training data set. Centering and
scaling the rate of work improves the accuracy and speed
of our network. The rate of work is calculated at each
value of T as an average in the nonequilibrium steady
state of (3). Hence, different snapshots at the same value
of T'x will be mapped to the same output.

In conclusion, the machine performs the following map-
ping from the input (interparticle distances r;; = |r;—r;|)
to the output (scaled rate of work):

Ng—1

ij k=0

We enforce particle indistinguishibility by setting a layer
constraint that the weights u are identical. The machine



is tasked with finding the best {u, 3k, b} to minimize the
deviation between its predicted output, wWpred, and w'.
We choose to quantify this deviation through a loss func-
tion of the form

2

Kt = 3 [(Z5E=2) —at] L 29

a

where the a indexes the Ty values used in the training
process, and NN, is the number of snapshots at that value
of T in each training batch over which the loss function
is calculated. Our choice of loss function ensures that
we are mapping the average of the output of the network
at each T to the rate of work at the same TA. Since
the rate of work is indeed an average function of the
configurations, this choice of loss function was the most
suitable for training our model. In the large N limit, we
have the following relation:

uZF(rij) = Nupo/F(r)g(r)dr. (24)

If the training is successful and the machine predicts out-
puts that are very close to «’, then using (10) along
with (19-22), we recover:

Nupg /ngr +b=

(25)

@po 2 2
-T d
max(w.) — min() / [(VU) v U]g "
yielding

b=0, ywnF=(VU)?-TV?U,

(26)

INN = % [ max(te) — min(ic)].

The good agreement between yyn F and (VU)? — TV2U
shown in Fig. 3 confirms the relations in (26).

In producing the data of Fig. 3(a-b), we prepared 35000
snapshots using the harmonic potential and 30000 snap-
shots using the Yukawa potential. These correspond to
5000 snapshots per T, where T ranged from 0 to 12 in
increments of 2 for harmonic and from 0 to 30 in incre-
ments of 6 for Yukawa. The snapshots were divided into
80% train and 20% validation sets, and the network was
trained until we observed convergence of the validation
loss (between 200 and 300 epochs of training), using the
adam optimizer in keras with batch size 512.

The test data reflected in Figs. 3(b-c) comes from inde-
pendent simulations ran over a more fine-grained range
of Ta’s. Specifically, for harmonic we extracted 1000 con-
figurations per T with T ranging over the integers be-
tween 0 and 12. For Yukawa we extracted 1000 con-
figurations per Th with T going between 0 and 30 in
increments of 3.

Code

Codes for molecular dynamics and machine learn-
ing can be found at https://github.com/ltociu/structure_
dissipation_active_matter.

[1] M. C. Marchetti, J. F. Joanny, S. Ramaswamy, T. B.
Liverpool, J. Prost, M. Rao, and R. A. Simha, Rev.
Mod. Phys. 85, 1143 (2013).

[2] C. Bechinger, R. Di Leonardo, H. Lowen, C. Reichhardt,

G. Volpe, and G. Volpe, Rev. Mod. Phys. 88, 045006
(2016).

[3] E. Fodor and M. C. Marchetti, Physica A 504, 106
(2018).

[4] J. Elgeti, R. G. Winkler, and G. Gompper, Rep. Prog.
Phys. 78, 056601 (2015).
[5] J. Palacci, S. Sacanna, A. P. Steinberg, D. J. Pine, and
P. M. Chaikin, Science 339, 936 (2013).
[6] A. Cavagna and I. Giardina, Ann. Rev. Condens. Matter
Phys. 5, 183 (2014).
[7] N. Bain and D. Bartolo, Science 363, 46 (2019).
[8] D. A. Fletcher and P. L. Geissler, Annu. Rev. Phys.
Chem. 60, 469 (2009).
[9] H. Chaté, Annu. Rev. Condens. Matter Phys. 11, 189
(2020).
[10] N. Kumar, H. Soni, S. Ramaswamy,
Nat. Commun. 5, 4688 (2014).

and A. K. Sood,

[11] M. E. Cates and J. Tailleur, Annu. Rev. Condens. Matter
Phys. 6, 219 (2015).

[12] S. C. Takatori, W. Yan,
Lett. 113, 028103 (2014).

[13] A. P. Solon, J. Stenhammar, R. Wittkowski, M. Kardar,
Y. Kafri, M. E. Cates, and J. Tailleur, Phys. Rev. Lett.
114, 198301 (2015).

[14] J. Bialké, J. T. Siebert, H. Lowen, and T. Speck, Phys.
Rev. Lett. 115, 098301 (2015).

[15] R. Zakine, Y. Zhao, M. Knezevié¢, A. Daerr, Y. Kalfri,
J. Tailleur, and F. van Wijland, Phys. Rev. Lett. 124,
248003 (2020).

[16] J. Guioth and E. Bertin, J. Chem. Phys. 150, 094108
(2019).

[17] C. del Junco, L. Tociu, and S. Vaikuntanathan, Proc.
Natl. Acad. Sci. USA 115, 3569 (2018).

[18] D. S. Seara, B. B. Machta, and M. P. Murrell, Nat.
Commun. 12, 392 (2021).

[19] P. Pietzonka, E. Fodor, C. Lohrmann, M. E. Cates, and
U. Seifert, Phys. Rev. X 9, 041032 (2019).

and J. F. Brady, Phys. Rev.


https://github.com/ltociu/structure_dissipation_active_matter
https://github.com/ltociu/structure_dissipation_active_matter
http://dx.doi.org/ 10.1103/RevModPhys.85.1143
http://dx.doi.org/ 10.1103/RevModPhys.85.1143
http://dx.doi.org/ 10.1103/RevModPhys.88.045006
http://dx.doi.org/ 10.1103/RevModPhys.88.045006
http://dx.doi.org/10.1016/j.physa.2017.12.137
http://dx.doi.org/10.1016/j.physa.2017.12.137
http://dx.doi.org/10.1088/0034-4885/78/5/056601
http://dx.doi.org/10.1088/0034-4885/78/5/056601
http://dx.doi.org/ 10.1126/science.1230020
http://dx.doi.org/10.1146/annurev-conmatphys-031113-133834
http://dx.doi.org/10.1146/annurev-conmatphys-031113-133834
http://dx.doi.org/10.1126/science.aat9891
http://dx.doi.org/10.1146/annurev.physchem.040808.090304
http://dx.doi.org/10.1146/annurev.physchem.040808.090304
http://dx.doi.org/10.1146/annurev-conmatphys-031119-050752
http://dx.doi.org/10.1146/annurev-conmatphys-031119-050752
http://dx.doi.org/10.1038/ncomms5688
http://dx.doi.org/10.1146/annurev-conmatphys-031214-014710
http://dx.doi.org/10.1146/annurev-conmatphys-031214-014710
http://dx.doi.org/10.1103/PhysRevLett.113.028103
http://dx.doi.org/10.1103/PhysRevLett.113.028103
http://dx.doi.org/ 10.1103/PhysRevLett.114.198301
http://dx.doi.org/ 10.1103/PhysRevLett.114.198301
http://dx.doi.org/10.1103/PhysRevLett.115.098301
http://dx.doi.org/10.1103/PhysRevLett.115.098301
http://dx.doi.org/ 10.1103/PhysRevLett.124.248003
http://dx.doi.org/ 10.1103/PhysRevLett.124.248003
http://dx.doi.org/10.1063/1.5085740
http://dx.doi.org/10.1063/1.5085740
http://dx.doi.org/10.1073/pnas.1713573115
http://dx.doi.org/10.1073/pnas.1713573115
http://dx.doi.org/10.1038/s41467-020-20281-2
http://dx.doi.org/10.1038/s41467-020-20281-2
http://dx.doi.org/ 10.1103/PhysRevX.9.041032

[20] Z. Liao, W. T. M. Irvine, and S. Vaikuntanathan, Phys.
Rev. X 10, 021036 (2020).

[21] T. Ekeh, M. E. Cates, and E. Fodor, Phys. Rev. E 102,
010101 (2020).

[22] L. Tociu, E. Fodor, T. Nemoto, and S. Vaikuntanathan,
Phys. Rev. X 9, 041026 (2019).

[23] E. Fodor, T. Nemoto, and S. Vaikuntanathan, New J.
Phys. 22, 013052 (2020).

[24] T. Nemoto, E. Fodor, M. E. Cates, R. L. Jack, and
J. Tailleur, Phys. Rev. E 99, 022605 (2019).

[25] T. GrandPre, K. Klymko, K. K. Mandadapu, and D. T.
Limmer, Phys. Rev. E 103, 012613 (2021).

[26] G. Gompper, R. G. Winkler, T. Speck, A. Solon, C. Nar-
dini, F. Peruani, H. Lowen, R. Golestanian, U. B. Kaupp,
L. Alvarez, T. Kigrboe, E. Lauga, W. C. K. Poon,
A. DeSimone, S. Muinios-Landin, A. Fischer, N. A. Soker,
F. Cichos, R. Kapral, P. Gaspard, M. Ripoll, F. Sagues,
A. Doostmohammadi, J. M. Yeomans, I. S. Aranson,
C. Bechinger, H. Stark, C. K. Hemelrijk, F. J. Ned-
elec, T. Sarkar, T. Aryaksama, M. Lacroix, G. Duclos,
V. Yashunsky, P. Silberzan, M. Arroyo, and S. Kale, J.
Phys.: Condens. Matter 32, 193001 (2020).

[27] G. Szamel, E. Flenner, and L. Berthier, Phys. Rev. E
91, 062304 (2015).

[28] M. Rein and T. Speck, Eur. Phys. J. E 39, 84 (2016).

[29] R. Wittmann, U. M. B. Marconi, C. Maggi, and J. M.
Brader, J. Stat. Mech. 2017, 113208 (2017).

[30] G. Szamel, J. Chem. Phys. 150, 124901 (2019).

[31] L. Tociu, G. Rassolov, E. Fodor, and S. Vaikuntanathan,
J. Chem. Phys. (in press) (2022), 10.1063/5.0096710.

[32] R. Wittmann, C. Maggi, A. Sharma, A. Scacchi, J. M.
Brader, and U. M. B. Marconi, J. Stat. Mech. 2017,
113207 (2017).

[33] T. Harada and S.-i. Sasa, Phys. Rev. Lett. 95, 130602
(2005).

[34] S. Toyabe, T. Okamoto,
H. Taketani, S. Kudo,
Lett. 104, 198103 (2010).

[35] E. Fodor, W. W. Ahmed, M. Almonacid, M. Bussonnier,
N. S. Gov, M.-H. Verlhac, T. Betz, P. Visco, and F. van
Wijland, EPL (Europhys. Lett.) 116, 30008 (2016).

[36] C. Nardini, E. Fodor, E. Tjhung, F. van Wijland,
J. Tailleur, and M. E. Cates, Phys. Rev. X 7, 021007
(2017).

[37] T. Ariga, M. Tomishige,
Lett. 121, 218101 (2018).

[38] A. C. Barato and U. Seifert, Phys. Rev. Lett. 114, 158101
(2015).

[39] T. R. Gingrich, J. M. Horowitz, N. Perunov, and J. L.
England, Phys. Rev. Lett. 116, 120601 (2016).

[40] J. Gladrow, N. Fakhri, F. C. MacKintosh, C. F. Schmidt,
and C. P. Broedersz, Phys. Rev. Lett. 116, 248301
(2016).

[41] J. Li, J. M. Horowitz, T. R. Gingrich, and N. Fakhri,
Nat. Commun. 10, 1666 (2019).

[42] E. Roldén, J. Barral, P. Martin, J. M. R. Parrondo, and
F. Jilicher, New J. Phys. 23, 083013 (2021).

[43] 1. A. Martinez, G. Bisker, J. M. Horowitz, and J. M. R.
Parrondo, Nat. Commun. 10, 3542 (2019).

[44] G. Szamel, Phys. Rev. E 90, 012111 (2014).

[45] C. Maggi, U. Marini Bettolo Marconi, N. Gnan, and
R. Di Leonardo, Sci. Rep. 5, 10742 (2015).

T. Watanabe-Nakayama,
and E. Muneyuki, Phys. Rev.

and D. Mizuno, Phys. Rev.

10

[46] E. Fodor, C. Nardini, M. E. Cates, J. Tailleur, P. Visco,
and F. van Wijland, Phys. Rev. Lett. 117, 038103 (2016).

[47] K. Sekimoto, Prog. Theor. Phys. Supp. 130, 17 (1998).

48] U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).

[49] J.-P. Hansen and I. R. McDonald, Theory of Simple Lig-
wids (Fourth Edition) (Academic Press, Oxford, 2013).

[50] B. C. van Zuiden, J. Paulose, W. T. Irvine, D. Bartolo,
and V. Vitelli, Proc. Natl. Acad. Sci. USA 113, 12919
(2016).

[61] G. Carleo, I. Cirac, K. Cranmer, L. Daudet, M. Schuld,
N. Tishby, L. Vogt-Maranto, and L. Zdeborovd, Rev.
Mod. Phys. 91, 045002 (2019).

[62] K. T. Butler, D. W. Davies, H. Cartwright, O. Isayev,
and A. Walsh, Nature 559, 547 (2018).

[63] P. Schwaller, T. Laino, T. Gaudin, P. Bolgar, C. A.
Hunter, C. Bekas, and A. A. Lee, ACS Central Science
5, 1572 (2019).

[64] F. Cichos, K. Gustavsson, B. Mehlig, and G. Volpe, Nat.
Mach. Intell. 2, 94 (2020).

[65] C. Casert, T. Vieijra, J. Nys, and J. Ryckebusch, Phys.
Rev. E 99, 023304 (2019).

[66] H. Zhao, B. D. Storey, R. D. Braatz, and M. Z. Bazant,
Phys. Rev. Lett. 124, 060201 (2020).

[57] D. B. Briickner, P. Ronceray, and C. P. Broedersz, Phys.
Rev. Lett. 125, 058103 (2020).

[58] F. S. Gnesotto, G. Gradziuk, P. Ronceray,
Broedersz, Nat. Commun. 11, 5378 (2020).

[59] A. R. Dulaney and J. F. Brady, Soft Matter 17, 6808
(2021).

[60] A. Seif, M. Hafezi, and C. Jarzynski, Nat. Phys. 17, 105
(2021).

[61] N. Thomas, T. Smidt, S. M. Kearnes, L. Yang, L. Li,
K. Kohlhoff, and P. Riley, ArXiv e-prints (2018),
arXiv:1802.08219.

[62] A. Souslov, K. Dasbiswas, M. Fruchart, S. Vaikun-
tanathan, and V. Vitelli, Phys. Rev. Lett. 122, 128001
(2019).

[63] F. Chollet et al., “Keras,” https://keras.io (2015).

[64] V. Démery and D. S. Dean, Phys. Rev. E 84, 011148
(2011).

[65] V. Démery, O. Bénichou, and H. Jacquin, New J. Phys.
16, 053032 (2014).

[66] D. S. Dean, J. Phys. A: Math. Gen. 29, L613-L617
(1996).

[67] D. Chandler, Phys. Rev. E 48, 2898 (1993).

and C. P.

Appendix A: Gaussian density fluctuations

Density correlations p can be expressed in terms of
their mean value (p) = po and fluctuations dp = p — pg.
To obtain an expression for I that is directly related to w
and depends only on pair correlations, we assume that dp
is small and Gaussian in nature. This is most justifiable
when pg is large and interactions between particles are
relatively weak. Note that in the limit of small pg, con-
tributions from three-body terms in (12) are suppressed
and the relation between w and I is simple.

Applying our approximation to three-body density cor-
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relations, we arrive at

p093 (r,r ,I‘H)

=(p(r)p(')p(r"))

= po + P (dp (x) + dp (x') + dp (&)

+poldp (r) dp (x') + dp (x)) op (x”) + dp (x

+ (3 (r) 6 () 6 ("))

~ po + po(dp (r) op (x') + p (r') dp (r” ")op(r)),
(A1)

in which we have assumed that the term with dp? is neg-

ligibly small and used that (6p) = 0. We can similarly
approximate two-body density correlations to arrive at

") dp (r))

) +dp (v’

pag (') = (p(r) p(x'))
= pg + po(dp (r) +5p (') +
= po + (0p (r) op (r')).

(0p (r)dp (r'))

(A2)

Combining these results, we get

g3 (r,x',x") =g (r,x') + g (' ,x") + g (x",r) — 2, (A3)
which in turn means that, after changing function argu-
ments to be consistent with definitions of g and g3 in (5),
Ags(r, v )~ Ag(r—r')+Ag(r)+ Ag(r'). (A4)
When we insert this expression for Ags into (11), the
g (r) and ¢ (r’) terms yield 0 when multiplied by VU (r')
and VU (r) and integrated over r’ and r respectively.
Only the Ag (r — ') term yields a non-zero contribution
to w — I, and thus we obtain (12) as our final expression
from the assumption of Gaussian density fluctuations.

Appendix B: Mean-field theory for dissipation
1. Density field for weakly interacting tracer

This derivation reproduces large parts of same concep-
tual and mathematical framework we described in our
companion paper [31] and merely extends them to obtain
expressions of w in addition to h(k). We start by con-
sidering the effective dynamics of an active tracer weakly
interacting with a bath consisting of the other particles.
To analytically derive the statistics of the tracer displace-
ment, our strategy, inspired by recent works [64, 65], is
to scale the interaction strength by a dimensionless fac-
tor e, which can be regarded as a small parameter for
perturbative expansion. The equation of motion of the
tracer position ro(t) then reads

I"():f—f/VOU I'()—I‘) (I‘ t)dI‘ +£0, (Bl)
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where the bath is described in terms of the density field
p(r,t) = Zil d(r—r;(t)) where N is the number of bath
particles. The dynamics of the density field p(r,t), can

be readily obtained following the procedure in [66] as

Op(r,t
5y P(al;f ) =TV?p( V- [V2poTyA(r, t) r,t)]

Ly <pv [/ Ul — ')t t)dr' + U (r — rO)D :
(B2)

where P denotes polarization field P(r,t) = Y. £;(t)0(r—
r;(t)) and A is a Gaussian white noise with zero mean
and unit variance ((Aq(r, €)Ag(r',t')) = dupd(r —1')o(t —
t')). In principle, the dynamics (B1-B2) can be solved
recursively to obtain the statistics of the density field
p(r,t) and of the tracer position ro. Some of us already
took this approach in [22, 23] using a perturbation in the
weak interaction limit. In what follows, we extend this
approach to characterize the system beyond the regime
of weak interactions.

2. Derivation of dissipation

Our nonequilibrium mean-field theory to solve for w
is built as follows. Neglecting polarization, we first lin-
earize the dynamics (B1)-(B2) and obtain a solution for
dp in the Fourier domain. We then obtain a formula for
w in terms of dp and construct an expansion in the cou-
pling parameter € to compute w up to second order in €.
Finally, we draw inspiration from equilibrium solvation
theories [67] to extend this theory from weakly interact-
ing to strongly interacting particles using an approximate
method numerically validated in [31].

We begin with (B2) and do not consider the polar-
ization term further. Our choice is justified in the low-
activity limit and, beyond that, supported by the the-
oretical and numerical results in [23] for efficiency and
mobility even with strong driving forces present. Lin-
earizing the dynamics of the density field p around the
overall density pg, we arrive at closed-form equation of
motion for ép = p — pg. This linear approximation holds
for weak interparticle potentials, so that any local den-
sity fluctuation is small compared to the density of the
liquid. The solution for dp(k,t) = [[p(r,t) — pole”*Tdr
follows readily as:

t
dsefk2G(k)(tfs)

vop(k,t) = /

— 00

x (~K2poeU (k)™ () ik \/2po Ty A (K, 5))

(B3)

where G(k) = T+poU (k), and A is a zero-mean Gaussian
white noise with correlations

<Aa(k7 S)Aﬁ(k/7 S/)> =

where d is the spatial dimension.

(27)%6050(s — 8 )0(k + '), (B4)
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FIG. Al.  Simulation results for w versus I for particles with the harmonic interparticle potential at various amplitudes
(labeled) scaled by the value of w at Ta = 40. All details other than the range of Ta and the scaling factor are identical to
Fig. 1. In addition, the solid black line indicates what a true linear relationship between w and I for A = 16 would be if their
constant of proportionality at Ta = 5 held across all values of Ta. Deviations of both theoretical and simulation results from
this line illustrate the breakdown of the linear relationship as T increases. Our theory still captures this nonlinear relationship
between w and I reasonably well, but deviations are more significant than when considering Ta < 10. Parameters: harmonic
potential, po =1, 7=1,T =1, v=1Ta € [0,40].

Substituting into the dissipation per particle (3) with the coupling parameter ¢ included,

. 1 dk . s
w = m;(fz -VieU(r; —rj)) = —/W<f0(t) -ikeU(K) 6p(k, t)e’® ( )>,

yields the following:

Po dk 0 k2G(k ik ;
== de(aU(k))Q/ dsek ¢ >S<z'k-f0(0)ez '<r0<0>—”0<6>>>
v J (2m) —oo (B5)

dk 0 2 ,
+/2p0T / (%)deeU(k) / dsek G k)s <elk'ro<0>f0(o) -A(k,s)>.

Next, we solve for the tracer position rg to yield an expression which depends instead on driving forces f, thermal
noise &, and interparticle potential U(k). From the tracer dynamics (B1), we deduce

dk’
(2m)

from which, after expanding with respect to the parameter ¢, we derive

0
ro(0) = / (fo(2) + Eo(a)]d + < /

— 00

0
U (K / ds’ 5p(K', s')erols) (B6)

0 ’
eikmo(o) _ eik~f£’x[f0(:c)+£o(x)]d:c {1 o 6/ (;Zk;dk . k/U(k/)/ dS/(Sp(k/, S/)eik’.fjoo[fo(x)+€o(x)]d9c + (9(62) ) (B7)
™ — 00

Substituting in the expression for dp given in Eq. (B3), we obtain
0 ’
ellero(0) il [2 o fo(@) +Eo (2))de [1 - 5/ (;ik)ld (k- k')U(k')/ ds' e S s lfo(@)+Eo(@)]dz
™ — 00
o (BY)
/ ds' e KZCK)(s"=s") e .| /2T poA(K',s") + (9(52)] .

— 00
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Substituting (B8) into (B5), truncating at second order in ¢, and letting v = 1 for simplicity, we then get

. dk 0 2 s/ ; ik- [ x x)|dx
w :/)0/7(271_)dk2(5U(k))2 /_Oo dsex ¢ <2k-f0(0)ekfs [fo(2)+0(2)]d >

~onr [ é‘“ﬁk 2(k - K)2U (k)U

UK / ds e KGNS <zk’ 2 (0)e ik [0 [fo (2)+€o0 (x)]dz-+ik'- f-*’oo[fo(m)+.so(z)]dx>

0 s’
« / ds / ds'" X CUIHREGANS" (A (1 5)A 4 (K, 5)), (B9)
—00 —o00

where we have used that A, &y, and f are independent.

We simplify this by observing that according to Wick’s
theorem, we can write for the white noise

dm> — KT

To treat the equivalent terms for the active forces, we
start from the time correlations (2) and derive the fol-
lowing:

</So an(O)an(x)dx> — Ta(1— e/,

(efedi &0t (B10)

(B11)

and

0 0
</ / Joo () fo (a:’)d:vdx'>
0 0 T
= Ta dx’(/ 67(1171)/Td13+/ G(III)/TdJ?>
T S xT S

= —Q[TAS + Tar(1— es/T)] = —2R(s).
(B12)
Again according to Wick’s theorem, we can now write for
the driving forces:

(e d? B@in) _ R (B13)

and

<ik £ (0)e’* s fo(m)dm>

’ 2
-k </ Joa (O)an(.%')dx> ek Bs) (B14)
— _ersz(s)TA(l _ eS/T).

Taken together, this means that we can make the simpli-
fications of the following kind:

<€ik'f_000[fo(%)"rﬁo(ﬂf)]dx—ik'ffoo[f0($)+€0($)]d9¢> _

ek2(Ts+R(s)). (B15)

[
After collapsing the noise correlation functions and us-

ing (B4), (B10), (B13) in this manner to simplify (B9),
we obtain

w1 [ ey

[/ dsek’ (GU)+T)s+R(s ))( _es/T)+

(U (k))?

/ ds' X (GRS HRE)) (1 _ o'/7 |

(B16)
where G(k) = T + poU((k). We simplify this a bit fur-
ther and set € to 1 to obtain (B17), an expression valid
for systems with weak interparticle potentials and high
densities:

. dk
=it | @)

0
% / dsek2((G(k)+T)s+R(s))(1 o eS/T).

(U)2E

(B17)

As explained in [31], a similar procedure is followed to
obtain the mean-field expression for h (k):

k)+7T [° >
h(k) = —k%U(k)G(GEJ) / dsek (GURFT)s+R(s))
(B18)

To go beyond the regime of weak interactions and ob-
tain (18) and (17), we substitute U(k) where it arises
from (B3) with —T'ceq(k). This procedure is inspired
by equilibrium solvation theories [67], in which context
the density around a tracer particle interacting strongly
with its neighbors is captured by considering the convo-
lution between the density correlation and direct corre-
lation functions. In the limit of weak interactions, these
functions are approximately equivalent (as mentioned in
Section IITA) and therefore this substitution is safe.
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