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We study hard-core bosons on the honeycomb lattice in the presence of anisotropic nearest-
neighbor repulsive interactions. Using a quantum Monte Carlo (QMC) technique, we extract the
phase diagram of the model in terms of the filling and the anisotropy. At half-filling we find a dimer
insulator phase near maximum anisotropy that is characterized by a finite topological entanglement
entropy ln(2)/2, indicative of a fractional quantum Hall state for bosons. We identify the presence
of edge states and derive a QMC-based method to extract and verify their chirality. Remarkably,
this phase arises in the absence of magnetic flux and without explicit lattice frustration.

Introduction.— Topological phases of electrons are
ubiquitous in condensed matter physics. Interest in these
states started following the discovery of the quantum
Hall effect (QHE) [1, 2], which can form in extremely
low temperatures and high magnetic fields. Later, Hal-
dane proposed a model on the honeycomb lattice demon-
strating the possibility for the formation of a QHE even
when the total magnetic field is zero [3]. This opened a
pathway towards the prediction and consequent experi-
mental realization of modern topological insulators, in-
cluding the two-dimensional (2D) spin-Hall effect [4] and
the three-dimensional topological insulators [5–7]. Un-
like their forefather, these states can form even in time-
reversal symmetric situations and in relatively high tem-
peratures.

When the underlying particles are bosons, the realiza-
tion of topological phases requires the presence of inter-
actions that act to stabilize these phases. The presence of
interactions can further lead to richer, interacting topo-
logical phases, among which the realization of bosonic
quantum Hall states was suggested in either large mag-
netic fields (or rotation) [8, 9] or in frustrated lattices
[10, 11] or by explicitly breaking time reversal symme-
try using a local flux [12, 13]. Simpler models realiz-
ing the QHE for bosons could constitute crucial building
blocks towards the modeling and realization of additional
bosonic topological phases.

In this paper, we consider hard-core bosons (HCBs)
on a 2D honeycomb lattice subjected to anisotropic
bond interactions. Using Stochastic Series Expansion
(SSE) technique [14, 15], a quantum Monte Carlo (QMC)
method, we extract the full phase diagram of the model.
In the isotropic limit our model coincides with the popu-
lar t−V model on the 2D honeycomb lattice, whose phase
diagram has been extensively studied long ago [16]. It
consists of a charge-density-wave (CDW) phase at half-
filling which phase separates into a superfluid phase as
the chemical potential of the system is tuned. We demon-
strate that as we increase the anisotropy, the CDW insu-
lator at ρ = 1/2 transforms into a time reversal breaking
topological insulator, which admits a finite topological

entanglement entropy (TEE) of value ln(2)/2 and chiral
edge states. We therefore argue that this phase is consis-
tent with the fractional quantum Hall liquid for bosons at
filling factor 1/2 [17]. Exceptionally, the phase is realized
on the non-frustrated honeycomb lattice in the absence
of any type of flux.

Model and phase diagram.— In our model the HCBs
are subjected to anisotropic repulsive interactions on a
2D Honeycomb lattice according to the Hamiltonian,

Ĥ = −t
∑
〈i,j〉

(
d̂†i d̂j + h.c.

)
+

3∑
α=1

Vα
∑
〈i,j〉α

n̂in̂j − µ
∑
i

n̂i

(1)

where d̂†i (d̂i) is the creation (annihilation) operator of a

HCB at site i, n̂i = d̂†i d̂i is the density at the same site,
t is the hopping amplitude along nearest-neighbor (NN)
bonds 〈i, j〉 and µ is the chemical potential. The HCBs
experience NN repulsion Vα on bonds 〈i, j〉α which be-
long to one of the three families α of parallel bonds high-
lighted in Fig. 1 . For convenience, in the following we
take V = (V, V ′, V ′); the parameter τ = V ′/V is there-
fore a measure of the isotropy, with τ = 1 indicating
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FIG. 1. Schematic of the model described in the main text
for hard-core bosons on the honeycomb lattice. The bonds
represent hopping of strength t and nearest-neighbor repulsive
interactions of magnitude V1 (red), V2 (green) and V3 (blue).

ar
X

iv
:2

01
2.

11
46

1v
1 

 [
co

nd
-m

at
.s

tr
-e

l]
  2

1 
D

ec
 2

02
0



2

0.00 0.25 0.50 0.75 1.00
τ

−1

0

1

2

3

µ/V

(a)

ρ = 0

ρ = 1

ρ = 1/2
CDW

DI

SF

SF

 0

 0.2

 0.4

 0.6

 0.8

 1

-4 -2  0  2  4  6  8  10  12
 0

 0.2

 0.4

 0.6

ρ ρ
s

µ

(b) ρ

ρs

 0.47

 0.49

 0.51

 0.53

 1  3  5  7

ρ1

ρ2

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.25  0.5  0.75  1
 0

 0.1

 0.2

 0.3

S
D

(π
,π

)

S
(π

,π
)

(c)

τ

SD(π,π)

S(π,π)

FIG. 2. Phase diagram and order parameters. (a) Complete phase diagram corresponding to the Hamiltonian in Eq. (1) in
terms of µ/V and τ for a 20×20 periodic honeycomb lattice with V = 8. Variation of (b) average density ρ & superfluid density
ρs versus µ, and (c) structure factor S(π, π) & dimer structure factor SD(π, π) versus τ , on a 20 × 20 periodic honeycomb
lattice with V = 8, V ′ = 0 and t = 1. Inset of (b): Splitting of ρ = 1/2 plateau under a straight cut parallel to the y-axis.

full isotropy and τ = 0 maximal anisotropy. We perform
the simulations using Nx × Ny = Ns sites. For the def-
initions of the various order parameters that we use to
characterize the Hamiltonian we refer the reader to [18].

The complete phase diagram corresponding to Eq. (1)
is shown in Fig. 2 a in the (µ/V, τ) plane. Apart from
the usual empty phase at density ρ = 0 and Mott insu-
lator at ρ = 1, the phase diagram basically consists of
an insulating phase at density 1/2 surrounded by a su-
perfluid phase. Fig. 2 b displays the dependence of the
average HCB density ρ and the superfluid density ρs on
the chemical potential of the system µ at τ = 0. The
plateau in the ρ − µ curve at density ρ = 1/2 indicates
the presence of an incompressible insulating phase where
the superfluid density goes down to zero.

As we tune the value of τ from 1 to 0, the nature of the
insulator at half-filling goes through a phase transition,
from a CDW phase to a dimer insulator (DI) phase. The
structure factor S(π, π), shown in Fig. 2 c, is finite only
in the upper range of τ where the model approaches the
isotropic t−V model limit, indicative of a CDW. Indeed,
in the case of a half-filled t − V model, all particles si-
multaneously occupy one of the two sublattices in order
to avoid repulsion, which results in an insulating CDW
phase, with particles frozen in a single sublattice. How-
ever, when the anisotropy increases, the system crosses
into a phase where the structure factor is zero while the
dimer structure factor SD(π, π) peaks instead, thus rul-
ing out the CDW nature of the insulator.

Interestingly, by means of a simple analytical calcula-
tion we can actually point out the exact transition line
for an infinite lattice. For τ = 0, the particles forming
the dimers do not feel any repulsion and they can freely
hop back and forth along the 〈i, j〉1 bonds. Each particle
gains an amount of energy t while forming a dimer. Now,
as soon as we tune τ to some nonzero value, the parti-
cles in the system start feeling repulsion from each other.
As dimers are formed at each of the 〈i, j〉1 bonds at any
instant of time the constituent particle of a particular
dimer can be repelled by its two neighboring sites along

the 〈i, j〉2 or 〈i, j〉3 bonds. Since the average density of
the sites are 0.5, each of the HCBs will feel 2V ′×0.5 = V ′

amount of repulsion in presence of a nonzero value of
τ . Therefore, the hopping process in the formation of
dimers will be preferred over the CDW pattern as long
as we have t > V ′. In other words, the phase bound-
ary between the topological dimer insulator and CDW
will be at t = V ′ = τV , setting the critical value of τ at
τc = t/V . The vertical dashed line in Fig. 2 indicates this
transition line, in the thermodynamic limit, as obtained
from the considerations above. In addition, we require
V > 6t for the DI to be favorable over a superfluid phase
in the extreme anisotropic limit, as each particle form-
ing a dimer avoids V/2 repulsion while sacrificing 3t of
kinetic energy.

Now, when V ′ is set to be zero, due to absence of repul-
sion along the 〈i, j〉2 and 〈i, j〉3 bonds it is energetically
favorable for the particles to hop back and forth along
the 〈i, j〉1 bonds in order to further lower the energy of
the system. Consequently, dimers are formed along all
the 〈i, j〉1 NN bonds in the system giving rise to a peak
in SD(π, π) with maximum possible amplitude 1. In this
situation there is no net flow of HCBs in x or y-direction
of the bulk of the lattice which makes the phase insu-
lating in nature. This however changes at the edge: it
turns out that the DI is in fact an interacting topological
insulator, as we now turn to describe. In the rest of the
paper we identify its topological properties, starting from
employing a bulk measure for topological order.

Topological entanglement entropy.— Based on the idea
that topologically ordered states contain non-local entan-
glement in the ground-state wavefunction, the topolog-
ical entanglement entropy (TEE) was identified [19–22]
as a quantity that can detect these correlations which are
not revealed by the traditional long range orders. This
quantity can be thought of as an order parameter which
is nonzero in a topologically ordered state and zero oth-
erwise. Now, the nth Renyi entanglement entropy be-
tween a subsystem A and its complement B (such that
A∪B represents the whole system) is given by the formula
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FIG. 3. Topological entanglement entropy for the model described by Eq. (1) with periodic boundary conditions. (a) Levin
and Wen’s construction of the four subsystems, A1 = a ∪ b ∪ c ∪ d, A2 = a ∪ b ∪ c, A3 = a ∪ d ∪ c and A4 = a ∪ c, used in
the calculation of the topological entanglement entropy (schematically). (b) Topological entanglement entropy versus inverse
temperature β measured on half-filled 12 × 12 honeycomb lattice for V = 8 with both V ′ = V and V ′ = 0. (c) The same for
three different system sizes, 12× 12, 16× 16 and 20× 20 at half-filling with V = 8 and V ′ = 0.

Sn(A) = 1
1−n ln [Tr (ρnA)] , with ρA being the reduced den-

sity matrix of subsystem A. The non-local correlations in
a topologically non-trivial phase give rise to an area-law
correction of the Renyi entanglement entropy, which in a
2D system reads as Sn(A) = aL − jγ. In this equation,
a represents a non-universal constant, L is the boundary
length between subsystem A and its complement, and j
gives the number of connected components in the subsys-
tem A. Levin and Wen [22] showed that by measuring the
entanglement entropy for the four subsystems as depicted
in Fig. 3 a, one can extract the topological component γ
as,

2γ = lim
r,R→∞

[−Sn(A1) + Sn(A2) + Sn(A3)− Sn(A4)] .

(2)

Since the ground-state wavefunction is inaccessible
through QMC techniques, previously the calculation of
the TEE was limited to either analytically solvable mod-
els or to small system sizes pertained to exact diagonal-
ization method. More recently, Melko et al. [23] devel-
oped a QMC method based on the replica trick to cal-
culate the Renyi entanglement entropy Sn(A) for n ≥ 2
at non-zero temperatures, which paved the way for cal-
culating TEE in larger systems [24].

Fig. 3 b depicts the variation of TEE as a function
of the dimensionless inverse temperature β = t/T mea-
sured on a half-filled 12× 12 honeycomb lattice for both
isotropic (V ′ = V ) and anisotropic (V ′ = 0) interactions
with V = 8. We can see that in case of the isotropic
t − V model, the TEE remains zero throughout reveal-
ing the topologically trivial nature of the CDW. On the
other hand, in the extreme anisotropic limit (V ′ = 0),
as T → 0 the TEE approaches a plateau with a value
very close to ln(2)/2. Fig. 3 c compares the anisotropic
case for three different system sizes, 12× 12, 16× 16 and
20 × 20. For larger system size, the plateau appears to
be more accurately quantized at ln(2)/2. If D represents
the total quantum dimension of a state, then γ = lnD.

The quantum dimension takes a value D > 1 in a topo-
logically ordered state which gives rise to a nonzero value
of γ, whereas topologically trivial states (or certain non-
interacting topological phases) have D = 1. In Fig. 3 c,
since the plateau in γ is quantized at ln(2)/2, the quan-
tum dimension of the anisotropic t− V model turns out
to be

√
2. This proves that the dimer insulator at half-

filling is indeed a topological insulator, and is consistent
with fractional QHE for bosons at filling factor 1/2.

Edge states and chirality.— Next, we employ a method
for detecting the presence of edge states using QMC. We
perform a switch of the boundary condition from pe-
riodic to open along a cut parallel to the y-axis, and
study the changes in the density variations. For exam-
ple, we observe that cutting a 20×20 periodic honeycomb
lattice along the y-axis, the plateau at ρ = 1/2 splits
into two plateaus corresponding to densities ρ1 = 0.475
and ρ2 = 0.525 (inset of Fig. 2 b). Further study of
this splitting on different system sizes reveals that for a
Nx × Ny honeycomb lattice, the splitting densities can
be expressed as ρ1 = ρ− 1

Nx
and ρ2 = ρ+ 1

Nx
. The ori-

gin of this splitting can be understood by realizing that,
in case of a topological phase, the bulk-boundary corre-
spondence implies that under open boundary condition
we must have degenerate in-gap boundary states. Due to
the appearance of these in-gap edge states, in the ρ − µ
variation under open boundary condition one should ob-
tain two plateaus: one corresponding to the situation
when none of the edge sites are occupied and another
one when all of the edge sites are completely occupied
beyond some critical chemical potential. Study of the
local density profile of the lattice at densities ρ1 and ρ2
demonstrates that, the splitting of the half-filling plateau
in Fig. 2 b in fact signifies such a situation. Indeed, in
Fig. 2 b, (ρ2 − ρ1)Ns = 20 which is exactly equal to the
number of edge sites in a 20×20 honeycomb lattice with
zigzag edges. Interestingly, the edge states do not ap-
pear for a cut along a line parallel to the x-axis, i.e., the
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FIG. 4. Detection of edge states and chirality in the DI phase. (a) An illustration of the stripes along which the superfluid
density is measured, with regions of finite y-directed superfluid density highlighted in yellow. (b) System size dependence of
the superfluid density for a stripe in the bulk (B), at the left edge (L) and at the right edge (R) of the system; and, (c) the
same for ∆ρys in Eq. (3).

direction parallel to the underlying dimers, which would
generate armchair edges but would not cut dimers.

To probe the chiral nature of these anisotropic edge
states, we divide the open honeycomb lattice into zigzag
stripes along the y-direction, see Fig. 4 a. Fig. 4 b demon-
strates how the superfluid density along a stripe in the
bulk of the system vanishes in the thermodynamic limit,
while for both of the edge stripes it converges to the
same non-zero value. This implies that for a lattice in
the thermodynamic limit the bulk behaves as an insula-
tor, whereas the edges remain conducting with the same
value of superfluid density.

Now, since superfluidity is related to the square of the
winding number (W y), it does not carry the signature of
the direction of the current. Instead, the direction can
be captured from the sign of the winding number itself.
However, for a finite lattice the current at the edges can
always switch its direction during different measurements
(since both are equally probable), which leads to a zero
winding number. Therefore, to determine the chirality of
the edge currents we form the quantity

∆ρys = ρys −
Nx∑
i=1

ρys,i, (3)

where ρys is the total superfluid density along the y-
direction and ρys,i is the superfluid density of the zigzag
stripes of Fig. 4 a. We claim that a measurement of a
negative value for this quantity indicates chirality in our
system, under certain consistency conditions as we now
explain.

Indeed, ρys and ρys,i are related via the winding numbers
along the y-direction of the different stripes, W y

i , via,

ρys =
∑
i

ρys,i +
2

β

∑
i 6=j

〈W y
i W

y
j 〉. (4)

For chiral edge states, with equal and opposite current
persisting along the edges, one must have 〈W y

L 〉 = −〈W y
R〉

(where L and R stand for left edge and right edge, respec-
tively) with 〈W y

i 〉 = 0 for all other bulk stripes, therefore

∆ρys ' −2ρys,E, where ρys,E is the average superfluidity of
the edges. We note that the above analysis holds only for
an infinite lattice, since numerically there will always be
a small bulk-current for a finite lattice. Fig. 4 c depicts
the dependence of ∆ρys on different system sizes ranging
from 20×20 to 30×30, where in the thermodynamic limit
it converges to a negative value very close to −2ρys,E as
measured in Fig. 4 b. This demonstrates that the edge
states in our system are indeed chiral in nature.

Conclusions.– We have characterized the phase dia-
gram of an anisotropic version of the t−V model, where
the anisotropy is present in the NN repulsive interac-
tions. We demonstrated that the CDW phase at half
filling of the t− V model is transformed to a topological
DI at large anisotropies, that admits a finite TEE and,
for open boundary conditions in the direction set by the
dimers, admits chiral edge states. This phase is one of the
simplest realization that we are aware of for the bosonic
fractional quantum Hall effect, and arises, remarkably,
in the absence of magnetic flux or lattice frustration. In-
stead, it employs anisotropy in the interaction similarly
to Kitaev’s honeycomb model [25] but realizing a distinct
state with a different value of the TEE. The generated
state appears to be an anisotropic fractional quantum
Hall state, similar to the one generated by the wire con-
struction of the QHE [26], but with more natural types of
interactions. The model and its phases could in principle
be realized using cold atoms.

We thank M. Hastings and R. Melko for discussions.
This research was funded by the Israel Innovation Au-
thority under the Kamin program as part of the Quan-
tERA project InterPol, and by the Israel Science Foun-
dation under grant 1626/16. AG thanks the Kreitman
School of Advanced Graduate Studies for support. AG
also thanks M. Sarkar and A. Basu for discussions.



5

[1] K. V. Klitzing, G. Dorda, and M. Pepper, New Method
for High-Accuracy Determination of the Fine-Structure
Constant Based on Quantized Hall Resistance, Phys.
Rev. Lett. 45, 494 (1980).

[2] D. C. Tsui, H. L. Stormer, and A. C. Gossard, Two-
Dimensional Magnetotransport in the Extreme Quantum
Limit, Phys. Rev. Lett. 48, 1559 (1982).

[3] F. D. M. Haldane, Model for a quantum Hall effect with-
out Landau levels: Condensed-matter realization of the
“parity anomaly”, Phys. Rev. Lett. 61, 2015 (1988).

[4] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Quan-
tum Spin Hall Effect and Topological Phase Transition
in HgTe Quantum Wells, Science 314, 1757 (2006).

[5] L. Fu, C. L. Kane, and E. J. Mele, Topological Insulators
in Three Dimensions, Phys. Rev. Lett. 98, 106803 (2007).

[6] J. E. Moore and L. Balents, Topological invariants of
time-reversal-invariant band structures, Phys. Rev. B 75,
121306 (2007).

[7] R. Roy, Topological phases and the quantum spin Hall ef-
fect in three dimensions, Phys. Rev. B 79, 195322 (2009).

[8] N. R. Cooper, Rapidly rotating atomic gases, Advances
in Physics 57, 539 (2008).

[9] M. Gerster, M. Rizzi, P. Silvi, M. Dalmonte, and S. Mon-
tangero, Fractional quantum hall effect in the interacting
hofstadter model via tensor networks, Phys. Rev. B 96,
195123 (2017).

[10] V. Kalmeyer and R. B. Laughlin, Equivalence of the
resonating-valence-bond and fractional quantum hall
states, Phys. Rev. Lett. 59, 2095 (1987).

[11] S.-S. Gong, W. Zhu, and D. N. Sheng, Emergent Chi-
ral Spin Liquid: Fractional Quantum Hall Effect in a
Kagome Heisenberg Model, Scientific Reports 4, 6317
(2014).

[12] Y.-F. Wang, Z.-C. Gu, C.-D. Gong, and D. N. Sheng,
Fractional quantum hall effect of hard-core bosons in
topological flat bands, Phys. Rev. Lett. 107, 146803
(2011).

[13] A. E. B. Nielsen, G. Sierra, and J. I. Cirac, Local models

of fractional quantum Hall states in lattices and physical
implementation, Nature Communications 4, 2864 (2013).

[14] A. W. Sandvik, Finite-size scaling of the ground-state pa-
rameters of the two-dimensional heisenberg model, Phys.
Rev. B 56, 11678 (1997).

[15] A. W. Sandvik, Computational studies of quantum spin
systems, AIP Conference Proceedings 1297, 135 (2010),
https://aip.scitation.org/doi/pdf/10.1063/1.3518900.

[16] S. Wessel, Phase diagram of interacting bosons on the
honeycomb lattice, Phys. Rev. B 75, 174301 (2007).

[17] M. Haque, O. Zozulya, and K. Schoutens, Entanglement
entropy in fermionic laughlin states, Phys. Rev. Lett. 98,
060401 (2007).

[18] A. Ghosh and E. Grosfeld, Weak topological in-
sulating phases of hard-core-bosons on the honey-
comb lattice, arXiv e-prints , arXiv:2010.16126 (2020),
arXiv:2010.16126 [cond-mat.str-el].

[19] A. Hamma, R. Ionicioiu, and P. Zanardi, Ground state
entanglement and geometric entropy in the kitaev model,
Physics Letters A 337, 22–28 (2005).

[20] A. Hamma, R. Ionicioiu, and P. Zanardi, Bipartite entan-
glement and entropic boundary law in lattice spin sys-
tems, Phys. Rev. A 71, 022315 (2005).

[21] A. Kitaev and J. Preskill, Topological entanglement en-
tropy, Phys. Rev. Lett. 96, 110404 (2006).

[22] M. Levin and X.-G. Wen, Detecting topological order in a
ground state wave function, Phys. Rev. Lett. 96, 110405
(2006).

[23] R. G. Melko, A. B. Kallin, and M. B. Hastings, Finite-size
scaling of mutual information in monte carlo simulations:
Application to the spin- 1

2
xxz model, Phys. Rev. B 82,

100409 (2010).
[24] S. V. Isakov, M. B. Hastings, and R. G. Melko, Topolog-

ical entanglement entropy of a bose–hubbard spin liquid,
Nature Physics 7, 772 (2011).

[25] A. Kitaev, Anyons in an exactly solved model and be-
yond, Annals of Physics 321, 2 (2006).

[26] C. L. Kane, R. Mukhopadhyay, and T. C. Lubensky,
Fractional quantum hall effect in an array of quantum
wires, Phys. Rev. Lett. 88, 036401 (2002).

https://doi.org/10.1103/PhysRevLett.45.494
https://doi.org/10.1103/PhysRevLett.45.494
https://doi.org/10.1103/PhysRevLett.48.1559
https://doi.org/10.1103/PhysRevLett.61.2015
https://doi.org/10.1126/science.1133734
https://doi.org/10.1103/PhysRevLett.98.106803
https://doi.org/10.1103/PhysRevB.75.121306
https://doi.org/10.1103/PhysRevB.75.121306
https://doi.org/10.1103/PhysRevB.79.195322
https://doi.org/10.1080/00018730802564122
https://doi.org/10.1080/00018730802564122
https://doi.org/10.1103/PhysRevB.96.195123
https://doi.org/10.1103/PhysRevB.96.195123
https://doi.org/10.1103/PhysRevLett.59.2095
https://doi.org/10.1038/srep06317
https://doi.org/10.1038/srep06317
https://doi.org/10.1103/PhysRevLett.107.146803
https://doi.org/10.1103/PhysRevLett.107.146803
https://doi.org/10.1038/ncomms3864
https://doi.org/10.1103/PhysRevB.56.11678
https://doi.org/10.1103/PhysRevB.56.11678
https://doi.org/10.1063/1.3518900
https://arxiv.org/abs/https://aip.scitation.org/doi/pdf/10.1063/1.3518900
https://doi.org/10.1103/PhysRevB.75.174301
https://doi.org/10.1103/PhysRevLett.98.060401
https://doi.org/10.1103/PhysRevLett.98.060401
https://arxiv.org/abs/2010.16126
https://doi.org/10.1016/j.physleta.2005.01.060
https://doi.org/10.1103/PhysRevA.71.022315
https://doi.org/10.1103/PhysRevLett.96.110404
https://doi.org/10.1103/PhysRevLett.96.110405
https://doi.org/10.1103/PhysRevLett.96.110405
https://doi.org/10.1103/PhysRevB.82.100409
https://doi.org/10.1103/PhysRevB.82.100409
https://doi.org/10.1038/nphys2036
https://doi.org/10.1016/j.aop.2005.10.005
https://doi.org/10.1103/PhysRevLett.88.036401

	Chiral Bosonic Topological Insulator on the Honeycomb Lattice with Anisotropic Interactions
	Abstract
	 Acknowledgments
	 References


