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#### Abstract

We describe how to construct generalized string-net models, a class of exactly solvable lattice models that realize a large family of 2D topologically ordered phases of matter. The ground states of these models can be thought of as superpositions of different "string-net configurations", where each string-net configuration is a trivalent graph with labeled edges, drawn in the $x y$ plane. What makes this construction more general than the original string-net construction is that, unlike the original construction, tetrahedral reflection symmetry is not assumed, nor is it assumed that the ground state wave function $\Phi$ is "isotropic": i.e. in the generalized setup, two string-net configurations $X_{1}, X_{2}$ that can be continuously deformed into one another can have different ground state amplitudes, $\Phi\left(X_{1}\right) \neq \Phi\left(X_{2}\right)$. As a result, generalized string-net models can realize topological phases that are inaccessible to the original construction. In this paper, we provide a more detailed discussion of ground state wave functions, Hamiltonians, and minimal self-consistency conditions for generalized string-net models than what exists in the previous literature. We also show how to construct string operators that create anyon excitations in these models, and we show how to compute the braiding statistics of these excitations. Finally, we derive necessary and sufficient conditions for generalized string-net models to have isotropic ground state wave functions on the plane or the sphere - a property that may be useful in some applications.


## I. INTRODUCTION

In recent decades, profound connections between the physics of strongly interacting 2-dimensional systems and the mathematics of unitary modular tensor categories (UMTCs) has emerged, through an increasingly welldeveloped understanding of topologically ordered phases of matter. This understanding has culminated in a comprehensive picture of how the defining properties of topological order, such as topological ground state degeneracies and non-trivial braiding statistics of the low-energy point-like excitations (or anyons), are mathematically described by the theory of UMTCs[1-6]. This connection has enabled a very complete understanding of the mathematical structure of 2D topologically ordered phases, and fostered recent developments in our understanding of the interplay between symmetry and topology both in $2 \mathrm{D}[7-10]$ and 3D [11, 12] interacting systems.

In studying the properties of topologically ordered phases of matter, exactly soluble lattice models realizing these phases $[1,13-16]$ have been an indispensable tool, playing a role analogous to that of tight-binding Hamiltonians in the study of Fermi liquids. A particularly useful class of models, known as string-net models, were introduced by Ref. 14. The string-net construction describes the low energy physics of a 2D topologically ordered phase through the dynamics of networks of 1-dimensional, or string-like, objects. Though the resulting Hamiltonians are quite different from the lowenergy Hamiltonians typically studied in the context of real materials, they are a powerful theoretical tool as they provide a systematic way of constructing exactly soluble lattice Hamiltonians realizing a large class of (bosonic) topological orders.

Following the original string-net construction, several works[17-21] introduced "generalized" string-net models, capable of realizing additional topological orders beyond those of Ref. 14. These generalizations allow stringnet models to realize any topological order associated with the Drinfeld center of a fusion category [17], which are believed to be the most general class of (bosonic) topological orders compatible with gapped boundaries [17, 19, 22, 23]. Since such gapped boundaries are a generic feature of string-net Hamiltonians, these generalized string-net models therefore comprise the most general possible construction of this type. Examples of topological orders that can be realized by these models include (i) discrete gauge theories [13]; (ii) Dijkgraaf-Witten theories [15]; and "doubled" topological orders of the form $\mathcal{T} \times \mathcal{T}^{o p}$ where $\mathcal{T}$ are $\mathcal{T}^{o p}$ are two topological orders related by time-reversal.

One shortcoming of the previous literature on generalized string-net models is that it has mostly focused on higher level properties of the models, such as their excitations and boundaries, while omitting a detailed discussion of the models themselves. For example, while Ref. 17 (see also [24]) and Ref. 18 sketched the construction of general string-net models, both papers primarily focused on understanding the dictionary between generalized string-net models and the theory of unitary fusion categories, as well as the systematic construction of excitations and gapped boundaries. A more detailed discussion of generalized string-net models was given in Ref. 19, but this discussion was restricted to Abelian string-net models. More recently, Ref. 21 worked out the explicit form of the Hamiltonians and ground state wave functions of generalized non-Abelian string-net models but did not obtain general expressions for the string opera-
tors that create the anyon excitations in these models.
In this paper, we fill in this gap by providing a concrete and detailed discussion of all the basic aspects of generalized string-net models in the general non-Abelian case, including ground state wave functions, Hamiltonians, and string operators for these models. We also derive necessary and sufficient conditions for string-net models to have "isotropic" (i.e. topologically invariant) ground state wave functions on the plane or the sphere - a property that may be useful in some applications. An important feature of our approach is that we derive all the properties of these models using simple algebraic calculations that do not require any knowledge of tensor category formalism. We also discuss the relationship between generalized string-net models and the original string-net construction of Ref. 14 and we show that the original string-net models correspond to a subset of the models discussed in this paper. We believe that our more explicit discussion may be useful in situations where exactly solvable models are a primary tool for studying properties of the associated topological phases, such as how topological order interplays with symmetry [25, 26], or the possible phase transitions into and out of these states [27-30].

To carry out our construction, we adopt a philosophy similar to that of the original string-net construction of Ref. 14. Namely, we first specify the ground state for our model, and then show how to construct an exactly solvable parent Hamiltonian for this ground state. To define our ground states, we begin by defining a "string-net" as a trivalent labeled graph, where the labels must satisfy certain conditions (or branching rules) at each trivalent vertex. Next, we specify a set of relations, expressed in terms of a choice of parameters that we will call $F, \tilde{F}$, and $Y$, that fix the relative coefficients of different string-net configurations in our model's ground state. By requiring that our relations fix the amplitudes of the ground-state wave function in a consistent manner, we then obtain a set of consistency conditions that the parameters $F, \tilde{F}$, and $Y$ must satisfy. These consistency conditions turn out to force us to choose our parameters to be associated with a unitary pivotal fusion category $\mathcal{F}$. Thus, we derive the mathematical structure of unitary fusion categories, rather than assuming it from the start.

The key difference between our generalized string-net models and the original string-net construction is that our models relax certain restrictions that Ref. 14 imposed on the string-net data. As a consequence, our string-nets may not be isotropic in the sense that two string-net configurations $X_{1}, X_{2}$ which can be continuously deformed into one another may not have the same ground state amplitude: $\Phi\left(X_{1}\right) \neq \Phi\left(X_{2}\right)$. We show that some non-isotropic string-net states can be transformed to isotropic ones via local unitary (gauge) transformations of the string-net data. However, this is not always the case, and we identify some obstructions to obtaining fully isotropic string-net ground states. Finally, we identify extra conditions on the input data $F, \tilde{F}$, and $Y$ required to ensure that our string-nets are isotropic. We
show that these conditions, together with a tetrahedral reflection symmetry condition, produce string-nets that are equivalent to those of Ref. 14.

One notable consequence of the lower symmetry that we require of our string-net states is that our generalized models can realize topological phases that break time reversal symmetry. We illustrate this with several examples whose quasiparticle statistics are not time-reversal symmetric.

The paper is organized as follows. In Sec. II, we construct ground state wave functions for general string-net models. In Sec. III we construct lattice Hamiltonians. We analyze the low energy quasiparticle excitations of these models in Sec. IV. In Sec. V, we derive the additional constraints for isotropic string-net models. We then discuss the relation between our construction and the models of Ref. 14 in Sec. VI. We illustrate our construction with concrete examples in Sec. VII. Several technical details can be found in the appendices.

## II. STRING-NET GROUND STATES

Before discussing model Hamiltonians, we will first describe how to construct a class of ground-state wave functions which we will call generalized string-net ground states. We require these wave functions to satisfy certain conditions which, as we will show in the later sections of this paper, ensure the following properties. First, they are ground states of exactly solvable lattice Hamiltonians that can be expressed as sums of commuting projectors. Second, low-lying excitations of this Hamiltonian above the string-net ground states are anyons, and this Hamiltonian describes a zero-correlation length fixed point of a topological phase.

Our string-net ground states are similar to those of Levin and Wen [14], but with several important differences. Both constructions lead to liquid-like ground states expressed as superpositions over many different labeled trivalent graphs (i.e. string-nets). Additionally, in both cases the string-net wave function is required to be invariant under certain transformations. For example, our string-net wave function is scale invariant, in the sense that if two string-nets differ only by an overall scale, they appear in our string-net ground state with the same amplitude. Unlike the string-nets of Ref. 14, however, we do not require our ground state to be invariant under arbitrary bendings of the string-nets, or under rotations or reflections. This is the sense in which our string-nets are "generalized"; we will explore its implications in more detail below.

## A. String-net Hilbert space

A string-net is a special type of planar graph with labeled edges and with vertices that are either bivalent or trivalent, i.e. of degree 2 or degree 3 (Fig. 1). We


FIG. 1. A typical example of a string-net with string types $\{1,2\}$, with dual string types defined by $\overline{1}=1$ and $\overline{2}=2$, and branching rules $\{(1,2 ; 2),(2,1 ; 2),(2,2 ; 1),(2,2 ; 2)\}$. Bivalent vertices are marked with dots for clarity. Note that other (unmarked) corners are not bivalent vertices, but rather kinks in the piecewise differentiable strings.
will often refer to the edges that make up a stringnet as "strings", and the fixed, finite set of edge labels $\{a, b, c, \ldots\}$ as "string types". What makes a stringnet different from an ordinary planar graph is that it satisfies the following additional properties. First, the strings/edges in a string-net are piecewise differentiable curves, drawn in the $x y$ plane. Second, when we traverse a string from one endpoint to the other, the tangent vector $\hat{v}$ has either a strictly positive or strictly negative $y$-component throughout the string, without any sign changes. Here, " $y$ " denotes the vertical direction, so we will refer to this requirement as the "no vertical bending" property. One consequence of this property is that each string carries a natural orientation, which we always take to be in the $+\hat{y}$ direction.

Third, every trivalent vertex is of one of the two types shown in Eq. (2), i.e. with either one incoming and two outgoing strings or two incoming and one outgoing string with respect to the $\hat{y}$ direction. Similarly, every bivalent vertex is of one of the two types shown in Eq. (1).

The final property of string-nets is that only certain special combinations of strings (or edges) can meet at the vertices. In the case of the bivalent vertices, the allowed branchings are determined by an additional piece of data: an involution $a \rightarrow \bar{a}$ on the set of string types. We will refer to the string type $\bar{a}$ as the dual of $a$. Once we fix this definition of dual string types, the allowed bivalent vertices are those of the form


For the trivalent vertices, the allowed branchings are specified by a set of branching (or fusion) rules - a collection of (ordered) triplets $\{(a, b: c)\}$. The same branching rules apply to both "upward" and "downward" vertices:


The branching rules cannot be chosen arbitrarily: we will require that they obey the following associativity
condition:

$$
\begin{equation*}
\sum_{e} \delta_{e}^{a b} \delta_{d}^{e c}=\sum_{f} \delta_{f}^{b c} \delta_{d}^{a f} \tag{3}
\end{equation*}
$$

where $\delta_{c}^{a b}$ is defined by

$$
\delta_{c}^{a b}= \begin{cases}1, & \text { if }(a, b: c) \text { is allowed }  \tag{4}\\ 0, & \text { otherwise }\end{cases}
$$

The motivation for (3) will become clear below when we define the $F$-symbol: we will see that Eq. 3 guarantees that $\left(F_{d}^{a b c}\right)_{e f}$ is a square matrix.

Note that the branching rules need not be symmetric with respect to $a, b: \delta_{c}^{a b} \neq \delta_{c}^{b a}$ in general. However, one can show ${ }^{1}$ that the branching rules are always cyclically symmetric: $\delta_{c}^{a b}=\delta_{\bar{b}}^{\bar{c}} a=\delta_{\bar{a}}^{b \bar{c}}$.

Expert readers may notice that our definition of stringnet does not allow for the possibility of fusion multiplicity, i.e. our string-nets have the property that there is a unique way to combine the labels $a$ and $b$ to obtain the label $c$. We focus on the unique fusion case throughout this paper for notational simplicity, but it is straightforward to generalize all of our constructions to string-nets with general fusion multiplicity. In the latter case, string-nets carry an additional label that lives at each vertex (see Appendix F for details).

To see an example of a string-net, consider a stringnet model with two string types, $\{1,2\}$, with dual string types defined by $\overline{1}=1$ and $\overline{2}=2$, and branching rules given by $\{(1,2 ; 2),(2,1 ; 2),(2,2 ; 1),(2,2 ; 2)\}$. A typical example of a string-net with this data is shown in Fig. 1. Note that, unlike the original string-net construction of Ref. 14, we do not draw orientations on the strings: this is not necessary because we use the convention that every string is oriented in the upward $(+\hat{y})$ direction so there is no need to explicitly show orientations in our figures.

At this point it is useful to introduce the notion of the null string, which we will denote by 0 or by a dashed line. Formally, the null string is a special string type with the property that (i) $\overline{0}=0$ and (ii) the allowed branchings involving the null string are $\{(0, a: a),(a, 0: a),(a, \bar{a}: 0)\}$. More physically, the null string is equivalent to having no string at all: for any string-net, we can erase or add null strings wherever we want and it does not change the physical state. Thus, the null string can be thought of as an accounting trick for treating bivalent and trivalent vertices in a unified fashion.

We are now ready to define the string-net Hilbert space $\mathcal{H}$ : an orthonormal basis for the string-net Hilbert space $\mathcal{H}$ is given by all possible string-net configurations which satisfy the branching rules and other conditions. Note that the spatial configuration of the string-net is important here: two string-nets that are geometrically distinct correspond to orthogonal states whether or not they are topologically equivalent.

[^0]
## B. Ground state wave function

The ground state $|\Phi\rangle=\sum_{X \in \mathcal{H}} \Phi(X)|X\rangle$ of our models is a superposition of different string-net configurations $|X\rangle$ in $\mathcal{H}$. The state $|\Phi\rangle$ is described implicitly by the following local constraint equations:

$\Phi\left(\begin{array}{l|l}\mathrm{a} & \mathrm{b} \\ & \mathrm{a}\end{array}\right)=\sum_{c} \frac{1}{Y_{c}^{a b}} \Phi\left(\begin{array}{l}\mathrm{a} \\ \mathrm{c} \\ \mathrm{a} \\ \mathrm{b}\end{array}\right)$

$$
\begin{equation*}
\Phi\left(\int_{\mathrm{d}}^{\mathrm{a} \int_{\mathrm{b}}^{c}}\right)=\delta_{c, d} Y_{c}^{a b} \Phi( \tag{5d}
\end{equation*}
$$

These equations are defined in the Hilbert space $\mathcal{H}$ where the configurations on both sides of the equations satisfy branching rules at every vertex. Here $a, b, c, \ldots$ are arbitrary string types (including the null string types) and the shaded regions represent arbitrary string-net configurations which are not changed from one side of the equation to the other. The symbol $\delta_{c, d}=1$ if $c=d$ and $\delta_{c, d}=0$ otherwise. The parameters $F_{d e f}^{a b c}, \tilde{F}_{d e f}^{a b c}$ are complex numbers that depend on 6 string types $a, b, . ., f$ obeying the appropriate branching rules: $\delta_{e}^{a b}=\delta_{d}^{e c}=$ $\delta_{f}^{b c}=\delta_{d}^{a f}=1$. Likewise, $Y_{c}^{a b}$ is a complex number that depends on three string types $a, b, c$ obeying the branching rule $\delta_{c}^{a b}=1$. For the moment, the parameters $\left\{F_{d e f}^{a b c}, \tilde{F}_{d e f}^{a b c}, Y_{c}^{a b}\right\}$ are arbitrary except for two minor restrictions: we require that (i) $Y_{c_{\tilde{c}}}^{a b} \neq 0$, and (ii) the matrices defined by $\left(F_{d}^{a b c}\right)_{e f}$ and $\left(\tilde{F}_{d}^{a b c}\right)_{e f}$ are invertible. ${ }^{2}$ However, we will soon see that these parameters have to satisfy nontrivial algebraic equations (16) for the above constraints to be self-consistent.

We now explain the meaning of these local constraints or "rules." The first rule (5a) has been drawn schematically. This rule means that any two string-net configurations that can be deformed continuously into one another must have the same amplitude. Here, for a deformation to qualify as "continuous", it must be continuous in a geometric sense and also preserve the graph structure of the string-net: i.e. the deformation is not allowed to introduce or delete vertices (either bivalent or trivalent)

[^1]or change the orientation along any of the strings. For example, Eq. (5a) implies


In contrast,

Here the first equality is not valid because the $b$ string in the first configuration has been replaced by $\bar{b}$ in the second configuration. Likewise, the second equality is invalid because the third configuration has two extra bivalent vertices along the $b$ string.

Moving on to the next two rules (5b)-(5c), these tell us that when evaluating an amplitude of a string-net, we can replace any tree-like configuration of the type shown on the left hand side with the corresponding configuration shown on the right hand side, up to factors of $F_{d e f}^{a b c}$ or $\tilde{F}_{d e f}^{a b c}$ and taking a sum over the internal index $f$. Similarly, rules (5d) and (5e) imply that we can replace the configuration on the left hand side with the corresponding configuration on the right hand side, up to factors of $1 / Y_{c}^{a b}$ and $Y_{c}^{a b} \delta_{c, d}$, respectively.

The basic idea of (5) is that by applying these local rules multiple times, one can relate the amplitude of any string-net configurations to the amplitude of the vacuum or no-string configuration. Then, by using the convention ${ }^{3}$ that

$$
\begin{equation*}
\Phi(\text { vacuum })=1 \tag{8}
\end{equation*}
$$

the amplitude of any configuration is fully determined. Thus, once the parameters $\left\{F_{c d e}^{a b c}, \tilde{F}_{d e f}^{a b c}, Y_{c}^{a b}\right\}$ are given, the rules determine the wave function completely.

An important point is that when applying the above rules, we are allowed to freely erase null strings or draw additional ones without affecting the amplitude of a string-net state. (As we mentioned earlier, the null strings are essentially a redundancy in our notation so erasing them or adding them doesn't change the physical state at all). This freedom is crucial because erasing the null string is the main way that we can simplify string-net configurations and reduce them to the vacuum configuration. For example, by erasing the vacuum string we can remove any vertex of the type shown in (2) with $a=0$ or $b=0$ :


[^2]We now present some examples illustrating how we can compute the amplitude of any string-net configuration using the local rules (5). First we evaluate the following string-net amplitude:

$$
\begin{align*}
& =F_{0 \bar{c} \bar{a}}^{a b c} \Phi\left({ }_{{ }_{\mathrm{b}} \sum_{\bar{a}}^{\bar{a}} \mathrm{c}}^{\mathrm{c}}\right)  \tag{10}\\
& =F_{0 \bar{c} \bar{a}}^{a b c} Y_{\bar{a}}^{b c} \Phi\left(\sum^{\bar{a}}\right) \\
& =F_{0 \bar{c} \bar{a}}^{a b c} Y_{\bar{a}}^{b c} Y_{0}^{a \bar{a}} \Phi(\text { vacuum }) \\
& =F_{0 \bar{c} \bar{a}}^{a b c} Y_{\bar{a}}^{b c} Y_{0}^{a \bar{a}}
\end{align*}
$$

In the first step, we add one null string and then use Eq. (5b) in the second step. Next we use Eq. (5e) twice to reduce the graph to the vacuum. Finally, we use the normalization convention (8).

Next we consider a slightly more complicated example:

$$
\begin{align*}
\Phi\left(\overline{\mathrm{a}}{ }^{\bar{a}}\right) & =\Phi(\sqrt{\bar{a}} / \overline{\mathrm{a}} \\
& =F_{a 00}^{a \bar{a} a} \Phi\left({ }^{\bar{a}}{ }^{\mathrm{a} \overline{\bar{a}}}\right)  \tag{11}\\
& =F_{a 00}^{a \bar{a} a} Y_{0}^{\bar{a} a} \Phi(\overline{\mathrm{a}} \overline{\bar{a}}) \\
& =F_{a 00}^{a \bar{a} a} Y_{0}^{\bar{a} a} Y_{0}^{a \bar{a}} \Phi(\text { vacuum }) \\
& =F_{a 00}^{a \bar{a} a} Y_{0}^{\bar{a} a} Y_{0}^{a \bar{a}}
\end{align*}
$$

In the first step, we continuously deform the graph and then add a null string. In the second step we use Eq. (5b). Next, we use Eq. (5e) twice to reduce the graph to the vacuum. Finally, we use the normalization convention (8).

As the above examples demonstrate, the quantity $Y_{0}^{a \bar{a}}$ often appears in amplitudes for string-net configurations. The absolute value of this quantity, $\left|Y_{0}^{a \bar{a}}\right|$, will play an important role below, so we give it its own name:

$$
\begin{equation*}
d_{a} \equiv\left|Y_{0}^{a \bar{a}}\right| \tag{12}
\end{equation*}
$$

We will refer to $d_{a}$ as the quantum dimension of the string type $a$.

## C. Auxiliary rules

Although the local rules (5) are sufficient, by themselves, to evaluate any string-net amplitude, it is useful to introduce two auxiliary rules to simplify calculations:

$$
\begin{align*}
& \Phi\left(\begin{array}{l|l}
\mathrm{a} & \mathrm{e} \\
\mathrm{~b} \\
\mathrm{c} & \mathrm{~d}
\end{array}\right)=\sum_{f}\left[F_{c d}^{a b}\right]_{e f} \Phi\left(\begin{array}{l}
\mathrm{a} \\
\mathrm{c} \\
\mathrm{f} \\
\mathrm{~b}
\end{array}\right)  \tag{13a}\\
& \Phi\left(\begin{array}{lll}
\mathrm{c} \\
\mathrm{e} & \mathrm{~d} \\
\mathrm{a}
\end{array}\right)=\sum_{\mathrm{b}}\left[\tilde{F}_{c d}^{a b}\right]_{e f} \Phi\left(\begin{array}{l}
\mathrm{c} / \mathrm{d} \\
\mathrm{a} \\
\mathrm{f}
\end{array}\right) \tag{13b}
\end{align*}
$$

with

$$
\begin{align*}
& {\left[F_{c d}^{a b}\right]_{e f}=\left(F_{f}^{c e b}\right)_{d a}^{-1} \frac{Y_{a}^{c e}}{Y_{f}^{c d}}}  \tag{14a}\\
& {\left[\tilde{F}_{c d}^{a b}\right]_{e f}=F_{f a d}^{c e b} \frac{Y_{d}^{e b}}{Y_{f}^{a b}}} \tag{14b}
\end{align*}
$$

Here, $\left(F_{d}^{a b c}\right)_{f e}^{-1}$ is the matrix element of the inverse of $\left(F_{d}^{a b c}\right)$ where $F_{d}^{a b c}$ is the matrix defined by $\left(F_{d}^{a b c}\right)_{e f} \equiv$ $F_{d e f}^{a b c}$. These two rules (14a-14b) can be derived from the basic rules (5) (see Appendix A).

To see how (13) facilitates the computation of $\Phi$, we re-evaluate the second example:

$$
\begin{align*}
\Phi\left(\overline{\mathrm{a}} \mathrm{a}^{\mathrm{a}}\right) & =\Phi\left(\mathrm{a}_{\overline{\mathrm{a}}}^{\mathrm{a}}\right) \\
& =\left[\tilde{F}_{a 0}^{0 a}\right]_{\bar{a} a} \Phi\left({ }^{\text {a/ }} \overline{\mathrm{a}}\right)  \tag{15}\\
& =\left[\tilde{F}_{a 0}^{0 a}\right]_{\bar{a} a} Y_{0}^{a \bar{a}} \Phi(\text { vacuum }) \\
& =\left[\tilde{F}_{a 0}^{0 a}\right]_{\bar{a} a} Y_{0}^{a \bar{a}} .
\end{align*}
$$

In the first step, we add two null strings and then use Eq. (13b) in the second step. Next, we erase the null strings and use (5e) to relate the amplitude of a loop to the amplitude of the vacuum. Finally, we use the normalization convention (8). Notice that in terms of the auxiliary rules (13), we do not need to continuously deform the graph as in (11) in order to use (5). This is useful, since in practice it may not be obvious how to properly deform the graph to use (5) in more complicated configurations.

## D. Self-consistency conditions

In general there are multiple ways to compute the amplitude of each string-net configuration, since there are multiple ways to resolve a diagram using the local rules (5). If we choose the data $\left\{F_{c d e}^{a b c}, \tilde{F}_{c d e}^{a b c}, Y_{c}^{a b}\right\}$ in an arbitrary way then these different computations will give different answers, i.e. the rules/constraints will not be selfconsistent. Thus we must impose special conditions on $\left\{F_{c d e}^{a b c}, \tilde{F}_{c d e}^{a b c}, Y_{c}^{a b}\right\}$ to get self-consistent rules and a welldefined wave function $\Phi$. In particular, we claim that the following conditions are both necessary and sufficient for
(b)


FIG. 2. Two different ways to relate the amplitude of (a) to the amplitude of (c). Consistency requires the two sequences of operations give the same result.
the rules to be self-consistent:

$$
\begin{align*}
F_{e g l}^{f c d} F_{e f k}^{a b l} & =\sum_{h} F_{g f h}^{a b c} F_{e g k}^{a h d} F_{k h l}^{b c d}  \tag{16a}\\
\tilde{F}_{d e f}^{a b c} & =\left(F_{d}^{a b c}\right)_{f e}^{-1} \frac{Y_{e}^{a b} Y_{d}^{e c}}{Y_{f}^{b c} Y_{d}^{a f}}  \tag{16b}\\
F_{d e f}^{a b c} & =\tilde{F}_{d e f}^{a b c}=1 \quad \text { if } a \text { or } b \text { or } c=0  \tag{16c}\\
Y_{c}^{a b} & =1 \quad \text { if } a \text { or } b=0 \tag{16d}
\end{align*}
$$

Equation (16a) is known as the "pentagon identity" in fusion category theory. To see why it is necessary for the rules to be self-consistent, consider the sequence of manipulations shown in Fig. 2. We can see that the amplitude of the string-net configurations (a) and (c) can be related to one another in two different ways: $(\mathrm{a}) \rightarrow(\mathrm{b}) \rightarrow(\mathrm{c})$ and $(\mathrm{a}) \rightarrow(\mathrm{d}) \rightarrow(\mathrm{e}) \rightarrow(\mathrm{c})$. Clearly $F$ must satisfy equation (16a) for these two relations to be consistent with one another. The necessity of equation (16b) follows from a similar consistency requirement (see Appendix A). As for equations ( $16 \mathrm{c}, 16 \mathrm{~d}$ ), the necessity of these conditions follows from our convention that we can freely add or erase a null string. Proving that equations (16) are sufficient to ensure self-consistency is harder; we discuss this issue in Appendix E.

While the conditions (16) are sufficient to construct a well-defined wave function, our construction aims to do more: we wish to construct a wave function that is the ground state of an exactly solvable, Hermitian parent Hamiltonian. To do this, we impose four more conditions on $F_{d e f}^{a b c}$ and $Y_{c}^{a b}$ :

$$
\begin{align*}
\left(F_{d}^{a b c}\right)_{e f}^{-1} & =\left(F_{d f e}^{a b c}\right)^{*}  \tag{17a}\\
\left|F_{a c 0}^{a b \bar{b}}\right| & =\sqrt{\frac{d_{c}}{d_{a} d_{b}}}  \tag{17b}\\
\left|Y_{c}^{a b}\right| & =\sqrt{\frac{d_{a} d_{b}}{d_{c}}}  \tag{17c}\\
Y_{0}^{a \bar{a}} & =\left(Y_{0}^{\bar{a} a}\right)^{*} . \tag{17d}
\end{align*}
$$

Here $d_{a}$ is defined in (12). The significance of the above constraints (17) is that they ensure the Hermiticity of the
parent Hamiltonian (26) that has $|\Phi\rangle$ as its ground state (see Appendix D). Conversely, violating the constraints (17) can sometimes lead to a $|\Phi\rangle$ that is not the ground state of any gapped Hermitian Hamiltonian [31].

Eqs. (16) and (17) are the only conditions that we will impose on $\left\{F_{c d e}^{a b c}, \tilde{F}_{c d e}^{a b c}, Y_{c}^{a b}\right\}$. We will see that, for every solution $\left\{F_{c d e}^{a b c}, \tilde{F}_{c d e}^{a b c}, Y_{c}^{a b}\right\}$ to Eqs. (16) and (17), we can construct both a string-net wave function $\Phi$ and an exactly solvable Hermitian parent Hamiltonian that has $\Phi$ as its ground state.

## E. Local unitary transformations and gauge equivalence

Given a solution $\left\{F_{\text {def }}^{a b c}, \tilde{F}_{d e f}^{a b c}, Y_{c}^{a b}\right\}$ to Eqs. $(16,17)$, we can construct an infinite class of other solutions $\left\{\hat{F}_{d e f}^{a b c}, \hat{\tilde{F}}_{d e f}^{a b c}, \hat{Y}_{c}^{a b}\right\}$ by defining

$$
\begin{align*}
& \hat{F}_{d e f}^{a b c}=F_{d e f}^{a b c} \cdot \frac{f_{e}^{a b} f_{d}^{e c}}{f_{f}^{b c} f_{d}^{a f}} \\
& \hat{\tilde{F}}_{d e f}^{a b c}=\tilde{F}_{d e f}^{a b c} \cdot \frac{f_{a b}^{e} f_{e c}^{d}}{f_{b c}^{f} f_{a f}^{d}}  \tag{18}\\
& \hat{Y}_{c}^{a b}=Y_{c}^{a b}
\end{align*}
$$

Here $f_{c}^{a b}, f_{a b}^{c}$ are complex numbers that depend on $a, b, c$ and that satisfy

$$
\begin{gather*}
\left|f_{c}^{a b}\right|=1, \quad f_{a b}^{c}=\frac{1}{f_{c}^{a b}}  \tag{19}\\
f_{c}^{a b}=1 \text { if } a \text { or } b=0
\end{gather*}
$$

In addition, we can construct solutions by defining

$$
\begin{align*}
\hat{F}_{d e f}^{a b c} & =F_{d e f}^{a b c} \\
\hat{\tilde{F}}_{d e f}^{a b c} & =\tilde{F}_{d e f}^{a b c} \cdot \frac{g_{a b}^{e} g_{e c}^{d}}{g_{b c}^{f} g_{a f}^{d}}  \tag{20}\\
\hat{Y}_{c}^{a b} & =Y_{c}^{a b} \cdot g_{a b}^{c}
\end{align*}
$$

where $g_{a b}^{c}$ satisfies

$$
\begin{align*}
\left|g_{a b}^{c}\right| & =1, \quad g_{a \bar{a}}^{0}=\left(g_{\bar{a} a}^{0}\right)^{*}  \tag{21}\\
g_{a b}^{c} & =1 \text { if } a \text { or } b=0
\end{align*}
$$

If two solutions $\left\{F_{d e f}^{a b c}, \tilde{F}_{d e f}^{a b c}, Y_{c}^{a b}\right\} \quad$ and $\left\{\hat{F}_{d e f}^{a b c}, \hat{\tilde{F}}_{d e f}^{a b c}, \hat{Y}_{c}^{a b}\right\}$, are related by one of the above transformations, we will say that they are "gauge equivalent". The reason for this terminology is that the corresponding wave functions, $\Phi$ and $\hat{\Phi}$, are very closely related: there exists a local unitary transformation $U$ such that $U|\hat{\Phi}\rangle=|\Phi\rangle$. In the case of the
$f$-transformation, this local unitary is defined by


Similarly, the $U$ associated with the $g$-transformation is defined by


Here, the above notation means that $U$ multiplies each string-net basis state by a product of $f_{c}^{a b}$ 's and $f_{a b}^{c}$ 's one for each of the above (trivalent) vertices.

It is worth noting that the $f$ and $g$-gauge transformations have a different status in the fusion category literature: while the $f$-gauge transformations (18) are well-known, the $g$-gauge transformations (20) are largely absent. The reason for this is that $Y_{c}^{a b}$ is usually chosen to have a fixed value in the fusion category literature (e.g. see Eq. (25) below), thus ruling out non-trivial $g$-gauge transformations.

## F. Simplifying the string-net consistency conditions

Given that our string-net modes are in one-to-one correspondence with solutions $\left\{F_{d e f}^{a b c}, \tilde{F}_{d e f}^{a b c}, Y_{c}^{a b}\right\}$ to $(16,17)$, it is worth pausing to note some simplifications that facilitate finding a solution. First, notice that Eq. (16b) completely determines $\tilde{F}_{d e f}^{a b c}$ in terms of $F_{d e f}^{a b c}$ and $Y_{c}^{a b}$. This means that we can essentially forget about $\tilde{F}_{d e f}^{a b c}$ and focus on finding $\left\{F_{d e f}^{a b c}, Y_{c}^{a b}\right\}$ that obey the remaining equations: (16a), (16c), (16d) and (17).

Second, the quantum dimensions $d_{a}$ are in fact completely fixed by the branching rules. To see this, take the square of both sides of $(17 \mathrm{~b})$ and then sum over $c$. Using (17a) gives

$$
\begin{equation*}
d_{a} d_{b}=\sum_{c} \delta_{c}^{a b} d_{c} \tag{24}
\end{equation*}
$$

Eq. (24) can be thought of as an eigenvalue equation for the matrix $N(a)$ defined by $[N(a)]_{b c} \equiv \delta_{c}^{a b}$ : from this point of view, Eq. (24) tells us that $N(a)$ has an eigenvector $v$ whose components are $v_{c} \equiv d_{c}$, and whose corresponding eigenvalue is $d_{a}$. Given that $N(a)$ is a nonnegative matrix and $v_{c}$ is strictly positive, the PerronFrobenius theorem implies that $d_{a}$ is the largest eigenvalue of $N(a)[1]$. In particular, $d_{a}$ is completely determined by the branching rules, as we wished to show.

For the last simplification, notice that we can always make $Y_{c}^{a b}$ real and positive using an appropriate $g$-gauge transformation (20). After we make such a transformation, then (17c) implies that

$$
\begin{equation*}
Y_{c}^{a b}=\sqrt{\frac{d_{a} d_{b}}{d_{c}}} \tag{25}
\end{equation*}
$$

Hence we can take $Y_{c}^{a b}=\sqrt{\frac{d_{a} d_{b}}{d_{c}}}$ without loss of generality. Notice that this choice for $Y_{c}^{a b}$ automatically satisfies Eqs. (17c,17d). Other convenient gauge choices for $Y_{c}^{a b}$ are discussed in Appendix B.

Putting this all together, we conclude that $F_{\text {def }}^{a b c}$ is the only quantity that needs to be determined. Thus, the problem of solving the consistency equations reduces to finding all $F_{d e f}^{a b c}$ that obey (16a), (16c), (17a), and (17b) where $d_{a}$ is fixed by the branching rules as discussed above. Finding such solutions is not trivial; see Refs. 4 and 32 for a discussion of how such solutions can be found in practice, as well as a discussion of many interesting examples.

## G. Examples of solutions to consistency conditions

We now discuss three general classes of solutions to the consistency conditions $(16,17)$.

1. For any finite group $G$, we can construct a solution to the consistency conditions $(16,17)$ by defining the string types to be the irreducible representations of $G$, the dual string type $\bar{a}$ to be the dual representation of $a$, and the branching rules to be the set of all triplets $\{(a, b ; c)\}$ such that $c$ appears in the tensor product $a \otimes b$. (Here we assume that $c$ appears with multiplicity of at most 1 for simplicity). Next, we define $F_{d e f}^{a b c}$ to be the $6 j$ symbol corresponding to $G$, and we define $Y_{c}^{a b}=\sqrt{d_{a} d_{b} / d_{c}}$ where $d_{a}$ is the dimension of the representation $a$. Like any solution to the consistency conditions, this solution can be used to construct an exactly soluble lattice Hamiltonian $H$ with anyon excitations, as we explain later. The topological order in this model is identical to that of a discrete gauge theory with gauge group $G$ - also known as the "quantum double" of $G$ [13] (see Sec. VII A for the example $G=\mathbb{Z}_{2}$ ).
2. For any finite group $G$ and any cocycle $\omega \in H^{3}(G, U(1))$, we can set the string types to be group elements $g \in G$, and the dual string type $\bar{a}$ to be the inverse $a^{-1}$, and the branching rules to be the set of all $\{(a, b ; c)\}$ such that $c=a b$. We define $Y_{c}^{a b}=1$ and $F_{d e f}^{a b c}=\omega(a, b, c)$ with $d, e, f$ determined by $a, b, c$ according to $d=a b c$, and $e=a b$, and $f=b c$. In this case, the corresponding lattice model realizes a Dijkgraaf-Witten theory with group $G$ and cocycle $\omega$ also known as the "twisted quantum double" of $G$ [15] (see Secs. VII A-VII C for examples).
3. Given any topological order $\mathcal{T}$, we define the string types to be the anyons in $\mathcal{T}$, and the dual string type $\bar{a}$ to be the antiparticle of $a$, and the branching rules to be the set of all $\{(a, b ; c)\}$ such that $c$ appears in the fusion product $a \times b$. (Here we are assuming that $\mathcal{T}$ has no fusion multiplicity for simplicity). Next, we define $F_{d e f}^{a b c}$ to be the $F$-symbol of the anyons in $\mathcal{T}$, and we define $Y_{c}^{a b}=\sqrt{d_{a} d_{b} / d_{c}}$ where $d_{a}$ is the quantum dimension of anyon $a$. In this case, the string-net model realizes a "doubled" topological order of the form $\mathcal{T} \times \mathcal{T}^{o p}$ where $\mathcal{T}^{o p}$ is the time reversal of $\mathcal{T}$ (see Sec. VII A and VIID for examples).

## III. LATTICE HAMILTONIAN

So far we have shown that each solution $\left\{F_{d e f}^{a b c}, \tilde{F}_{d e f}^{a b c}, Y_{c}^{a b}\right\}$ to equations $(16,17)$ defines a stringnet wave function $|\Phi\rangle$ via the local rules (5). In this section, we show how to construct a corresponding exactly solvable lattice Hamiltonian whose ground state is a lattice version of $|\Phi\rangle$.

## A. Definition of Hamiltonian

Our construction takes three pieces of input: (i) a set of string types and branching rules; (ii) a definition of dual string types; and (iii) a solution $\left\{F_{d e f}^{a b c}, \tilde{F}_{d e f}^{a b c}, Y_{c}^{a b}\right\}$ to the consistency conditions (16), (17). The output of our construction is an exactly solvable lattice Hamiltonian whose ground state is the string-net wave function $\Phi$ (5) restricted to the lattice.

To construct our lattice model, we first assign a spin to each link of the honeycomb lattice. Each spin can be in one of $N$ states, where $N$ is the number of string types (including the null string 0 ). We will label these states by $|a\rangle,|b\rangle,|c\rangle$, etc., where $\{a, b, c, \ldots\}$ are the string types. With this notation, we can associate a string-net configuration to each spin configuration in the obvious way: if a spin is in state $|a\rangle$, we regard the link as being occupied by a string of type $a$. Likewise, if a spin is in the state $|0\rangle$, we think of the link as being empty or occupied by the null string.

The Hamiltonian is of the form

$$
\begin{equation*}
H=-\sum_{I} Q_{I}-\sum_{p} B_{p} \tag{26}
\end{equation*}
$$

Here, the two sums run over all vertices $I$ and plaquettes $p$ of the honeycomb lattice.

The $Q_{I}$ operator acts on the 3 spins adjacent to the


FIG. 3. The string-net Hamiltonian (26). The $Q_{I}$ operator acts on 3 spins around each vertex (blue dots). The $B_{p}$ operator acts on 12 spins adjacent to the plaquette $p$ (red dots).
vertex $I$ (Fig. 3):


Note that the $Q_{I}$ term penalizes the states that do not satisfy the branching rules.

The $B_{p}$ operator has a more complicated structure. It is a linear combination of more basic operators, $B_{p}^{s}$ :

$$
\begin{equation*}
B_{p}=\sum_{s} a_{s} B_{p}^{s} \tag{28}
\end{equation*}
$$

where the index $s$ runs over the different string types (including $s=0$ ) and where the coefficient $a_{s}$ is defined by

$$
\begin{equation*}
a_{s}=\frac{Y_{0}^{\bar{s} s}}{\sum_{t} d_{t}^{2}} \tag{29}
\end{equation*}
$$

Each operator $B_{p}^{s}$ describes a 12 spin interaction involving the spins on the 12 links that are adjacent to the vertices of the plaquette $p$. The operator $B_{p}^{s}$ has a special structure: First, it annihilates any state that does not obey the branching rules at the 6 vertices surrounding the plaquette. Second, it acts non-trivially on the inner 6 spins but does not affect the outer 6 spins. Thus the matrix element of $B_{p}^{s}$ between two inner spin configurations $\left\langle i_{1} \ldots i_{6}\right|$ and $\left|i_{1}^{\prime} \ldots i_{6}\right\rangle$ depends on the state of the outer spins $\left(e_{1} \ldots e_{6}\right)$. The matrix elements are defined by

where

$$
\begin{align*}
& B_{p, i_{1}^{\prime} i_{2}^{2} \ldots i_{6}^{\prime}}^{s, i_{1} i_{2} \ldots i_{6}}\left(e_{1} e_{2} \ldots e_{6}\right)=\frac{Y_{0}^{s \bar{s}} Y_{e_{1}}^{i_{1} i_{1}} Y_{i_{2}}^{i_{3} e_{3}} Y_{i_{5}}^{e_{5} i_{4}}}{Y_{e_{1}}^{i_{6}^{\prime} i_{1}^{\prime}} Y_{i_{2}^{\prime}}^{i_{2}^{\prime} e_{3}} Y_{i_{5}^{\prime}}^{e_{5} i_{4}^{\prime}}} \times \\
& F_{i_{2}^{\prime} i_{3}^{\prime} i_{2}}^{\bar{s} i_{3} e_{3}} F_{i_{5}^{\prime} i_{5} i_{6}^{\prime}}^{e_{6} i_{6} s}{ }_{e_{4} i_{4} i_{3}^{\prime}}^{i_{4}^{\prime} \bar{s} i_{3}} F_{i_{6} i_{6}^{\prime} 0}^{i_{6} s \bar{s}}\left(F_{i_{2}^{\prime} i_{1}^{\prime} i_{2}}^{\bar{s} i_{1} e_{2}} F_{i_{5}^{\prime} i_{5} i_{4}^{\prime}}^{e_{5} i_{4} s} F_{i_{4} i_{4}^{\prime} 0}^{i_{4} s \bar{s}} F_{e_{1} i_{6} i_{1}^{\prime}}^{i_{6}^{\prime} \overline{\bar{s} i_{1}}}{ }^{*}\right. \tag{31}
\end{align*}
$$

We emphasize that the above expression is only valid if the initial and final states obey the branching rules at each vertex; if either state violates the branching rules, the matrix element of $B_{p}^{s}$ vanishes.

We should mention that there is an alternative graph-
ical representation for $B_{p}^{s}$ which is much simpler. It is convenient to describe this graphical representation in terms of the action of $B_{p}^{s}$ on a bra $\langle X|$ rather than a ket $|X\rangle$. Specifically, $B_{p}^{s}$ can be thought of as adding a loop of type- $s$ string around the boundary of $p$ :

Then the matrix elements in Eq. (31) can be obtained by using the local rules (5) to fuse the string $s$ onto the links along the boundary of the plaquette:

$$
\begin{aligned}
& \equiv \sum_{i_{1}^{\prime}, \ldots, i_{6}^{\prime}}\langle\underbrace{e_{6}}_{e_{5}} \underbrace{i_{5}^{\prime}}_{i_{i_{4}^{\prime}}} \underbrace{i_{2}^{\prime}}_{i_{3}} \overbrace{e_{3}}^{\mathrm{e}_{1}} B_{p, i_{1}^{\prime} i_{2}^{\prime} \ldots i_{6}^{\prime}}^{s, i_{1} i_{2} \cdots 6}\left(e_{1} e_{2} \ldots e_{6}\right)
\end{aligned}
$$

where

$$
\begin{align*}
& C_{1}=\left(Y_{i_{1}^{\prime}}^{\bar{s} i_{1}} Y_{i_{2}^{\prime}}^{\bar{s} i_{2}} Y_{i_{3}^{\prime}}^{\bar{s} i_{3}} Y_{i_{4}^{\prime}}^{i_{4} s} Y_{i_{5}^{\prime} s}^{i_{s} s} Y_{i_{6}^{\prime}}^{i_{6} s}\right)^{-1}  \tag{34}\\
& C_{2}=\left(Y_{i_{2}^{\prime}}^{\bar{s} i_{2}} Y_{i_{5}^{\prime}}^{i_{5} s}\right)^{2} Y_{e_{4}}^{i_{4} i_{3}} Y_{e_{1}}^{i_{6} i_{1}}
\end{align*}
$$

By using (14,16), we obtain

$$
\begin{align*}
& B_{p, i_{1}^{\prime} i_{2}^{\prime} \ldots i_{6}^{\prime}}^{s, i_{1} i_{2} \cdots e_{2}}\left(e_{1} e_{2} \ldots e_{6}\right)= \\
& \frac{Y_{0}^{s \bar{s}} Y_{e_{1}}^{i_{6} i_{1}} Y_{i_{2}}^{i_{3} e_{3}} Y_{i_{5}}^{e_{5} i_{4}}}{Y_{e_{1}}^{i_{6}^{\prime} i_{1}^{\prime}} Y_{i_{2}^{\prime}}^{i_{3}^{\prime} e_{3}} Y_{i_{5}^{\prime}}^{e_{5} i_{4}^{\prime}}} F_{i_{2}^{\prime} \bar{c}_{3}^{\prime} i_{2}}^{\bar{s} i_{3} e_{3}} F_{e_{4} i_{4} i_{3}^{\prime} i_{4}^{\prime} \bar{s} i_{3}}^{i_{i_{5}^{\prime}}^{\prime} i_{5} i_{6}^{\prime} i_{6} s} F_{i_{6} i_{6}^{\prime} 0}^{i_{6} s \bar{s}} \times  \tag{35}\\
& \left(F_{i_{2}^{\prime}}^{\bar{s} i_{1} e_{2}}\right)_{i_{2} i_{1}^{\prime}}^{-1}\left(F_{i_{4}}^{i_{4} s \bar{s}}\right)_{0 i_{4}^{\prime}}^{-1}\left(F_{i_{5}^{\prime}}^{e_{5} i_{4} s}\right)_{i_{4}^{\prime} i_{5}}^{-1}\left(F_{e_{1}}^{i_{6}^{\prime} \bar{s} i_{1}}\right)_{i_{1}^{\prime} i_{6}}^{-1} .
\end{align*}
$$

Using the constraint (17a), we can rewrite (35) as Eq. (31).

## B. Properties of the Hamiltonian

The first property of the Hamiltonian (26) is that it is Hermitian. This result follows from two identities:

$$
\begin{equation*}
a_{s}^{*}=a_{\bar{s}}, \quad\left(B_{p}^{s}\right)^{\dagger}=B_{p}^{\bar{s}} \tag{36}
\end{equation*}
$$

Here the first identity follows immediately from the definition (29); the second identity is less obvious and is derived in appendix D.

In addition to being Hermitian, the Hamiltonian has several other nice properties:

1. The $Q_{I}$ and $B_{p}$ operators commute with each other:

$$
\begin{equation*}
\left[Q_{I}, Q_{J}\right]=0, \quad\left[Q_{I}, B_{p}\right]=0, \quad\left[B_{p}, B_{p^{\prime}}\right]=0 \tag{37}
\end{equation*}
$$

2. $Q_{I}$ and $B_{p}$ are projection operators.

The first two commutation relations in property 1 follow immediately from the definitions of $Q_{I}, B_{p}$. The third relation, $\left[B_{p}, B_{p^{\prime}}\right]=0$, is non-trivial and is derived in Appendix C. Likewise, it is easy to see that $Q_{I}$ is a projector, but the fact that $B_{p}$ is also a projector is non-trivial and is derived in Appendix D.

The above properties allow for the exact solution of $H$. To see this, note that $Q_{I}, B_{p}$ commute with one another and hence we can simultaneously diagonalize them. Denoting these simultaneous eigenstates by $\left|\left\{q_{I}, b_{p}\right\}\right\rangle$ where $q_{I}, b_{p}=0,1$ are the eigenvalues, it is clear that $\left|\left\{q_{I}, b_{p}\right\}\right\rangle$ is an energy eigenstate with eigenvalue

$$
E=-\sum_{I} q_{I}-\sum_{p} b_{p}
$$

Using this expression, we can read off the complete energy spectrum of $H$ (up to determining degeneracies). In particular, we can see that the ground state(s) of $H$ have $q_{I}=b_{p}=1$, while the excited states have $q_{I}=0$ or $b_{p}=0$ for at least one site $I$ or plaquette $p$. It follows that there is finite energy gap $(\Delta \geq 1)$ separating the ground state(s) from the excited states.

The only remaining task is to prove the existence of at least one state with $q_{I}=b_{P}=1$, and determine the degeneracy of these states. We focus on the simplest case: a lattice with a disk-like geometry of the type described in Appendix G of Ref. 19. In this case, we can show that there is exactly one state with $q_{I}=b_{p}=1$. To see that there is at least one such state, note that $|\Phi\rangle=\prod_{p} B_{p} \mid$ vacuum $\rangle$ has $q_{I}=b_{p}=1$ everywhere, and furthermore one can check that $\langle$ vacuum $\mid \Phi\rangle \neq 0$ so $|\Phi\rangle \neq 0$. To see that there is at most one such state, we use a result derived in Appendix E: there we show that any state with $q_{I}=b_{p}=1$ obeys a lattice version of the local rules (5). Then, since the local rules can be used to relate any string-net configuration in a disk geometry to the vacuum configuration, it follows that there is at most one state with $q_{I}=b_{p}=1 .{ }^{4}$ More generally, the ground state degeneracy depends on the global topology (or boundary conditions) of our lattice. This topological ground state degeneracy has been discussed in a number of works[14, 33], and Ref. 34 gives a prescription for computing it on a given spatial topology.

So far we have shown that the Hamiltonian $H$ has a unique ground state and an energy gap in a disk geometry. To complete the picture, we now argue that this ground state is exactly the wave function $|\Phi\rangle$ defined by (5), restricted to string-net configurations that live on the lattice.

[^3]To prove that the ground state is $|\Phi\rangle$, it suffices to show that $Q_{I}|\Phi\rangle=B_{p}|\Phi\rangle=|\Phi\rangle$. The first equality, $Q_{I}|\phi\rangle=$ $|\Phi\rangle$, is obvious since $|\Phi\rangle$ is a linear combination of stringnet configurations, all of which obey the branching rules. To prove the second equality, $B_{p}|\Phi\rangle=|\Phi\rangle$, we use the following identity which we will derive below:

$$
\begin{equation*}
B_{p}^{s}|\Phi\rangle=Y_{0}^{s \bar{s}}|\Phi\rangle \tag{38}
\end{equation*}
$$

Substituting this identity into the definition of $B_{p}$ (28) and observing that $\sum_{s} a_{s} Y_{0}^{s \bar{s}}=1$, it follows that $B_{p}|\Phi\rangle=|\Phi\rangle$. All that remains is to prove (38). To derive this identity, we multiply both sides of Eq. (32) by $|\Phi\rangle$ and then use the local rule (5e) to trade the type-s loop on the right hand side for an extra factor of $Y_{0}^{s \bar{s}}$. The identity (38) follows immediately.

## IV. QUASIPARTICLE EXCITATIONS

Having described the string-net Hamiltonian and its ground state in the previous section, we now turn to its low-lying excitations. Specifically, we describe so-called string operators which create point-like quasiparticles at their endpoints - but no excitations anywhere else - when acting on the ground state. We show how to extract the braiding statistics of these quasiparticles by computing certain ground-state matrix elements associated with the corresponding string operators.

## A. Finding the quasiparticle string operators

We start with finding the quasiparticles in the model (26). The basic logic is as follows. We will identify a set of string operators $\left\{W_{\alpha}(P)\right\}$, which act along oriented paths $P$. We require each string operator to act on the string-net ground state in a way that is path independent, i.e. it must give the same state for any choice of path $P$ connecting the same two endpoints. More formally, path independence is the requirement that

$$
\begin{equation*}
W_{\alpha}(P)|\Phi\rangle \propto W_{\alpha}\left(P^{\prime}\right)|\Phi\rangle \tag{39}
\end{equation*}
$$

Path independence is important because it ensures that, when acting on the ground state, open string operators only create excitations near their endpoints. More specifically, if $P$ is an open path oriented from $i$ to $f$, then acting on the ground state with the open string operator $W_{\alpha}(P)$ creates a quasiparticle $\alpha$ at the string's endpoint $f$, and the corresponding antiparticle $\bar{\alpha}$ at the string's starting point $i$. Likewise, for a closed contractible path $P$, path independence implies that $W_{\alpha}(P)|\Phi\rangle \propto|\Phi\rangle-$ that is, closed string operators do not create any excitations when acting on the ground state.

To construct string operators, we follow the strategy of Ref. 14: we describe a general ansatz for constructing string operators $W_{\alpha}(P)$ in terms of certain input
data ( $\Omega_{\alpha}, \bar{\Omega}_{\alpha}, n_{\alpha}$ ), and we work out the conditions under which the resulting string operators obey the path independence condition (39).

First, we explain the input data in more detail. We start with the third piece of data, $n_{\alpha}$. This piece of data is shorthand for a collection of non-negative integers $n_{\alpha, s}$ where $s$ runs over the different string types. Each integer $n_{\alpha, s}$ describes the "multiplicity" of the string type $s$ within the string operator $\alpha$. The remaining data, $\Omega_{\alpha}$ and $\bar{\Omega}_{\alpha}$, is shorthand for two collections of complex (rectangular) matrices, $\left(\Omega_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$ and $\left(\bar{\Omega}_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$, parameterized by four string types $a, r, s, b$. Here the two matrix indices $\sigma_{r}, \sigma_{s}$ can take $n_{\alpha, r}$ and $n_{\alpha, s}$ values, respectively. Like the $F$-symbol, the matrix elements $\left(\Omega_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$ are only defined when $a, r, s, b$ obey certain branching rules, specifically, $\delta_{b}^{r a}=\delta_{b}^{a s}=1$, and when $n_{\alpha, r}$ and $n_{\alpha, s}$ are both nonzero. Likewise, the matrix elements $\left(\bar{\Omega}_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$ are only defined if $\delta_{b}^{a r}=\delta_{b}^{s a}=1$. We should also mention that we require that the matrix elements $\left(\Omega_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$ and $\left(\bar{\Omega}_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$ take particular values when $a=0$ : in that case $\left(\Omega_{\alpha}^{0, r s b}\right)_{\sigma_{r} \sigma_{s}}=\left(\bar{\Omega}_{\alpha}^{0, r s b}\right)_{\sigma_{r} \sigma_{s}}=\delta_{s, r} \delta_{b, r} \delta_{\sigma_{r}, \sigma_{s}}$. This is necessary to ensure that our string operator has a trivial action when crossing a vacuum string, $a=0$, as will become clear below.

We now explain our ansatz for constructing string operators, $W_{\alpha}(P)$ from the above input data. We first specialize to the case that $P$ is an upward-oriented path, which is sufficient to identify the quasiparticle types. For simplicity, we will work in the gauge

$$
\begin{equation*}
Y_{c}^{a b}=\sqrt{\frac{d_{a} d_{b}}{d_{c}}} \tag{40}
\end{equation*}
$$

in the following sections.
When $W_{\alpha}(P)$ is applied to a string-net state $\langle X|$, its action is described graphically by adding a string labeled by $\alpha$ along the path $P$ under the preexisting string-nets:

$$
\begin{equation*}
\left\langle\langle\Delta| W_{\alpha}(P)=\left\langle\left\langle\lambda_{\alpha} \Delta{ }^{\frac{A}{X}}\right| .\right.\right. \tag{41}
\end{equation*}
$$

We then replace the $\alpha$-string at every crossing with a sum over string labels $r, b$, and $s$, using the rules

$$
\begin{align*}
\langle a / & =\sum_{b, s, r}\left(\Omega_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}} \sqrt{\frac{d_{b}}{d_{a} \sqrt{d_{r} d_{s}}}}<{ }^{\text {a }}  \tag{42}\\
& =\sum_{b, s, r}\left(\bar{\Omega}_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}} \sqrt{\frac{d_{b}}{d_{a} \sqrt{d_{r} d_{s}}}}<{ }_{a}^{s}{ }_{r}^{\mathrm{b}} \tag{43}
\end{align*}
$$

Here, $\left(\Omega_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$ and $\left(\bar{\Omega}_{\alpha}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}}$ are the complex matrices of dimension $n_{r, \alpha} \times n_{s, \alpha}$ that define our string operators (see discussion above). The two indices $\sigma_{r}, \sigma_{s}$ should be thought of as living on the $r$ and $s$ string respectively. The factors of $d_{a}$ are included to simplify
the constraints satisfied by $\Omega_{\alpha}, \bar{\Omega}_{\alpha}$, which we present shortly. ${ }^{5}$

After making the replacements in (43), we obtain the action of the string operator on any string-net state as follows. First, we require the string labels $r, s$ to be the same throughout any region where the path $P$ does not cross any edges of the initial string-net. Second, along each such path segment we contract the corresponding matrix indices $\sigma_{r}, \sigma_{s}$, etc.. For example,

$$
\begin{equation*}
\left\langle\left\langle{ }^{\alpha}\right\rangle=\sum_{b, d, s, t, u, v} \Omega_{\alpha}^{a, s t b} \Omega_{\alpha}^{c, u v d} \delta_{t, u}\langle \rangle^{t u}\right\rangle^{v} . \tag{44}
\end{equation*}
$$

where the matrix product is taken along the index associated with the shared edge label $t$, i.e.

$$
\begin{equation*}
\Omega_{\alpha}^{a, s t b} \Omega_{\alpha}^{c, u v d} \delta_{t, u}=\sum_{\sigma_{t}}\left(\Omega_{\alpha}^{a, s t b}\right)_{\sigma_{s}, \sigma_{t}}\left(\Omega_{\alpha}^{c, t v d}\right)_{\sigma_{t}, \sigma_{v}} \tag{45}
\end{equation*}
$$

The end result is a superposition of new states of the form $\langle X| W_{\alpha}(P)=\sum_{X^{\prime}} C\left(X, X^{\prime}\right)\left\langle X^{\prime}\right|$, where $\left\langle X^{\prime}\right|$ is a string-net state everywhere except near the endpoints of $P$, and $C\left(X, X^{\prime}\right)$ is a product of matrices $\Omega_{\alpha}, \bar{\Omega}_{\alpha}$, with each matrix corresponding to a crossing between the path $P$ and a string in the string-net ket $\langle X|$.

Finally, to define the action of the string operator on the honeycomb lattice, away from the endpoints of $P$ we use the local rules to reduce these new string-nets to string-nets on the honeycomb lattice, as shown for the plaquette operator in Eq. (33). In this way, the ansatz ( $\Omega_{\alpha}, \bar{\Omega}_{\alpha}, n_{\alpha}$ ) fully defines the lattice action of the string operator $W(P) .{ }^{6}$

Before continuing, we should clarify one point about the string operator multiplicity $n_{\alpha, s}$. As discussed in Appendix F, for the most general class of string-nets, every vertex carries a matrix index to account for the fact that there may be more than one state in the string-net Hilbert space that satisfies the branching rules. This phenomenon is known in the mathematical literature as fusion multiplicity. We emphasize that fusion multiplicity should not be confused with the string operator multiplicity $n_{\alpha, s}$. In particular, it is possible for $n_{\alpha, s}$ to be larger than 1 even in string-net models that do not have any fusion multiplicity (i.e. models with $\delta_{c}^{a b} \leq 1$ for all $a, b, c)$. An example where this occurs is given by the string-net whose labels correspond to group elements of the symmetric group $S_{3}$; the resulting string-net model contains an excitation $B$ for which $n_{B, 0}=2$.

To proceed, we must identify which $\left(\Omega_{\alpha}, \bar{\Omega}_{\alpha}, n_{\alpha}\right)$ satisfy the path independence condition (39). Without loss

[^4]of generality, we assume that the proportionality constant in (39) for two upward-oriented paths $P, P^{\prime}$ is exactly 1 , so that the path independence condition takes the form:
\[

$$
\begin{equation*}
\langle X| W_{\alpha}(P)|\Phi\rangle=\langle X| W_{\alpha}\left(P^{\prime}\right)|\Phi\rangle \tag{46}
\end{equation*}
$$

\]

where away from the end-points of $P,\langle X|$ is an arbitrary string-net state. To ensure that Eq. (46) is satisfied, it suffices to check path independence for some elementary deformations between upward-oriented paths $P$ and $P^{\prime}$, because larger deformations that fix the points $i$ and $f$ can be built out of these elementary ones. For upwardoriented paths, the elementary deformations are:

Algebraically, these graphical relations are expressed as:

$$
\begin{gather*}
\sum_{a^{\prime}} \Omega_{\alpha}^{a, r s a^{\prime}}\left(F_{c^{\prime} a^{\prime} c}^{r a b}\right)^{*} F_{c^{\prime} a^{\prime} b^{\prime}}^{a s b}=\sum_{t} \Omega_{\alpha}^{c, r t c^{\prime}} \bar{\Omega}_{\alpha}^{b, t s b^{\prime}} F_{c^{\prime} c b^{\prime}}^{a b t}  \tag{48a}\\
\bar{\Omega}_{\alpha}^{a, r s a^{\prime}}=\left(\Omega_{\alpha}^{a, s r a^{\prime}}\right)^{*}  \tag{48b}\\
\sum_{s} \bar{\Omega}_{\alpha}^{a, r s a^{\prime}} \Omega_{\alpha}^{a, s t a^{\prime}}=\delta_{r t} \tag{48c}
\end{gather*}
$$

where we have used the local rules (16), as well as unitarity of $F$ 's. In terms of the diagrams above, Eq. (47a) gives (48a). Likewise, Eq. (47c) gives (48c). As for Eq. (47b), this condition gives an equation which is the complex conjugate of (48a) with $\Omega_{\alpha}^{a, t s b}$ and $\bar{\Omega}_{\alpha}^{a, s t b}$ interchanged. Therefore we can ensure (47b) if (48b) holds together with (48a). Note that Eqs. (48) are matrix equations, with products between matrices taken over the indices as in Eq. (45).

Every solution ( $\Omega_{\alpha}, \bar{\Omega}_{\alpha}, n_{\alpha}$ ) to (48) defines a string operator $W_{\alpha}$. Thus, our task is find all possible solutions to (48). We note that for any pair of solutions $\Omega_{\alpha}$ and $\Omega_{\beta}$ to Eqs. (48), we can always construct another solution $(\Omega, \bar{\Omega}, n)$ by taking the direct sum: $\Omega=\Omega_{\alpha} \oplus \Omega_{\beta}$ and $\bar{\Omega}=\bar{\Omega}_{\alpha} \oplus \bar{\Omega}_{\beta}$ and finally $n=n_{\alpha}+n_{\beta}$. Thus in practice one need only find solutions that are irreducible, in the sense that they cannot be decomposed in this way. Though we do not undertake to prove it here, we conjecture that the irreducible solutions to (48), and the associated string operators $W_{\alpha}(P)$, are sufficient to construct every quasiparticle excitation in our models.

Before we discuss the nature of these quasiparticles, it is useful to construct closed string operators following a
similar logic. To this end, we first define the downward $\alpha$-string operator via:

$$
\begin{align*}
& \langle=| \\
& \left\langle=\sum_{b, s, r}\left(\Omega_{\bar{\alpha}}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}} \sqrt{\frac{d_{b}}{d_{a} \sqrt{d_{r} d_{s}}}}\left\langle\sum_{b, s, r}\left(\bar{\Omega}_{\bar{\alpha}}^{a, r s b}\right)_{\sigma_{r} \sigma_{s}} \sqrt{\frac{d_{b}}{d_{a} \sqrt{d_{r} d_{s}}}}<{ }^{\mathrm{s}}\right.\right. \tag{49}
\end{align*}
$$

In other words, we define a downward- $\alpha$ string operator to be equivalent to an upward- $\bar{\alpha}$ string operator, where $\bar{\alpha}$ is the anti-particle associated with $\alpha$. The anti-particle $\bar{\alpha}$ is defined by the property that it can annihilate with $\alpha$, leaving only the string-net vacuum. In practice, this means that an upward $\alpha$ string running from $i$ to $f$ can be joined to an upward $\bar{\alpha}$ string connecting the same two points, such that the resulting closed string operator leaves the string-net in its ground state. This joining can be done in the "obvious" way, i.e. near points $i$ and $f$, we connect the string labeled $r$ from $W_{\alpha}$ to the string labeled $s$ from $W_{\bar{\alpha}}$, impose the condition $r=s$, and contract the corresponding matrix indices. The resulting joint between upward and downward oriented strings is path independent if:

Algebraically, this implies

$$
\begin{equation*}
\sum_{a^{\prime}, r} \Omega_{\alpha}^{a, r s a^{\prime \prime}} \Omega_{\bar{\alpha}}^{a, \bar{r} t a^{\prime}} F_{a 0 a^{\prime}}^{r \bar{r} a}\left(F_{a a^{\prime \prime} a^{\prime}}^{r a t}\right)^{*} \sqrt{\frac{d_{r}}{d_{t}}}=\left(F_{a a^{\prime \prime} 0}^{a \bar{t} t}\right)^{*} \delta_{s \bar{t}} \tag{51}
\end{equation*}
$$

If there exists an antiparticle $\bar{\alpha}$ for which $\Omega_{\bar{\alpha}}$ satisfies (51), the closed $W_{\alpha}$ string operators obtained by joining upward $W_{\alpha}$ and $W_{\bar{\alpha}}$ strings are path independent in the sense of Eq. (39) at all points, and thus does not create any excitation when applied to the ground state. Though it is not obvious from the discussion here, on general grounds[1] such a solution should always exist, provided that all quasiparticles in the theory can be created by string operators of the form described here.

## B. Braiding statistics of quasiparticles

After finding the quasiparticles, we are now ready to compute their braiding statistics. Specifically, we will compute the $S$ matrix $S_{\alpha \beta}$ and the topological spins $\theta_{\alpha}$ and express them in terms of string operators.

Before we compute the $S$ matrix, it is convenient to first compute the monodromy matrix $M_{\alpha \beta}$ which is re-


FIG. 4. The $S$ matrix is computed by by comparing the action of $W_{\alpha}\left(P_{3}\right) W_{\beta}\left(P_{2}\right) W_{\alpha}\left(P_{1}\right)$ and $W_{\alpha}\left(P_{3}\right) W_{\alpha}\left(P_{1}\right) W_{\beta}\left(P_{2}\right)$ where $P_{1} \cup P_{3}$ forms a closed loop. Specifically, $S_{\alpha \beta}=$ $\frac{d_{\alpha} d_{\beta}}{D} M_{\alpha \beta}$.
lated to $S_{\alpha \beta}$ via some normalization factors:

$$
\begin{equation*}
S_{\alpha \beta}=M_{\alpha \beta} \frac{d_{\alpha} d_{\beta}}{D} \tag{52}
\end{equation*}
$$

Here $d_{\alpha}$ is the quantum dimension of the quasiparticle $\alpha$ and $D=\sqrt{\sum_{\alpha} d_{\alpha}^{2}}$. (For the definition of "quantum dimension" of quasiparticles see Ref. 1. For an explicit formula for $d_{\alpha}$ in the context of string-net models, see Eq. 60 below).

The monodromy matrix $M_{\alpha \beta}$ is defined in terms of a three step process in which (1) two particle-antiparticle pairs $(\alpha, \bar{\alpha}, \beta, \bar{\beta})$ are created from the vacuum; (2) the particle $\alpha$ is braided around the particle $\beta$; and (3) each pair ( $\alpha, \bar{\alpha}, \beta, \bar{\beta}$ ) is re-annihilated to the vacuum (left panel of Fig. 4). To define $M_{\alpha \beta}$, consider the probability amplitude for the above braiding process, divided by the probability amplitude of another process in which each pair of particles individually follows the same trajectory in space and time, but the pair $(\alpha, \bar{\alpha})$ is re-annihilated before the pair $(\beta, \bar{\beta})$ is created (right panel of Fig. 4). The monodromy matrix $M_{\alpha \beta}$ is defined to be this ratio of probability amplitudes.

Equivalently, in the language of string operators, $M_{\alpha \beta}$ is given by the ratio

$$
\begin{equation*}
M_{\alpha \beta}=\frac{\langle\Phi| W_{\bar{\beta}}\left(P_{3}\right) W_{\alpha}\left(P_{2}\right) W_{\beta}\left(P_{1}\right)|\Phi\rangle}{\langle\Phi| W_{\bar{\beta}}\left(P_{3}\right) W_{\beta}\left(P_{1}\right) W_{\alpha}\left(P_{2}\right)|\Phi\rangle} \tag{53}
\end{equation*}
$$

where $P_{1}$ and $P_{3}$ are paths connecting two points $i$ and $f$, and $P_{2}$ is a third path that encircles the point $f$ (Fig. 4). Here, the numerator of Eq. (53) describes a process in which we first create a pair of quasiparticles $\beta, \bar{\beta}$ from the vacuum at positions $f$ and $i$ respectively, then act with a closed $\alpha$-string operator encircling $\beta$, and finally annihilate the $\beta, \bar{\beta}$ pair. The denominator describes a process in which we first act with the closed $\alpha$-string operator, and then create and re-annihilate the $\beta, \bar{\beta}$ pair.

To proceed further, we join the string operators in (53) into closed loops, which gives the following graphical ex-
pression for $M_{\alpha \beta}$ :


Here we have two closed string operators acting along two linked paths in the numerator and the same two closed string operators acting along corresponding unlinked paths in the denominator. We have used the convention that strings that act earlier (later) appear under (over) other strings at crossings.

We now proceed to evaluate the numerator and denominator of (54). To evaluate the denominator, it is useful to first consider the action of a closed string operator $\alpha$ on the vacuum (empty) state:


Multiplying both sides of (55) by $|\Phi\rangle$ and using the fact that $W_{\alpha}(P)|\Phi\rangle \propto|\Phi\rangle$ for any closed string operator $W_{\alpha}(P)$, we deduce that

$$
\begin{equation*}
\langle\mid \Phi\rangle=\sum_{s} n_{\alpha, s} d_{s}|\Phi\rangle \tag{56}
\end{equation*}
$$

Hence, the denominator of $M_{\alpha \beta}$ is:

$$
\begin{equation*}
\langle\Phi \tag{57}
\end{equation*}
$$

To evaluate the numerator, we use the same strategy: we first consider the action of the linked string operators on the vacuum state and then deduce their action on $|\Phi\rangle$ using the fact that $|\Phi\rangle$ is an eigenstate of these operators. In this way, we obtain

$$
\begin{equation*}
\langle\Phi \mid \Phi\rangle=\sum_{s t b} \operatorname{Tr}\left(\bar{\Omega}_{\alpha}^{t, s s b}\right) \operatorname{Tr}\left(\bar{\Omega}_{\beta}^{s, t t b}\right) d_{b} \tag{58}
\end{equation*}
$$

Combining the numerator and denominator of $M_{\alpha \beta}$, and substituting into (52), we obtain the following general expression for the $S$-matrix, consistent with previous results[18]:

$$
\begin{equation*}
S_{\alpha \beta}=\frac{1}{D} \sum_{s t b} \operatorname{Tr}\left(\bar{\Omega}_{\alpha}^{t, s s b}\right) \operatorname{Tr}\left(\bar{\Omega}_{\beta}^{s, t t b}\right) d_{b} \tag{59}
\end{equation*}
$$

Here, we have used a formula that expresses the quantum dimension of $\alpha$ in terms of string operator data, namely:

$$
\begin{equation*}
d_{\alpha}=\sum_{s} n_{\alpha, s} d_{s} \tag{60}
\end{equation*}
$$

We will not prove this formula here.
Next, we compute the topological spin of our quasiparticles, defined as the phase acquired by the wave function when a quasiparticle is rotated by $2 \pi$. Here, we will not attempt to make a concrete connection to the associated space-time process, but rather observe that, as has been noted previously [18], in all known examples the topological spin can be evaluated as the ratio of amplitudes for the two processes:


The two amplitudes can be expressed in terms of $\left(\Omega_{\alpha}, \bar{\Omega}_{\alpha}, n_{\alpha}\right):$

$$
\langle\Phi \mid \Phi\rangle=\sum_{s} \operatorname{Tr}\left(\Omega_{\alpha}^{\bar{s}, s 0}\right) d_{s}
$$

Thus, the topological spin of $\alpha$ is given by

$$
\begin{equation*}
e^{i \theta_{\alpha}}=\frac{\sum_{s} \operatorname{Tr}\left(\Omega_{\alpha}^{\bar{s}, s s 0}\right) d_{s}}{\sum_{s} n_{\alpha, s} d_{s}} \tag{63}
\end{equation*}
$$

## V. ISOTROPIC STRING-NET MODELS

One notable feature of our models is that the minimal consistency conditions (16) required for the ground state wave function $\Phi$ to be well-defined are not isotropic. Consequently, in general two string-net configurations which can be continuously deformed into one another need not have the same ground state amplitude. For example, while the wave function is invariant under the bendings shown in Eq. (9), it may not be invariant under vertical bendings in Eq. (7). In addition, if $Y_{0}^{a \bar{a}} \neq Y_{0}^{\bar{a} a}$, the corresponding string-net ground state cannot be isotropic on the sphere. Specifically, isotropy on the sphere requires that we can pull an $(a, \bar{a})$ loop from the front of the sphere to the back of the sphere, where, when viewed from outside the sphere, it is a $(\bar{a}, a)$ loop. The two coefficients are equal if- and only if- $Y^{a \bar{a}}=Y^{\bar{a} a}$.

In this section, we examine what additional conditions must be satisfied in order for our string-net ground state to be isotropic on the plane and on the sphere. To find these additional constraints, we first discuss how the ground state amplitude changes under planar deformations of a string-net configuration. Interestingly, we find that there are gauge invariant quantities that can prevent a model from being invariant under such deformations.

We then determine the constraints that the data $\{F, Y\}$ must satisfy in order to make these amplitudes invariant under such planar deformations. Finally, we consider additional requirements that must be met for full isotropy on the sphere, and find that this further restricts the data $\{F, Y\}$. At the end we comment on an additional tetrahedral reflection symmetry that was also required in the construction of Ref. 14.

## A. Bending of strings and vertices

We first examine how deforming the string-net configuration in the plane affects the associated ground-state amplitude. By a deformation, we mean a process in which edges and vertices can be bent, moved and twisted arbitrarily within the plane, provided that they do not intersect other segments of the string-net graph. Any such deformation can be decomposed into a sequence of bendings of strings and vertices; thus it is thus sufficient to consider the following elementary bendings of vertices


Eqs. (64) are simply special cases of (13), where one of the four external legs is the null string. It follows from (17) that the coefficients $\left\{\left[\tilde{F}_{a b}^{0 c}\right]_{\bar{a} c},\left[F_{c 0}^{a b}\right]_{\bar{b} c},\left[F_{a b}^{0 c}\right]_{\bar{a} c},\left[F_{c 0}^{a b}\right]_{\bar{b} c}\right\}$ are $U(1)$ phase factors. When these phase factors are equal to one, then two configurations which can be deformed into one another have the same ground-state amplitude, and the corresponding model is isotropic. Otherwise, the model is not isotropic.

Two comments are in order. First, bending a string is a special case of bending a vertex (64):


The phase factor ${ }^{7}$

$$
\begin{equation*}
\gamma_{a} \equiv\left[F_{a 0}^{0 a}\right]_{\bar{a} a}=\left[\tilde{F}_{\bar{a} 0}^{0 \bar{a}}\right]_{a \bar{a}}=F_{\bar{a} 00}^{\bar{a} a \bar{a}} Y_{0}^{a \bar{a}} \tag{66}
\end{equation*}
$$

[^5]associated with bendings of strings is called the Frobenius-Schur indicator. It follows from (17) that
\[

$$
\begin{equation*}
\left|\gamma_{a}\right|=1, \quad\left(\gamma_{a}\right)^{*}=\gamma_{\bar{a}} \tag{67}
\end{equation*}
$$

\]

Furthermore, one can always choose the gauge function $f$ such that

$$
\gamma_{a}=\left\{\begin{array}{lc} 
\pm 1, & \text { if } a=\bar{a} \\
1, & \text { otherwise }
\end{array}\right.
$$

Then, we can use the gauge transformation $g$ to transform $\gamma$ so that $\gamma_{a}=1$ if $a=\bar{a}$.

Second, bending a vertex twice by (64) is equivalent to rotating the vertex:

where

$$
\begin{equation*}
\alpha_{a b c} \equiv F_{0 \bar{c} \bar{a}}^{a b c}, \quad \frac{1}{\tilde{\alpha}_{a b c}} \equiv \tilde{F}_{0 \bar{c} \bar{a}}^{a b c} \tag{69}
\end{equation*}
$$

Notice that when $(a, a: \bar{a})$ is a valid branching, the quantity $\alpha_{a a a} \cdot \alpha_{\bar{a} \bar{a} \bar{a}}$ is gauge invariant. In this case, if the solution to $(16,17)$ has $\alpha_{a a a} \cdot \alpha_{\bar{a} \bar{a} \bar{a}} \neq 1$, then the corresponding model is not isotropic in any gauge.

## B. Constraints for planar isotropy

From Eq. (64), we see that the model is invariant under elementary bendings if:

$$
\begin{equation*}
\left[F_{a b}^{0 c}\right]_{\bar{a} c}=\left[F_{c 0}^{a b}\right]_{\bar{b} c}=\left[\tilde{F}_{a b}^{0 c}\right]_{\bar{a} c}=\left[\tilde{F}_{c 0}^{a b}\right]_{\bar{b} c}=1 \tag{70}
\end{equation*}
$$

or equivalently, in terms of $\{F, Y\}$,

$$
\begin{align*}
& F_{b 0 c}^{a \bar{a} b} Y_{c}^{\bar{a} b}=1, \quad F_{a c 0}^{a b \bar{b}} \frac{Y_{0}^{b \bar{b}}}{Y_{a}^{c \bar{b}}}=1 \\
& Y_{c}^{a b}=\left(\frac{Y_{0}^{\bar{a} a}}{Y_{b}^{\bar{a} c}}\right)^{*}=\left(\frac{Y_{0}^{b \bar{b}}}{Y_{a}^{c \bar{b}}}\right)^{*} \tag{71}
\end{align*}
$$

If we can find a solution to $(16,17)$ and $(71)$, then the corresponding string-net will be isotropic in the plane. Though there are gauge-invariant obstructions to obtaining a model with planar isotopy, it is important to note that unlike the consistency conditions (16), the conditions (71) for isotropy are not gauge invariant.

In addition to invariance under the bending moves shown in Eqs. (64) and (65), one can show that for stringnets obeying the condition (70),

$$
\begin{equation*}
\left[F_{c d}^{a b}\right]_{e f}=\left[\tilde{F}_{a b}^{c d}\right]_{\bar{e} f} \tag{72}
\end{equation*}
$$

and thus the amplitude is invariant under changes of orientation of internal legs

Eq. (72) follows from (70) and the equality

$$
\begin{equation*}
\left[\tilde{F}_{e b}^{0 d}\right]_{\bar{e} d}\left[F_{c d}^{a b}\right]_{e f}=\left[F_{c 0}^{a \bar{e}}\right]_{e c}\left[\tilde{F}_{a b}^{c d}\right]_{\bar{e} f} \tag{74}
\end{equation*}
$$

which can be derived from (16). ${ }^{8}$
Finally, with full bending invariance, we can define the amplitude of a tetrahedron, via:

Note that the diagram on the left is not an allowed stringnet diagram in our formalism, and should be interpreted as a "shorthand" for the diagram on the right. This shorthand makes sense in models with bending invariance, where other choices of the diagram on the right, which are related to the one shown here by some number of bending moves, will yield the same coefficient.

One can check that in string-nets obeying (70), the amplitude (75) is invariant under 3 -fold rotations of the tetrahedron

To see this, observe that we can transform the left tetrahedron into the right-hand one (as defined by Eq. (75)) through a series of moves that bend or rotate vertices. ${ }^{9}$

## C. Isotropy on sphere

If the ground state string-net amplitudes are to be isotropic on the sphere, we must also require invariance of our amplitudes under 2-fold rotations of the tetrahedron:

[^6]which can be expressed as
\[

$$
\begin{equation*}
F_{d e f}^{a b c} Y_{f}^{b c} Y_{d}^{a f} Y_{0}^{\bar{d} d}=F_{\bar{b} \bar{e} \bar{f}}^{c \bar{d} a} Y_{\bar{f}}^{\bar{d} a} Y_{\bar{b}}^{c \bar{f}} Y_{0}^{b \bar{b}} \tag{78}
\end{equation*}
$$

\]

Eq. (78) holds provided that

$$
\begin{equation*}
Y_{0}^{a \bar{a}}=Y_{0}^{\bar{a} a} . \tag{79}
\end{equation*}
$$

To show this, we use Eq. (71), as well as the relation

$$
\begin{equation*}
F_{d e f}^{a b c}=F_{\bar{b} \bar{e} \bar{f} a}^{c \bar{f}} \cdot \frac{\alpha_{b \bar{e} a} \alpha_{a b \bar{e}} \alpha_{e c \bar{d}}}{\alpha_{a f \bar{d}} \alpha_{f \bar{d} a} \alpha_{b c \bar{f}}} \tag{80}
\end{equation*}
$$

which can be derived from Eq. (16). Thus, to have a string-net ground state that is isotropic on the sphere, in addition to (71) we must also require (79). ${ }^{10}$

Interestingly, the condition (79) can always be met by making an appropriate choice of $g$-gauge transformation. However, this gauge choice may not be compatible with the conditions (70) for planar isotropy, even if there exists a gauge in which those conditions can be met. We discuss an example in which we must choose between planar isotropy and the condition (79) in Sec. VII.

## D. Tetrahedral reflection symmetry

The original string-net construction[14] required, in addition to the conditions discussed above, that ground state amplitudes also be invariant under the tetrahedral reflection:

Algebraically, this means that

$$
\begin{equation*}
F_{d e f}^{a b c} Y_{f}^{b c} Y_{d}^{a f} Y_{0}^{\bar{d} d}=F_{\bar{d} \bar{a} \bar{c}}^{\bar{e} \overline{\bar{f}}} Y_{\bar{c}}^{b \bar{f}} Y_{\bar{d}}^{\bar{c} \bar{c}} Y_{0}^{d \bar{d}} \tag{82}
\end{equation*}
$$

By using (16), we can derive

$$
\begin{equation*}
F_{d e f}^{a b c} Y_{f}^{b c}=\gamma_{\bar{b}}\left[\tilde{F}_{a 0}^{e \bar{b}}\right]_{b a}\left[\tilde{F}_{\bar{b} f}^{0 c}\right]_{b c}\left(F_{d a c}^{e \bar{b} f}\right)^{*} Y_{a}^{e \bar{b}} \tag{83}
\end{equation*}
$$

Using this, together with (70), Eq. (82) can be simplified to

$$
\begin{equation*}
\left(F_{d a c}^{e \bar{b} f}\right)^{*} Y_{a}^{e \bar{b}} Y_{d}^{a f} Y_{0}^{\bar{d} d}=F_{\bar{d} \bar{c} \bar{c}}^{\bar{e} b \bar{f}} Y_{\bar{c}}^{b \bar{f}} Y_{\bar{d}}^{\bar{e} \bar{c}} Y_{0}^{d \bar{d}} \tag{84}
\end{equation*}
$$

In the gauge where

$$
\begin{equation*}
Y_{c}^{a b}=\sqrt{\frac{d_{a} d_{b}}{d_{c}}} \frac{w_{a} w_{b}}{w_{c}} \tag{85}
\end{equation*}
$$

[^7]with the $U(1)$ phases obeying $w_{a}=w_{\bar{a}}$, Eq. (84) further simplifies to the following condition on our $F$ 's:
\[

$$
\begin{equation*}
\left(F_{d e f}^{a b c}\right)^{*}=F_{\bar{d} \bar{e} \bar{f}}^{\bar{a} \bar{c}} \tag{86}
\end{equation*}
$$

\]

If the model is isotropic in the plane, as well as invariant under 2 -fold rotations and reflections of the tetrahedron, in the gauge (85) we find that

$$
\begin{equation*}
F_{d e f}^{a b c}=F_{\bar{a} \bar{c} \bar{c}}^{\bar{e} b \bar{f}} \sqrt{\frac{d_{e} d_{f}}{d_{a} d_{c}}} \frac{w_{e} w_{f}}{w_{a} w_{c}}=F_{\bar{c} e \bar{f}}^{b a \bar{d}}=F_{\bar{a} \bar{e} f}^{\bar{d} c b} \tag{87}
\end{equation*}
$$

The first equality follows from the tetrahedral reflection symmetry (82), the second equality follows from the first equality and the 3 -fold rotational symmetry (76) while the third equality follows from the second equality and 2 -fold rotational symmetry (78). We will see in the next section that these correspond exactly to the conditions imposed by Ref. 14 on the original string-net models.

## VI. RELATIONSHIP WITH ORIGINAL STRING-NET CONSTRUCTION

In this section, we discuss the relationship between our construction and the original string-net construction of Ref. 14. Our main result is that the string-net models discussed in Ref. 14 correspond to a subset of the models constructed in this paper, and we discuss the properties of this subset.

The first step is to find the dictionary between the input data $\{F, Y\}$ that defines a string-net model in this paper and the input data $\{\bar{F}, \bar{d}\}$ that was used in the original string-net construction of Ref. 14. To derive this dictionary, we compare the "old" local rules in Ref. 14 to the "new" local rules in this paper, namely $(5,13)$. From this comparison, it is easy to see that if a string-net state obeys the old local rules for some $\{\bar{F}, \bar{d}\}$, then it obeys the new local rules with $\{F, Y\}$ given by

$$
\begin{gather*}
F_{d e f}^{a b c}=\bar{F}_{d \bar{c} \bar{b} \bar{e}}  \tag{88a}\\
\tilde{F}_{d e f}^{a b c}=\bar{F}_{c \bar{d} f}^{a b \bar{e}}  \tag{88b}\\
\left(Y_{c}^{a b}\right)^{-1}=\bar{F}_{b \bar{b} a}^{\bar{a} a 0}  \tag{88c}\\
Y_{c}^{a b}=\bar{F}_{c \bar{b} 0}^{b \bar{c} a} \bar{d}_{\bar{b}}  \tag{88d}\\
{\left[F_{c d}^{a b}\right]_{e f}=\bar{F}_{d \bar{b} f}^{a} c e}  \tag{88e}\\
{\left[\tilde{F}_{c d}^{a b}\right]_{e f}=\bar{F}_{b \bar{d} f}^{\bar{c} a \bar{e}}}  \tag{88f}\\
d_{a}=\left|\bar{d}_{a}\right| . \tag{88~g}
\end{gather*}
$$

The above equations provide the desired dictionary between the "old" data $\{\bar{F}, \bar{d}\}$ and the "new" data $\{F, Y\}$.

Next, we recall that Ref. 14 imposed several selfconsistency conditions on the old data $\{\bar{F}, \bar{d}\}$. The first condition is that

$$
\begin{equation*}
\bar{F}_{c d f}^{a b e}=1 \text { if } a \text { or } b \text { or } c \text { or } d=0 \tag{89}
\end{equation*}
$$

Substituting this condition into the dictionary in Eq. (88), it follows that the new data satisfy (70). Thus the original string-net models are all isotropic.

In addition to (89), Ref. 14 imposed the conditions

$$
\begin{gather*}
\bar{F}_{\bar{b} \bar{a} 0}^{a b c}=\frac{v_{c}}{v_{a} v_{b}} \text { with } v_{a}=v_{\bar{a}}=\sqrt{\bar{d}_{a}}  \tag{90a}\\
\bar{F}_{d \bar{c} f}^{\bar{b} \bar{a} e}=\bar{F}_{\bar{a} \bar{c} f}^{\bar{c} d \bar{e}}=\bar{F}_{\bar{c} d \bar{f}}^{\bar{a} \bar{e}}=\bar{F}_{d f \bar{c}}^{\bar{b} e \bar{a}} \frac{v_{e} v_{f}}{v_{a} v_{c}}  \tag{90b}\\
\sum_{n} \bar{F}_{k \bar{p} n}^{m l q} \bar{F}_{m n \bar{s}}^{j i p} \bar{F}_{l k \bar{r}}^{j \bar{s} n}=\bar{F}_{\bar{q} k \bar{r}}^{j i p} \bar{F}_{m l \bar{s}}^{r i \bar{q}} . \tag{90c}
\end{gather*}
$$

Substituting (90) into (88), we find that the new data satisfies the usual consistency conditions (16) as well as the following additional constraints:

$$
\begin{gather*}
Y_{c}^{a b}=\frac{v_{a} v_{b}}{v_{c}}  \tag{91a}\\
F_{a c 0}^{a \bar{b} b}=\frac{v_{c}}{v_{a} v_{b}}  \tag{91b}\\
F_{d e f}^{a b c}=F_{\bar{d} \bar{a} \bar{c} \bar{c}}^{\bar{e} \overline{v_{e}} \frac{v_{e} v_{f}}{v_{a} v_{c}}=F_{\bar{a} \bar{e} f}^{\bar{d} c b}=F_{\bar{c} e}^{b a \bar{d}} .} \tag{91c}
\end{gather*}
$$

These equations have simple physical interpretations. Eq. (91a) is simply a special case of the gauge choice (85), with $w_{a} \sqrt{d_{a}}=v_{a}$. Eq. (91b) follows from this gauge choice, together with the conditions (70) for planar isotropy. Eq. (91c) is exactly the condition (87) that the string-net model is invariant under all reflections and rotations of the tetrahedron, which the original construction explicitly assumes. Thus the extra conditions we must impose on the new data amount to requiring that, in an appropriate gauge, the string-net is isotropic on the sphere and invariant under tetrahedral reflections.

Finally, Ref. 14 imposed the following condition in order to guarantee that the string-net Hamiltonian was Hermitian:

$$
\begin{equation*}
\bar{F}_{\bar{d} \bar{e} \bar{e} \bar{c}}^{\bar{a}}=\left(\bar{F}_{d e f}^{a b c}\right)^{*} \tag{92}
\end{equation*}
$$

Substituting Eq. (92) into (88) and using (91), one can show that the new data satisfies the condition (17a)

$$
\begin{equation*}
\left(F_{d}^{a b c}\right)_{f e}^{-1}=\left(F_{d e f}^{a b c}\right)^{*} \tag{93}
\end{equation*}
$$

The reverse is also true. One the one hand, we have $\left(F_{d}^{a b c}\right)_{f e}^{-1}=\tilde{F}_{d e f}^{a b c}=\bar{F}_{c \bar{d} f}^{a b \bar{e}}$. On the other hand, we have $\left(F_{d e f}^{a b c}\right)^{*}=\left(F_{\bar{c} e \bar{f}}^{b a \bar{d}}\right)^{*}=\left(\bar{F}_{\bar{c} d \bar{f}}^{\bar{a} \bar{e}}\right)^{*}$. Thus (92) follows from (93). Similarly, the other conditions (17b-17d) also follow from (88, 91).

Putting everything together, we conclude that the original string-net models of Ref. 14 correspond to a subset of the models discussed in this paper, namely the subset of models that obey the constraints (71) and (91), in addition to the usual conditions $(16,17)$.

## VII. EXAMPLES

In this section, we work out some illustrative examples. We begin with the abelian $\mathbb{Z}_{2}, \mathbb{Z}_{3}$ and $\mathbb{Z}_{4}$ string-nets.

These are instructive in understanding how our construction captures models realized by the original string-net construction[14]. They also contain some models which cannot be realized by the original string-net framework because they cannot be made isotropic on the plane $\left(\mathbb{Z}_{3}\right)$, or on the sphere $\left(\mathbb{Z}_{4}\right)$. Note that all of our abelian examples give topological orders that can also be realized by the twisted quantum double models of Ref. 15, as well as the string-net construction of Ref. 19. For this reason we do not list the quasiparticle types or string operators in these cases.

We then discuss two non-abelian examples: the Fibonacci and $T Y_{3}$ string-net models. The Fibonacci model is an example that can be obtained from the original string-net construction, and is included here to illustrate how our construction reduces to that of Ref. 14 in this case. Finally, the $T Y_{3}$ model is an example of a nonabelian string-net that cannot be realized without our generalized construction.

## A. $\mathbb{Z}_{2}$ string-net models

The $\mathbb{Z}_{2}$ string-net models describe two string types $\{0,1\}$ where 0 is the vacuum string and $1=\overline{1}$ is self dual with the branching rules $\{(0,0: 0),(0,1: 1),(1,0$ : $1),(1,1,: 1)\}$. These branching rules require that the strings form closed loops so the Hilbert space is the set of all possible closed loops.

Next, to construct the Hamiltonian and wave functions, we have to solve the consistency conditions $(16,17)$ for $\{F, Y\}$. There are two distinct solutions, parameterized by an integer $p=0,1$ :

$$
\begin{equation*}
F^{111}=(-1)^{p}, \quad Y^{11}=1 \tag{94}
\end{equation*}
$$

where here and for our other string-net models with abelian branching rules, we use the simplified notation

$$
\begin{equation*}
F^{a b c} \equiv F_{(a+b+c)(a+b)(b+c)}^{a b c}, \quad Y^{a b} \equiv Y_{a+b}^{a b} \tag{95}
\end{equation*}
$$

With the solutions (94) in hand, we can construct the wave functions and Hamiltonian using (5) and (26). For the $p=0$ solution, the wave function is

$$
\begin{equation*}
\Phi(X)=1 \tag{96}
\end{equation*}
$$

for any closed string-net configuration $X$. The corresponding Hamiltonian realizes the the toric code topological phase $[13,14]$. On the other hand, for the $p=1$ solution, we need to keep track of the vertical kinks because $\gamma_{1}=F^{111} Y^{11}=-1$. The wave function is

$$
\begin{equation*}
\Phi(X)=(-1)^{\operatorname{loop}(X)}(-1)^{\operatorname{vkink}(X) / 2} \tag{97}
\end{equation*}
$$

with $\operatorname{loop}(X)$ meaning the total number of closed loops in the configuration $X$ and $\operatorname{vkink}(X)$ meaning the total number of vertical kinks (upward and downward vertices with $c=0$ in Eq. (2)) in $X$. The corresponding Hamiltonian realizes the same phase as the doubled semion model of Ref. 14.

While the solutions (94) are sufficient for constructing exactly soluble models, it is desirable to have solutions which lead to simpler models. Specifically, we can make $\gamma_{1}=1$ using the gauge transformation $g_{11}^{0}=(-1)^{p}$. After this gauge transformation we have

$$
\begin{equation*}
F^{111}=(-1)^{p}, \quad Y^{11}=(-1)^{p} \tag{98}
\end{equation*}
$$

The solutions (98) satisfy (71) and thus the models are isotropic. In this gauge, the wave function for the $p=0$ case is the same as (96) while the wave function for the $p=1$ case becomes

$$
\begin{equation*}
\Phi(X)=(-1)^{\operatorname{loop}(X)} \tag{99}
\end{equation*}
$$

## B. $\mathbb{Z}_{3}$ string-net model

The $\mathbb{Z}_{3}$ models have three types of strings $\{0,1,2\}$ with $\overline{0}=0, \overline{1}=2, \overline{2}=1$. The branching rules are $\{(a, b:$ $\left.\left.[a+b]_{3}\right)\right\}$ with $a, b \in\{0,1,2\}$ and $[a+b]_{3}=a+b \bmod 3$ which takes values in $\{0,1,2\}$.

To construct the Hamiltonians and wave functions for the $\mathbb{Z}_{3}$ models, we solve the consistency conditions for $\{F, Y\}$. There are three distinct solutions[35] labeled by $p=0,1,2$

$$
\begin{equation*}
F^{a b c}=e^{i \frac{2 \pi p a}{9}\left(b+c-[b+c]_{3}\right)}, \quad Y^{a b}=1 \tag{100}
\end{equation*}
$$

As in the previous example, it is instructive to ask whether we can use appropriate gauge transformations to put this data into a form where Eq. (71) is satisfied. However, when $p=1,2$ no such gauge transformation exists. To see this, recall that the quantity $\alpha_{111} \alpha_{222}$ is gauge invariant under $f, g$ transformation. Since $\alpha_{111} \alpha_{222} \neq 1$ in $p=1,2$ solutions, we have no hope to make (100) satisfy (71) by any gauge transformation. Thus the $p=1,2$ models will not be isotropic on the plane, in any gauge.

## C. $\mathbb{Z}_{4}$ string-net model

The string types for the $\mathbb{Z}_{4}$ model are $\{0,1,2,3\}$ with $\overline{0}=0, \overline{1}=3, \overline{2}=2, \overline{3}=1$. The branching rules are $\{(a, b:$ $\left.\left.[a+b]_{4}\right)\right\}$ with $a, b \in\{0,1,2,3\}$ and $[a+b]_{4}=a+b \bmod 4$ which takes values in $\{0,1,2,3\}$.

To construct the Hamiltonians and wave functions for the $\mathbb{Z}_{4}$ models, we solve the consistency conditions for $\{F, Y\}$. There are four distinct solutions labeled by $p=$ $0,1,2,3$ :

$$
\begin{equation*}
F^{a b c}=e^{i \frac{2 \pi p a}{16}\left(b+c-[b+c]_{4}\right)}, \quad Y^{a b}=1 \tag{101}
\end{equation*}
$$

While it is sufficient to construct the Hamiltonians and wave functions by using (101), the $p=1,2,3$ models are not isotropic because the corresponding solutions (101) do not satisfy (71). Thus it is desirable to find proper
gauge transformations $f, g$ to have simpler models if possible. To this end, we first apply the $f$-gauge transformation with $f_{1}^{32}=(-i)^{p}, f_{2}^{33}=(-1)^{p}$ followed by a $g$-gauge transformation $g_{a b}^{[a+b]_{4}}=F^{a b \bar{b}}$. The result is

$$
\begin{align*}
F^{113} & =F^{331}=F^{232}=F^{212}=F^{131}=i^{p} \\
F^{133} & =F^{311}=F^{123}=F^{321}=F^{313}=(-i)^{p} \\
F^{122} & =F^{231}=F^{223}=F^{312}=F^{222}=F^{333}=(-1)^{p} \\
Y^{a b} & =F^{a b \bar{b}} \tag{102}
\end{align*}
$$

The solutions (102) satisfy (71) and the corresponding models are isotropic on plane. However, $p=1,3$ solutions do not satisfy Eq. (79) and thus the $p=1,3$ models are examples which are isotropic on the plane but not on the sphere. These models also do not satisfy the tetrahedral reflection symmetry condition (86). The corresponding quasi-particle spectra break time-reversal symmetry[19], and thus these models cannot be realized by the original construction.

## D. Fibonacci string-net model

We now turn to our non-abelian examples. We first discuss the Fibonacci string-net, which was also discussed by Ref. 14. We include it here partly to provide a simple example of the non-abelian construction, and partly to correct a minor error in the data for the string operators in Ref. 14.

The string types in the Fibonacci string-net are $\{0,1\}$ where 0 is the vacuum string and $1=\overline{1}$ is self dual. The allowed branching rules are $\{(0,0: 0),(0,1: 1),(1,0:$ $1),(1,1: 0),(1,1,: 1)\}$. The solution to $(16,17)$ is given by

$$
\begin{align*}
{\left[F_{1}^{111}\right]_{e f} } & =\left[\begin{array}{cc}
\frac{1}{d} & \frac{1}{\sqrt{d}} \\
\frac{1}{\sqrt{d}} & -\frac{1}{d}
\end{array}\right]_{e f}, \\
Y_{0}^{11}=d, \quad Y_{1}^{11} & =\sqrt{d}, \text { other } F, Y=1,  \tag{103}\\
d & =\frac{1+\sqrt{5}}{2}
\end{align*}
$$

where $e, f=0,1$. By using the data (103), we can construct the ground state wave function and the Hamiltonian. Notice that $(103)$ satisfies $(71,79,84)$ so the corresponding model is fully isotropic on the sphere, and also obeys tetrahedral reflection symmetry. This is expected, as the Fibonacci string-net can be realized by the original construction [14].

To find the quasiparticle excitations, we need to solve (48). There are four irreducible solutions to (48) which
correspond to four distinct quasiparticles:

$$
\begin{align*}
& \alpha=1:\left(n_{\alpha, 0}, n_{\alpha, 1}\right)=(1,0) \\
& \Omega_{\alpha}^{1,001}=1 \\
& \alpha=2:\left(n_{\alpha, 0}, n_{\alpha, 1}\right)=(0,1) \\
& \Omega_{\alpha}^{1,110}=e^{-i 4 \pi / 5}, \quad \Omega_{\alpha}^{1,111}=e^{i 3 \pi / 5} \\
& \alpha=3:\left(n_{\alpha, 0}, n_{\alpha, 1}\right)=(0,1) \\
& \Omega_{\alpha}^{1,110}=e^{i 4 \pi / 5}, \quad \Omega_{\alpha}^{1,111}=e^{-i 3 \pi / 5} \\
& \alpha=4:\left(n_{\alpha, 0}, n_{\alpha, 1}\right)=(1,1) \\
& \Omega_{\alpha}^{1,110}=1, \quad \Omega_{\alpha}^{1,001}=-d^{-2}, \quad \Omega_{\alpha}^{1,111}=d^{-2} \\
& \Omega_{\alpha}^{1,101}=\left(\Omega_{\alpha}^{1,011}\right)^{*}=\sqrt{3 d-4} e^{-i 3 \pi / 10} . \tag{104}
\end{align*}
$$

Here, we omit the value of $\Omega_{\alpha}^{0, s s s}$, since this matrix element is always fixed at 1 . Note that in Ref. 14, it is claimed that $\bar{\Omega}=\Omega^{*}$ which is correct only in the gauge where $\Omega$ are chosen to be real numbers. In Eq. (104), $\bar{\Omega}_{4}^{1,101}=\Omega_{4}^{1,101} \neq\left(\Omega_{4}^{1,101}\right)^{*}$. However, if we choose $\Omega_{4}^{1,101}=\left(\Omega_{4}^{1,011}\right)=\sqrt{3 d-4}$, then in that gauge $\bar{\Omega}_{4}^{1,101}=\left(\Omega_{4}^{1,101}\right)^{*}$.
From (51), we find all quasiparticles are self-dual $\alpha=$ $\bar{\alpha}$. Also, we can see that the quantum dimensions of the quasiparticles are $d_{1}=1$ and $d_{2}=d_{3}=d$ and $d_{4}=d^{2}$. The topological spins and the $S$ matrix can be computed from $(63,54)$. We find

$$
\begin{align*}
e^{i \theta_{1}}=1, \quad e^{i \theta_{2}} & =e^{-i 4 \pi / 5}, \quad e^{i \theta_{3}}=e^{i 4 \pi / 5}, \quad e^{i \theta_{4}}=1 \\
S & =\frac{1}{1+d^{2}}\left[\begin{array}{cccc}
1 & d & d & d^{2} \\
d & -1 & d^{2} & -d \\
d & d^{2} & -1 & -d \\
d^{2} & -d & -d & 1
\end{array}\right] \tag{105}
\end{align*}
$$

The same result was found in Ref. 14.

## E. $T Y_{3}$ string-net model

Our final example is the string-net model associated with the Tambara-Yamagami category for $\mathbb{Z}_{3}\left(T Y_{3}\right)[36$, 37]. This category can be obtained[38] by taking the $\mathbb{Z}_{3}$ model with $F^{a b c} \in\{0,1\}$ described above, with labels $\{0,1,2\}$, together with a label $\sigma$ with non-abelian branching rules and $\bar{\sigma}=\sigma$. The full branching rules are

$$
\begin{array}{r}
\{(0,0: 0),(0,1: 1),(0,2: 2),(0, \sigma: \sigma),(1,1: 2) \\
(1,2: 0),(2,2: 1),(1, \sigma: \sigma),(2, \sigma: \sigma),(\sigma, \sigma: 0)  \tag{106}\\
(\sigma, \sigma: 1),(\sigma, \sigma: 2),(a, b: c)=(b, a: c) .\}
\end{array}
$$

The solution to $(16,17)$ is given by
$F_{\sigma \sigma \sigma}^{a \sigma b}=F_{b \sigma \sigma}^{\sigma a \sigma}=e^{\frac{2 \pi i a b}{3}}, \quad F_{\sigma a b}^{\sigma \sigma \sigma}=\frac{p}{\sqrt{3}} e^{-\frac{2 \pi i a b}{3}}$,
$Y_{0}^{\sigma \sigma}=Y_{1}^{\sigma \sigma}=Y_{2}^{\sigma \sigma}=d_{\sigma}, \quad Y_{\sigma}^{\sigma \sigma}=\sqrt{d_{\sigma}}$, other $F, Y=1$ $d_{0}=d_{1}=d_{2}=1, \quad d_{\sigma}=\sqrt{3}$
where $a, b$ take values in $\{0,1,2\}$ and $p=1,-1$ parametrizes two different solutions. As written, the $p=-1$ solution does not satisfy (71), and hence is not isotropic in the plane. However, this can be resolved using an $f$-gauge transformation with $f_{0}^{\sigma \sigma}=p$. In addition, neither solution obeys the tetrahedral reflection symmetry condition (86). Thus these models cannot be realized by the original construction.

We now find the quasiparticles. For each of the two models parametrized by $p= \pm 1$, we find 15 irreducible solutions to (48), corresponding to 15 quasiparticles. For the $p=1$ model, we find

$$
\begin{align*}
& \alpha=1,2:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(1,0,0,0) \\
& \Omega_{\alpha}^{1,001}=\Omega_{\alpha}^{2,002}=1, \quad \Omega_{\alpha}^{\sigma, 00 \sigma}= \pm 1 \\
& \alpha=3,4:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(0,1,0,0) \\
& \Omega_{\alpha}^{1,112}=e^{i 2 \pi / 3}, \Omega_{\alpha}^{2,110}=e^{-i 2 \pi / 3}, \Omega_{\alpha}^{\sigma, 11 \sigma}= \pm e^{i 2 \pi / 3} \\
& \alpha=5,6:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(0,0,1,0) \\
& \Omega_{\alpha}^{1,220}=e^{-i 2 \pi / 3}, \Omega_{\alpha}^{2,221}=e^{i 2 \pi / 3}, \Omega_{\alpha}^{\sigma, 22 \sigma}= \pm e^{i 2 \pi / 3} \\
& \alpha=7:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(1,1,0,0) \\
& \Omega_{\alpha}^{1,001}=e^{i 2 \pi / 3}, \quad \Omega_{\alpha}^{2,002}=e^{-i 2 \pi / 3}, \\
& \Omega_{\alpha}^{\sigma, 00 \sigma}=\Omega_{\alpha}^{\sigma, 11 \sigma}=0, \quad \Omega_{\alpha}^{1,112}=\Omega_{\alpha}^{2,110}=1 \\
& \Omega_{\alpha}^{\sigma, 01 \sigma}=e^{i \phi_{1}}, \quad \Omega_{\alpha}^{\sigma, 10 \sigma}=e^{-i \phi_{1}} \\
& \alpha=8:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(1,0,1,0) \\
& \Omega_{\alpha}^{1,001}=e^{-i 2 \pi / 3}, \quad \Omega_{\alpha}^{2,002}=e^{i 2 \pi / 3}, \\
& \Omega_{\alpha}^{\sigma, 00 \sigma}=\Omega_{\alpha}^{\sigma, 22 \sigma}=0, \quad \Omega_{\alpha}^{1,220}=\Omega_{\alpha}^{2,221}=1 \\
& \Omega_{\alpha}^{\sigma, 02 \sigma}=e^{i \phi_{2}}, \quad \Omega_{\alpha}^{\sigma, 20 \sigma}=e^{-i \phi_{2}} \\
& \alpha=9:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(0,1,1,0) \\
& \Omega_{\alpha}^{1,112}=\Omega_{\alpha}^{2,221}=e^{-i 2 \pi / 3}, \Omega_{\alpha}^{1,220}=\Omega_{\alpha}^{,, 110}=e^{i 2 \pi / 3} \\
& \Omega_{\alpha}^{\sigma, 11 \sigma}=\Omega_{\alpha}^{\sigma, 22 \sigma}=0 \\
& \Omega_{\alpha}^{\sigma, 12 \sigma}=e^{i 2 \pi / 3} e^{i \phi_{3}}, \quad \Omega_{\alpha}^{\sigma, 21 \sigma}=e^{-i \phi_{3}} \tag{108}
\end{align*}
$$

and

$$
\begin{align*}
& \alpha= 10,11: \\
&\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(0,0,0,1) \\
& \Omega_{\alpha}^{1, \sigma \sigma \sigma}=\Omega_{\alpha}^{2, \sigma \sigma \sigma}=e^{-i 2 \pi / 3}, \quad \Omega_{\alpha}^{\sigma, \sigma \sigma 0}= \pm e^{i 3 \pi / 4} \\
& \Omega_{\alpha}^{\sigma, \sigma \sigma 1}=\Omega_{\alpha}^{\sigma, \sigma \sigma 2}=\mp e^{i 5 \pi / 12} \\
& \alpha=12,13:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(0,0,0,1) \\
& \Omega_{\alpha}^{1, \sigma \sigma \sigma}=1, \quad \Omega_{\alpha}^{2, \sigma \sigma \sigma}=e^{i 2 \pi / 3}, \\
& \Omega_{\alpha}^{\sigma, \sigma \sigma 0}=\Omega_{\alpha}^{\sigma, \sigma \sigma 2}=\mp e^{i \pi / 12}, \quad \Omega_{\alpha}^{\sigma, \sigma \sigma 1}= \pm e^{i 5 \pi / 12} \\
& \alpha=14,15:\left(n_{\alpha, 0}, n_{\alpha, 1}, n_{\alpha, 2}, n_{\alpha, \sigma}\right)=(0,0,0,1) \\
& \Omega_{\alpha}^{1, \sigma \sigma \sigma}=e^{i 2 \pi / 3}, \quad \Omega_{\alpha}^{2, \sigma \sigma \sigma}=1,  \tag{109}\\
& \Omega_{\alpha}^{\sigma, \sigma \sigma 0}=\Omega_{\alpha}^{\sigma, \sigma \sigma 1}=\mp e^{i \pi / 12}, \quad \Omega_{\alpha}^{\sigma, \sigma \sigma 2}= \pm e^{i 5 \pi / 12}
\end{align*}
$$

where $\phi_{1}, \phi_{2}, \phi_{3}$ are three $U(1)$ gauge phases. Evidently there are 6 abelian quasiparticles with $d_{\alpha}=1$, for $\alpha=$ $1, \ldots, 6$, and 9 nonabelian quasiparticles with $d_{\alpha}=2$ for
$\alpha=7,8,9$ and $d_{\alpha}=\sqrt{3}$ for $\alpha=10, \ldots, 15$. From (51), we can identify the particle-antiparticle pairs:

$$
\begin{gather*}
1=\overline{1}, \quad 2=\overline{2}, \quad 3=\overline{5}, \quad 4=\overline{6}, \quad 7=\overline{8}, \quad 9=\overline{9} \\
 \tag{110}\\
10=\overline{10}, \quad 11=\overline{11}, \quad 12=\overline{14}, \quad 13=\overline{15}
\end{gather*}
$$

The topological spins of each of these quasiparticles can be computed from (63):

$$
\begin{align*}
& \left\{e^{i \theta_{1}}, \ldots, e^{i \theta_{15}}\right\}= \\
& \left\{1,1, e^{-i \frac{2 \pi}{3}}, e^{-i \frac{2 \pi}{3}}, e^{-i \frac{2 \pi}{3}}, e^{-i \frac{2 \pi}{3}}, 1,1, e^{i \frac{2 \pi}{3}},\right.  \tag{111}\\
& \left.e^{i \frac{3 \pi}{4}}, e^{-i \frac{\pi}{4}}, e^{-i \frac{11 \pi}{12}}, e^{i \frac{\pi}{12}}, e^{-i \frac{11 \pi}{12}}, e^{i \frac{\pi}{12}}\right\} .
\end{align*}
$$

As for the $p=-1$ model, we do not include explicit expressions for the $\Omega_{\alpha}$ here, for brevity. Instead we skip directly to the topological spins of the quasiparticles:

$$
\begin{align*}
& \left\{e^{i \theta_{1}}, \ldots, e^{i \theta_{15}}\right\}= \\
& \left\{1,1, e^{-i \frac{2 \pi}{3}}, e^{-i \frac{2 \pi}{3}}, e^{-i \frac{2 \pi}{3}}, e^{-i \frac{2 \pi}{3}}, 1,1, e^{i \frac{2 \pi}{3}},\right.  \tag{112}\\
& \left.e^{i \frac{\pi}{4}}, e^{-i \frac{3 \pi}{4}}, e^{-i \frac{5 \pi}{12}}, e^{i \frac{7 \pi}{12}}, e^{-i \frac{5 \pi}{12}}, e^{i \frac{7 \pi}{12}}\right\} .
\end{align*}
$$

As can be seen from the topological spins of the quasiparticles, both models break time reversal symmetry, as one might expect given that the string-net data does not have reflection symmetry. Thus the $T Y_{3}$ string-net is an example of a non-abelian model that cannot be realized with the original construction of Ref. 14, which implicitly assumed time reversal symmetry.

## VIII. CONCLUSION

In this paper, we have given a detailed description of how to construct generalized string-net models. Importantly, our construction works for any unitary fusion category; unlike the original models proposed by Levin and Wen[14], we do not impose additional requirements on this category that ensure the invariance of the string-net ground state under planar or spherical isotropy or tetrahedral reflections. (Note that the construction in the main text works only for the case of no fusion multiplicities; the construction in Appendix F must be used for the case with fusion multiplicities.)

In addition to providing a detailed discussion of stringnet ground states and Hamiltonians, we have also described an approach for constructing string operators and for computing quasiparticle statistics - in particular, the $S$ and $T$ matrices. Finally, we have analyzed the conditions under which the generalized string-net models are isotropic on the plane or on the sphere, and we have discussed the relationship between generalized string-net models and the original models of Ref. 14.
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## Appendix A: Derivation of self-consistency conditions

In this appendix, we show that the parameters $\left\{F_{d e f}^{a b c}, \tilde{F}_{d e f}^{a b c},\left[F_{c d}^{a b}\right]_{e f},\left[\tilde{F}_{c d}^{a b}\right]_{e f}\right\}$ must satisfy the following equations if the local rules $(5,13)$ are self-consistent:

$$
\begin{align*}
\tilde{F}_{d e f}^{a b c} & =\left(F_{d}^{a b c}\right)_{f e}^{-1} \frac{Y_{e}^{a b} Y_{d}^{e c}}{Y_{f}^{b c} Y_{d}^{a f}}  \tag{A1a}\\
{\left[F_{c d}^{a b}\right]_{e f} } & =\tilde{F}_{f a d}^{c e b} \frac{Y_{d}^{e b}}{Y_{f}^{a b}}  \tag{A1b}\\
{\left[\tilde{F}_{c d}^{a b}\right]_{e f} } & =F_{f a d}^{c e b} \frac{Y_{d}^{e b}}{Y_{f}^{a b}} \tag{A1c}
\end{align*}
$$

Note that the above conditions are a subset of the identities in Eq. 14 and the self-consistency conditions listed in Eq. 16: the remaining self-consistency conditions are derived in the main text.

The first condition (A1a) can be derived by considering the sequences in Fig. 5:

$$
\begin{equation*}
Y_{e}^{a b} Y_{d}^{e c}=\sum_{f} F_{d e f}^{a b c} \tilde{F}_{d e f}^{a b c} Y_{f}^{b c} Y_{d}^{a f} \tag{A2}
\end{equation*}
$$

Then Eq. (A1a) follows from (A2).


FIG. 6. Variants of the pentagon identity.

To derive (A1b), we consider the sequence

$$
\begin{align*}
& =\sum_{f} \frac{1}{Y_{f}^{a b}} \tilde{F}_{f a d}^{c e b} Y_{d}^{e b} \Phi\left(\begin{array}{l}
\mathrm{a} \\
\mathrm{c} \\
\mathrm{~d}
\end{array}\right)  \tag{A3}\\
& \equiv \sum_{f}\left[F_{c d}^{a b}\right]_{e f} \Phi\left(\begin{array}{l}
a \\
c
\end{array}{ }^{\mathrm{b}}{ }_{\mathrm{d}}\right) \text {. }
\end{align*}
$$

We use the local rules ( $5 \mathrm{~d}, 5 \mathrm{c}, 5 \mathrm{e}$ ) in the first three equalities sequentially. Thus we have (A1b).

Similarly, to derive (A1c), we follow the same logic by considering the sequence

$$
\begin{align*}
& =\sum_{f} \frac{1}{Y_{f}^{a b}} F_{f a d}^{c e b} Y_{d}^{e b} \Phi\left(\begin{array}{l}
d \\
{ }^{d} /{ }_{\mathrm{f}}^{\mathrm{d}} \\
\mathrm{a}
\end{array}\right)  \tag{A4}\\
& \equiv \sum_{f}\left[\tilde{F}_{c d}^{a b}\right]_{e f} \Phi\left(\begin{array}{ll}
c \\
& \mathrm{f}_{\mathrm{b}}^{\mathrm{d}} \\
\mathrm{a}
\end{array}\right) \text {. }
\end{align*}
$$

We use the local rules ( $5 \mathrm{~d}, 5 \mathrm{~b}, 5 \mathrm{e}$ ) in the first three equalities sequentially. Thus we have (A1c).

So far we have not discussed the most important selfconsistency condition of all: the pentagon identity (16a). The reason for this omission is that this identity is derived in the main text. Here we would like to point out
that there are actually many variants of the pentagon identity which follow from similar consistency requirements. Each of these variants can be derived graphically by relating the amplitude of two of the five configurations in Fig. 6 by sequences of $F$ and $(F)^{-1}$ operations. Likewise, these variants can be derived algebraically by multiplying both sides of (16a) by appropriate $(F)^{-1}$ operations. For example, by considering two sequences relating the amplitude of the top configuration and the bottom left configuration in Fig. 6, we have

$$
\begin{equation*}
\sum_{k} F_{e g k}^{a h d} F_{k h l}^{b c d}\left(F_{e}^{a b l}\right)_{k f}^{-1}=F_{e g l}^{f c d}\left(F_{g}^{a b c}\right)_{h f}^{-1} \tag{A5}
\end{equation*}
$$

Eq. (A5) can be derived by multiplying both sides of (16a) by $\left(F_{e}^{a b l}\right)_{k f}^{-1},\left(F_{g}^{a b c}\right)_{h f}^{-1}$.

We can derive useful identities from these variants of the pentagon identity. For example, by setting $e=0$ in (16a) and using the fact that $F_{0 e f}^{a b c}=w^{a b c} \delta_{e, \bar{c}} \delta_{f, \bar{a}} \delta_{\bar{c}}^{a b}$ is a complex number depending on three string types $a, b, c$, we obtain

$$
\begin{equation*}
\left(F_{g}^{a b c}\right)_{h f}^{-1}=F_{\bar{a} h \bar{f}}^{b c \bar{g}} \frac{w^{a h \bar{g}}}{w^{a b \bar{f}} w^{f c \bar{g}}}=F_{\bar{c} \bar{h} f}^{\bar{g} a b} \frac{w^{\bar{g} f c}}{w^{\bar{g} a h} w^{\bar{f} b c}} . \tag{A6}
\end{equation*}
$$

By setting $h=0$ in (A5), we obtain

$$
\begin{equation*}
F_{d 0 l}^{b \bar{b} d}\left(F_{e}^{a b l}\right)_{d f}^{-1}=F_{e a l}^{f \bar{b} d}\left(F_{a}^{a b \bar{b}}\right)_{0 f}^{-1} \tag{A7}
\end{equation*}
$$

## Appendix B: Gauge choices for $Y_{c}^{a b}$

In this appendix, we discuss three different gauge choices for $Y_{c}^{a b}$. The first gauge choice is to take $Y_{c}^{a b}$ of the special form

$$
\begin{equation*}
Y_{c}^{a b}=\frac{y_{a} y_{b}}{y_{c}} \tag{B1}
\end{equation*}
$$

with

$$
\begin{equation*}
y_{a}=\sqrt{d_{a}} e^{i \phi_{a}} \tag{B2}
\end{equation*}
$$

where $d_{a}=d_{\bar{a}}$ is the quantum dimension of the string$a$ and $\phi_{a}$ is a $U(1)$ phase. In this parametrization, the condition (17d) requires

$$
\begin{equation*}
\phi_{a}+\phi_{\bar{a}}=0(\bmod 2 \pi) \tag{B3a}
\end{equation*}
$$

In the gauge (B1), $\tilde{F}_{d e f}^{a b c}=\left(F_{d}^{a b c}\right)_{f e}^{-1}$ and the amplitude of a loop- $a$ is real: $Y_{0}^{a \bar{a}}=d_{a}$. A special case of (B1), namely

$$
\begin{equation*}
Y_{c}^{a b}=\sqrt{\frac{d_{a} d_{b}}{d_{c}}} \tag{B4}
\end{equation*}
$$

is used in Refs. 4, 14, 17, 20, and 21.
Another gauge choice that is worth mentioning is

$$
\begin{equation*}
Y_{c}^{a b}=1 \tag{B5}
\end{equation*}
$$



FIG. 7. The action of $B_{p_{1}}^{t_{1}} B_{p_{2}}^{t_{2}}$ and $B_{p_{2}}^{t_{2}} B_{p_{1}}^{t_{1}}$ on the shared boundary.
which satisfies $(17 \mathrm{c}, 17 \mathrm{~d})$ trivially. This choice is appealing since it allows us to drop all the $Y$ factors. However, this choice is not allowed in our construction as it does not satisfy (17b), and the corresponding Hamiltonian (26) is not Hermitian.

The third gauge choice which we would like to mention is restricted to Abelian string-net models with the Abelian branching rules $\{(a, b ; a+b)\}$. To explain this gauge choice, it is convenient to suppress indices that can be deduced from the branching rules and define

$$
\begin{equation*}
F^{a b c} \equiv F_{(a+b+c)(a+b)(b+c)}^{a b c} \quad Y^{a b} \equiv Y_{a+b}^{a b} \tag{B6}
\end{equation*}
$$

In this notation, the gauge choice corresponds to taking $Y_{c}^{a b}$ to be

$$
\begin{equation*}
Y^{a b}=F^{a b \bar{b}} \tag{B7}
\end{equation*}
$$

which can not be factorized to the form (B1). One can check that (B7) satisfies (17). This gauge has the advantage that the the Frobenius-Schur indicator $\gamma_{a}=1$ (66), but the disadvantage that $Y^{a \bar{a}}$ can be complex, and $\tilde{F}^{a b c}$ is no longer the inverse of $F^{a b c}$.

## Appendix C: Showing that $B_{p_{1}}^{t_{1}}, B_{p_{2}}^{t_{2}}$ commute

In this appendix, we show that the operators $B_{p_{1}}^{t_{1}}$ and $B_{p_{2}}^{t_{2}}$ commute with one another for $p_{1} \neq p_{2}$. We only need to consider the case when $p_{1}$ and $p_{2}$ are adjacent since two operators will commute if $p_{1}$ and $p_{2}$ are further apart.

Let $B_{p_{1}}^{t_{1}}, B_{p_{2}}^{t_{2}}$ act on two adjacent plaquettes $p_{1}, p_{2}$. The two adjacent plaquettes can be in three possible relative positions shown in Fig. 7. We want to show the $B_{p_{1}}^{t_{1}} B_{p_{2}}^{t_{2}}=B_{p_{2}}^{t_{2}} B_{p_{1}}^{t_{1}}$ in these three cases. To show this, we compare the matrix elements of $B_{p_{1}}^{t_{1}} B_{p_{2}}^{t_{2}}$ and $B_{p_{2}}^{t_{2}} B_{p_{1}}^{t_{1}}$ and show they are the same. We find that it is sufficient to compare the factors associated with the shared boundary which are different. We discuss these three cases in order.

For case (1), we need to show

$$
\begin{align*}
& \sum_{c_{1}} F_{c_{3} c_{1} b_{2}}^{a_{1} b t_{2}}\left(F_{c_{1}}^{\bar{t}_{1} a b}\right)_{c a_{1}}^{-1} F_{c_{1} d_{1} c}^{\bar{t}_{1} d e}\left(F_{c_{3}}^{d_{1} e t_{2}}\right)_{e_{2} c_{1}}^{-1} \\
& \quad=\sum_{c_{2}} F_{c_{2} c b_{2}}^{a b t_{2}}\left(F_{c_{3}}^{\bar{t}_{1} a b_{2}}\right)_{c_{2} a_{1}}^{-1} F_{c_{3} d_{1} c_{2}}^{\bar{t}_{1} d e_{2}}\left(F_{c_{2}}^{d e t_{2}}\right)_{e_{2} c}^{-1} \tag{C1}
\end{align*}
$$

To show (C1), it is sufficient to show

$$
\begin{align*}
F_{c_{3} c_{1} b_{2}}^{a_{1} b t_{2}}\left(F_{c_{1}}^{\bar{t}_{1} a b}\right)_{c a_{1}}^{-1} & =\sum_{c_{2}} F_{c_{2} c b_{2}}^{a b t_{2}}\left(F_{c_{3}}^{\bar{t}_{1} a b_{2}}\right)_{c_{2} a_{1}}^{-1} F_{c_{3} c_{1} c_{2}}^{\bar{t}_{1} c t_{2}} \\
F_{c_{1} d_{1} c}^{\bar{t}_{1} d e}\left(F_{c_{3}}^{d_{1} e t_{2}}\right)_{e_{2} c_{1}}^{-1} & =\sum_{c_{2}^{\prime}} F_{c_{3} d_{1} c_{2}^{\prime}}^{\bar{t}_{1} d e_{2}}\left(F_{c_{2}^{\prime}}^{d e t_{2}}\right)_{e_{2} c}^{-1}\left(F_{c_{3}}^{\bar{t}_{1} c t_{2}}\right)_{c_{2}^{\prime} c_{1}}^{-1} \tag{C2}
\end{align*}
$$

To see this, one can insert (C2) into the left hand side of (C1) and simplify the expression to obtain the right hand side of (C1). We can show (C2) by identifying Eq. (C2) as one of the variants of the pentagon identity (see Appendix A). This completes the proof of (C1).

For case (2), we need to show

$$
\begin{align*}
& \sum_{c_{1}}\left(F_{b}^{a_{1} \bar{t}_{1} c}\right)_{c_{1} a}^{-1}\left(F_{b_{2}}^{a_{1} c_{1} t_{2}}\right)_{c_{3} b}^{-1} F_{d_{1} c_{1} e_{2}}^{c_{3} \bar{t}_{2}}\left(F_{d_{1}}^{\bar{t}_{1} c e}\right)_{d c_{1}}^{-1}\left(F_{c_{1}}^{c_{1} t_{2} \bar{t}_{2}}\right)_{0 c_{3}}^{-1} \\
& =\sum_{c_{2}}\left(F_{b_{2}}^{a c t}\right)_{c_{2} b}^{-1}\left(F_{b_{2}}^{a_{1} \bar{t}_{1} c}\right)_{c_{3} a}^{-1} F_{d c c_{2}}^{c_{2} \bar{t}_{2} e}\left(F_{c}^{c t_{2} \bar{t}_{2}}\right)_{0 c_{2}}^{-1}\left(F_{d_{1}}^{\bar{t}_{1} c_{2} e_{2}}\right)_{d c_{3}}^{-1} \tag{C3}
\end{align*}
$$

To show (C3), it is sufficient to show

$$
\begin{align*}
& \left(F_{b}^{a_{1} \bar{t}_{1} c}\right)_{c_{1} a}^{-1}\left(F_{b_{2}}^{a_{1} c_{1} t_{2}}\right)_{c_{3} b}^{-1}=\sum_{c_{2}}\left(F_{b_{2}}^{a c t_{2}}\right)_{c_{2} b}^{-1}\left(F_{b_{2}}^{a_{1} \bar{t}_{1} c_{2}}\right)_{c_{3} a}^{-1} F_{c_{3} c_{1} c_{2}}^{\bar{t}_{1} c t_{2}} \\
& F_{d_{1} c_{1} e_{2}}^{c_{3} \bar{t}_{2} e}\left(F_{c_{1}}^{c_{1} t_{2} \bar{t}_{2}}\right)_{0 c_{3}}^{-1}\left(F_{d_{1}}^{\bar{t}_{1} c e}\right)_{d c_{1}}^{-1}=  \tag{C4a}\\
& \sum_{c_{2}^{\prime}} F_{d c e_{2}}^{c_{2}^{\prime} \bar{t}_{2} e}\left(F_{c}^{c t_{2} \bar{t}_{2}}\right)_{0 c_{2}^{\prime}}^{-1}\left(F_{d_{1}}^{\bar{t}_{1} c_{2}^{\prime} e_{2}}\right)_{d c_{3}}^{-1}\left(F_{c_{3}}^{\bar{t}_{1} c t_{2}}\right)_{c_{2}^{\prime} c_{1}}^{-1} \tag{C4b}
\end{align*}
$$

To see this, we insert (C4) into the left hand side of (C3) and simplify the expression to obtain the right hand side of (C3). What remains is to show (C4). Eq. (C4a) is a variant of the pentagon identity. To show (C4b) we need to do more work.

First, to show (C4b), it is sufficient to show

$$
\begin{align*}
& \left(F_{d_{1}}^{c_{1} t_{2} e_{2}}\right)_{e c_{3}}^{-1}\left(F_{d_{1}}^{\bar{t}_{1} c e}\right)_{d c_{1}}^{-1}= \\
& \sum_{c_{2}^{\prime}}\left(F_{d}^{c t_{2} e_{2}}\right)_{e c_{2}^{\prime}}^{-1}\left(F_{c_{3}}^{\bar{t}_{1} c t_{2}}\right)_{c_{2}^{\prime} c_{1}}^{-1}\left(F_{d_{1}}^{\bar{t}_{1} c_{2}^{\prime} e_{2}}\right)_{d c_{3}}^{-1}  \tag{C5a}\\
& F_{d_{1} c_{1} c_{2}}^{c_{3} \bar{t}_{2} e}\left(F_{c_{1}}^{c_{1} t_{2} \bar{t}_{2}}\right)_{0 c_{3}}^{-1}=F_{e 0 e_{2}}^{t_{2} \bar{t}_{2} e}\left(F_{d_{1}}^{c_{1} t_{2} e_{2}}\right)_{e c_{3}}^{-1}  \tag{C5b}\\
& F_{d c e_{2}}^{c_{2} \bar{t}_{2} e}\left(F_{c}^{c t_{2} \bar{t}_{2}}\right)_{0 c_{2}}^{-1}=F_{e 0 e_{2}}^{t_{2} \bar{t}_{2} e}\left(F_{d}^{c t_{2} e_{2}}\right)_{e c_{2}}^{-1} \tag{C5c}
\end{align*}
$$

To see this, we multiply both sides of (C5a) by $F_{e 0 e_{2}}^{t_{2} \bar{t}_{2} e}$ and use (C5b,C5c) to simplify the expression to obtain
(C4b). What remains is to show (C5). The first equation (C5a) is a variant of the pentagon identity and the last two equations follow from (A7). This completes the proof for case (2).

For case (3), we arrive at a similar equation as (C3) with $(F)$ replaced by $(F)^{-1}$. Thus, an dentical proof as in case (2) goes through by changing $(F)$ by $(F)^{-1}$ in Eq. (C4,C5). This completes the proof for case (3).

## Appendix D: Properties of the Hamiltonian (26)

In this appendix, we establish the following properties of the Hamiltonian (26):

1. $\left(B_{p}^{s}\right)^{\dagger}=B_{p}^{\bar{s}}$
2. $B_{p}$ is a projection operator, i.e. $B_{p}^{2}=B_{p}$

To show the first property, we first use the pentagon identity to derive

$$
\begin{align*}
& \frac{\left[F_{s c}^{a^{\prime} b}\right]_{a c^{\prime}}}{\left[\tilde{F}_{\bar{s} c^{\prime}}^{a b}\right]_{a^{\prime} c}}=\frac{\left[\tilde{F}_{\bar{s} a^{\prime}}^{0 a}\right]_{s a}}{\left[\tilde{F}_{\bar{s} c^{\prime}}^{0 c}\right]_{s c}} \frac{Y_{c}^{a b}}{Y_{c^{\prime}}^{a^{\prime} b}}  \tag{D1a}\\
& \frac{\left[F_{a b^{\prime}}^{c s}\right]_{b c^{\prime}}}{\left[\tilde{F}_{a b}^{c^{\prime} \bar{s}}\right]_{b^{\prime} c}}=\frac{\left[F_{c^{\prime} 0}^{c s}\right]_{\bar{s} c^{\prime}}}{\left[F_{b^{\prime} 0}^{b s}\right]_{\bar{s} b^{\prime}}} \frac{Y_{c}^{a b}}{Y_{c^{\prime}}^{a b^{\prime}}}  \tag{D1b}\\
& \frac{\left[F_{\left.a^{\prime} b^{\prime}\right]_{\bar{c} c}}^{a b}\right.}{\left[\tilde{F}_{a b}^{a^{\prime} b^{\prime}}\right]_{s c}}=\frac{\left[F_{s b^{\prime}}^{0 b}\right]_{\bar{s} b}}{\left[\tilde{F}_{a 0}^{\left.a^{\prime} \bar{s}\right]_{s a}}\right.} \tag{D1c}
\end{align*}
$$

Eq. (D1) follows from variants of the pentagon identity. Specifically, Eq. (D1a-D1c) can be obtained respectively from

$$
\begin{array}{r}
\sum_{l} F_{e g l}^{f c d} F_{e f k}^{a b l}\left(F_{k}^{b c d}\right)_{l h}^{-1}=F_{g f h}^{a b c} F_{e g k}^{a h d} \\
\sum_{f}\left(F_{e}^{a b l}\right)_{k f}^{-1}\left(F_{e}^{f c d}\right)_{l g}^{-1} F_{g f h}^{a b c}=\left(F_{k}^{b c d}\right)_{l h}^{-1}\left(F_{e}^{a h d}\right)_{k g}^{-1}  \tag{D2}\\
\sum_{g}\left(F_{e}^{f c d}\right)_{l g}^{-1} F_{g f h}^{a b c} F_{e g k}^{a h d}=F_{e f k}^{a b l}\left(F_{k}^{b c d}\right)_{l h}^{-1}
\end{array}
$$

by setting $f=0, l=0, h=0$ in the first, second and third equation above.

By using (17a) and (D1), it is straightforward to show that

$$
\begin{align*}
& \frac{B_{p, i_{1}^{\prime} i_{2}^{\prime} \ldots i^{\prime} 6}^{s, i_{1} i_{2} \cdots{ }_{2}}\left(e_{1} e_{2} \ldots e_{6}\right)}{\left(B_{i_{1} i_{2} \ldots i_{6}}^{\overline{s, i} i_{2}^{\prime} \ldots i_{6}^{\prime}}\left(e_{1} e_{2} \ldots e_{6}\right)\right)^{*}}= \\
& \frac{\left|F_{\bar{i}_{1} \bar{i}_{1}^{\prime} 0}^{\bar{i}_{1} \bar{s}}\right|^{2}\left|F_{\bar{i}_{2}^{\prime} \bar{i}_{2} 0}^{i_{2} \bar{i}_{2}^{\prime} s}\right|^{2}\left|F_{\bar{i}_{3} \bar{i}_{3}^{\prime} 0}^{\bar{i}_{3} s \bar{s}}\right|^{2}}{\left|F_{i_{4}^{\prime} i_{4} 0}^{i_{4}^{\prime} s}\right|^{2}\left|F_{i_{5} i_{5}^{\prime} 0}^{i_{5} s{ }_{5}^{\prime}}\right|^{2}\left|F_{i_{6}^{\prime} i_{6} 0}^{i_{6}^{\prime} \bar{s} s}\right|^{2}} \frac{Y_{0}^{s \bar{s}}}{\left(Y_{0}^{\bar{s} s}\right)^{*}} \frac{\left|Y_{e_{1}}^{i_{6} i_{1}} Y_{i_{2}}^{i_{3} e_{3}} Y_{i_{5}}^{e_{5} i_{4}}\right|^{2}}{\left|Y_{e_{1}}^{i_{6}^{\prime} i_{1}^{\prime}} Y_{i_{2}^{\prime}}^{i_{3}^{\prime} e_{3}} Y_{i_{5}^{\prime}}^{e_{5} i_{4}^{\prime}}\right|^{2}} \tag{D3}
\end{align*}
$$

Thus, to show the first property is equivalent to show

$$
\begin{equation*}
(D 3)=1 \tag{D4}
\end{equation*}
$$

This identity follows immediately by substituting (17b17 d ) into the right hand side of (D3) and simplifying the resulting expression.

In fact, we can also show that (17b-17d) are necessary conditions for (D4) to hold. To see this, we consider some simple cases. First, we consider the case when $e_{1}=e_{2}=$ $\cdots=0$ and $i_{1}=i_{2}=i_{3}=\bar{i}_{4}=\bar{i}_{5}=\bar{i}_{6}=i$. In this case, (D4) reduces to

$$
\begin{equation*}
\frac{\left|F_{\bar{i} \bar{i}^{\prime}, \bar{s}}\right|^{2} Y_{0}^{s \bar{s}}\left|Y_{0}^{\bar{i} i}\right|^{2}}{\left|F_{\bar{i}^{\prime}, \bar{i} \bar{i} s}^{\bar{i}^{\prime}}\right|^{2}\left(Y_{0}^{\bar{s} s}\right)^{*}\left|Y_{0}^{\bar{i}^{\prime} i^{\prime}}\right|^{2}}=1 \tag{D5}
\end{equation*}
$$

When $i=s$, and $\bar{i}^{\prime}=0$, (D5) becomes

$$
\begin{equation*}
\left|F_{\bar{s} 00}^{\bar{s} s \bar{s}}\right|^{2}=\frac{1}{Y_{0}^{s \bar{s}} Y_{0}^{\bar{s} s}} \tag{D6}
\end{equation*}
$$

Second, when $e_{3}=e_{4}=\cdots=e_{6}=0$ and $i_{1}=i_{3}=$ $\bar{i}_{4}=\overline{i_{5}}=\overline{i_{6}}=i, i_{2}=j$, (D4) reduces to

By comparing (D7) with $i=\bar{j}^{\prime}=s, i^{\prime}=j=0$ and (D6), we find

$$
\begin{equation*}
Y_{0}^{a \bar{a}}=\left(Y_{0}^{\bar{a} a}\right)^{*} . \tag{D8}
\end{equation*}
$$

By using (D6) and (D8), we find that (D7) with $j=$ $0, \bar{j}^{\prime}=s$ reduces to

$$
\begin{equation*}
\left|F_{a c 0}^{a b \bar{b}}\right|=\frac{\left|Y_{\bar{a}}^{b \bar{c}}\right|}{\left|Y_{0}^{b \bar{b}}\right|} \tag{D9}
\end{equation*}
$$

Plugging (D9) and (D8) to (D7), we have

$$
\begin{equation*}
\left|Y_{c}^{a b}\right|\left|Y_{f}^{c d}\right|=\left|Y_{f}^{a e}\right|\left|Y_{e}^{b d}\right| \tag{D10}
\end{equation*}
$$

Similarly, by considering (D4) when $e_{1}=e_{2}=e_{5}=$ $e_{6}=0$ and $e_{1}=e_{2}=e_{3}=e_{6}=0$, we obtain

$$
\begin{equation*}
\left|F_{\bar{i}_{3} \bar{i}_{3}^{\prime} 0}^{\bar{i}_{3} \bar{s}^{\prime} \bar{s}}\right|=\frac{\left|Y_{\bar{s}}^{i_{3}^{\prime} \bar{i}_{3}}\right|}{\left|Y_{0}^{i_{3} \bar{i}_{3}}\right|}, \quad\left|F_{i_{4}^{\prime} i_{4} 0}^{i_{4}^{\prime} \overline{i_{s}}}\right|=\frac{\left|Y_{\bar{s}}^{\bar{i}_{4}^{\prime} i_{4}}\right|}{\left|Y_{0}^{\bar{i}_{4}^{\prime} i_{4}^{\prime}}\right|} . \tag{D11}
\end{equation*}
$$

From (D9,D11), we find that

$$
\begin{equation*}
\left|Y_{c}^{a b}\right|=\left|Y_{\bar{c}}^{\bar{b} \bar{a}}\right|=\left|Y_{\bar{a}}^{b \bar{c}}\right| \frac{\left|Y_{0}^{a \bar{a}}\right|}{\left|Y_{0}^{c \bar{c}}\right|} . \tag{D12}
\end{equation*}
$$

Then, from (D10) with $e=0, d=\bar{b}, f=a$ and using (D12), we find that

$$
\begin{equation*}
\left|Y_{c}^{a b}\right|=\sqrt{\frac{d_{a} d_{b}}{d_{c}}} \delta_{c}^{a b} \tag{D13}
\end{equation*}
$$

Combining (D13), (D8) and (D9), we derive conditions (17b-17d). This completes our discussion of the first property of the Hamiltonian, i.e. $\left(B_{p}^{s}\right)^{\dagger}=B_{p}^{\bar{s}}$.

We now move on to the second property, i.e. $B_{p}^{2}=B_{p}$. To prove this result, we use the identity

$$
\begin{equation*}
B_{p}^{t_{1}} B_{p}^{t_{2}}=\sum_{u} M_{u}^{t_{1} t_{2}} B_{p}^{u} \tag{D14}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{u}^{t_{1} t_{2}}=F_{\bar{t}_{1} 0 \bar{u}}^{t_{2} \bar{t}_{2} \bar{t}_{1}}\left(F_{t_{1}}^{t_{2} \bar{t}_{2} \bar{t}_{1}}\right)_{\bar{u} 0}^{-1} \frac{Y_{0}^{t_{1} \bar{t}_{1}} Y_{0}^{t_{2} \bar{t}_{2}}}{Y_{0}^{u \bar{u}}} \tag{D15}
\end{equation*}
$$

which we will derive below. From (D15), we can derive two other useful identities:

$$
\begin{align*}
\sum_{u} M_{u}^{t_{1} t_{2}} a_{\bar{u}} & =a_{\bar{t}_{1}} a_{\bar{t}_{2}} \sum_{s} d_{s}^{2}  \tag{D16}\\
M_{u}^{t_{1} t_{2}} & =M_{\bar{t}_{2}}^{\bar{u} t_{1}} \tag{D17}
\end{align*}
$$

Here (D16) follows immediately from the expression for $a_{s}(29)$. As for (D17), this follows from two other identities:

$$
\begin{align*}
M_{0}^{\bar{u} u} M_{u}^{t_{1} t_{2}} & =M_{\bar{t}_{2}}^{\bar{u} t_{1}} M_{0}^{\overline{t_{2}} t_{2}}  \tag{D18}\\
M_{0}^{\bar{s} s} & =1 \tag{D19}
\end{align*}
$$

Here (D18) follows from comparing the coefficient of $B_{p}^{0}$ that appears in the two (identical) products $B_{p}^{\bar{u}}\left(B_{p}^{t_{1}} B_{p}^{t_{2}}\right)$ and $\left(B_{p}^{\bar{u}} B_{p}^{t_{1}}\right) B_{p}^{t_{2}}$. Eq. (D19) follows from (D15) combined with (17a-17d).

We are now ready to derive $B_{p}^{2}=B_{p}$. Proving this relation is equivalent to showing

$$
\begin{equation*}
\sum_{t_{1} t_{2}} M_{u}^{t_{1} t_{2}} a_{t_{1}} a_{t_{2}}=a_{u} \tag{D20}
\end{equation*}
$$

We will prove this in three steps. First we use (D17) and (D16) in succession to derive

$$
\begin{align*}
\sum_{t_{1} t_{2}} M_{u}^{t_{1} t_{2}} a_{t_{1}} a_{t_{2}} & =\sum_{t_{1} t_{2}} M_{\bar{t}_{2}}^{\bar{u} t_{1}} a_{t_{1}} a_{t_{2}} \\
& =\sum_{t_{1}} a_{t_{1}} a_{\bar{t}_{1}} a_{u} \cdot \sum_{s} d_{s}^{2} \tag{D21}
\end{align*}
$$

Next, we note that

$$
\begin{equation*}
\sum_{t_{1}} a_{t_{1}} a_{\bar{t}_{1}}=\left(\sum_{s} d_{s}^{2}\right)^{-1} \tag{D22}
\end{equation*}
$$

Combining (D21) and (D22), we derive (D20).
All that remains is to show (D15). To this end, we
consider

$$
\begin{aligned}
& \left\langle B_{p}^{t_{1}} B_{p}^{t_{2}}=\langle \right.
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{u}\langle ]_{0}^{10}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{u}\langle\underbrace{t_{2} \bar{t}_{2} \bar{t}_{1}}_{\bar{t}_{1} 0 \bar{u}}\left(F_{\bar{t}_{1}}^{t_{2} \bar{t}_{2} \bar{t}_{1}}\right)_{\bar{u} 0}^{-1} \frac{Y_{0}^{t_{1} \bar{t}_{1}} Y_{0}^{t_{2} \bar{t}_{2}}}{Y_{0}^{u \bar{u}}} \\
& =\sum_{u}\langle>| F_{\bar{t}_{1} 0 \bar{u}}^{t_{2} \bar{t}_{2} \bar{t}_{1}}\left(F_{\bar{t}_{1}}^{t_{2} \bar{t}_{2} \bar{t}_{1}}\right)_{\bar{u} 0}^{-1} \frac{Y_{0}^{t_{1} \bar{t}_{1}} Y_{0}^{t_{2} \bar{t}_{2}}}{Y_{0}^{u \bar{u}}} B_{p}^{u} \tag{D23}
\end{align*}
$$

Here, we have used $(14,16)$ to simplify (D23). Thus, we obtain (D15).

## Appendix E: Showing the ground state obeys the local rules

In this appendix, we show that any state $|\Phi\rangle$ such that $Q_{I}|\Phi\rangle=B_{p}|\Phi\rangle=|\Phi\rangle$ obeys a lattice version of the local rules (5). We also discuss some implications of this result.

The lattice local rules are as follows:

$$
\begin{align*}
& \Phi(a)=\Phi(a \tag{E1a}
\end{align*}
$$

$$
\begin{align*}
& \Phi\left(\sqrt{a} \quad \mathrm{~b}[)=\sum_{c} \frac{1}{Y_{c}^{a b}} \Phi\left(\underset{\sqrt{a} b}{\mathrm{c}^{\mathrm{a}} \mathrm{~b}}\right)\right.  \tag{E1c}\\
& \Phi(\underbrace{c}_{c} \tag{E1d}
\end{align*}
$$

Our strategy for deriving these rules is to use the fact
that $B_{p}|\Phi\rangle=|\Phi\rangle$ together with the following relations:

$$
\begin{align*}
& \text { a } \quad B_{p}=\left\langle B_{p}\right. \tag{E2a}
\end{align*}
$$

$$
\begin{align*}
& \left\langle\mathrm{a}_{\mathrm{a}}^{\mathrm{a}}\right\rangle \left\lvert\, B_{p}=\sum_{c} \frac{1}{Y_{c}^{a b}}\left\langle\underset{\mathrm{ab}}{\mathrm{c} \mathrm{~b}^{\mathrm{b}} \mid} B_{p}\right.\right.  \tag{E2c}\\
& \langle\underbrace{\mathrm{a}}_{c} \mathrm{~b}| B_{p}=Y_{c}^{a b}\left\langle{ }_{c}^{c} B_{p}\right. \tag{E2d}
\end{align*}
$$

Multiplying these equations by $|\Phi\rangle$, we can see that the wave function defined by $\Phi(X)=\langle X \mid \Phi\rangle$ satisfies the local rules (E1).

The relations (E2) can be shown using the expression for the matrix elements of $B_{p}^{s}$ in (31) together with the pentagon identity and (17). For example, to show (E2c), we expand out the left hand side as

$$
\begin{align*}
& =\sum_{s b^{\prime} c^{\prime} e^{\prime}} F_{e^{\prime} e b^{\prime}}^{a b s} F_{d e c^{\prime}}^{e^{\prime} \bar{s} c} F_{b b^{\prime} 0}^{b s \bar{s}}\left(F_{e}^{e s \bar{s}}\right)_{0 e^{\prime}}^{-1} \frac{d_{s}^{2}}{D Y_{b}^{b^{\prime} \bar{s}}}\langle\underbrace{\mathrm{e}^{\prime}}_{\mathrm{c}_{\mathrm{d}}} \begin{array}{c}
\mathrm{c}^{\prime} \\
\mathrm{c}^{\mathrm{b}} \\
\bar{s} \\
c^{c}
\end{array} \tag{E3}
\end{align*}
$$

and the right hand side as

$$
\begin{align*}
& \sum_{f} F_{d e f}^{a b c}\langle\underbrace{\mathrm{a}}_{\mathrm{da}} \mathrm{f} c| B_{p}=\sum_{f s b^{\prime} f^{\prime} a^{\prime}} F_{d e f}^{a b c} \\
& \cdot F_{d a f^{\prime}}^{a^{\prime} \bar{s} f}\left(F_{f^{\prime}}^{\bar{s} b c}\right)_{f b^{\prime}}^{-1}\left(F_{a}^{a s \bar{s}}\right)_{0 a^{\prime}}^{-1}\left(F_{b}^{s \bar{s} b}\right)_{b^{\prime} 0}^{-1} \frac{d_{s}^{2}}{D Y_{b}^{s b^{\prime}}}\langle\underbrace{a \mathrm{a}}_{\text {ad }} \underbrace{\mathrm{b}}_{\mathrm{b}} \mathrm{~b} \tag{E4}
\end{align*}
$$

where $D=\sum_{s_{l}} d_{s}^{2}$. Changing the dummy variables $b^{\prime} \rightarrow \bar{s}, f^{\prime} \rightarrow c^{\prime}, a^{\prime} \rightarrow e^{\prime}, s \rightarrow b^{\prime}$ in the second expression, and matching coefficients, we see that showing (E2b) is equivalent to showing

$$
\begin{align*}
& d_{s}^{2} F_{e^{\prime} e b^{\prime}}^{a b s}\left(F_{e}^{e s \bar{s}}\right)_{0 e^{\prime}}^{-1} F_{d e c^{\prime}}^{e^{\prime} \bar{s} c} F_{b b^{\prime} 0}^{b s \bar{s}} \\
& =d_{b^{\prime}}^{2}\left(F_{a}^{a b^{\prime} \bar{b}^{\prime}}\right)_{0 e^{\prime}}^{-1}\left(F_{b}^{b^{\prime} \bar{b}^{\prime} b}\right)_{\bar{s} 0}^{-1} \sum_{f} F_{d e f}^{a b c} F_{d a c^{\prime}}^{e^{\prime} \bar{b}^{\prime} f}\left(F_{c^{\prime}}^{\bar{b}^{\prime} b c}\right)_{f \bar{s}}^{-1} \tag{E5}
\end{align*}
$$

Next we use the following three variants of the pentagon identity:

$$
\begin{align*}
F_{a e^{\prime} e b^{\prime}}^{a b s}\left(F_{e}^{e s \bar{s}}\right)_{0 e^{\prime}}^{-1} & =\left(F_{b}^{b s \bar{s}}\right)_{0 b^{\prime}}^{-1}\left(F_{e}^{a b^{\prime} \bar{s}}\right)_{b e^{\prime}}^{-1} \\
\sum_{f} F_{d e f}^{a b c} F_{d a e^{\prime} \bar{b}^{\prime} f}^{e^{\prime}}\left(F_{c^{\prime}}^{\bar{b}^{\prime} b c}\right)_{f \bar{s}}^{-1} & =F_{e a \overline{e^{\prime} \bar{b}^{\prime} b} F_{d e c^{\prime}}^{e^{\prime} \overline{s c}}}  \tag{E6}\\
F_{b 0 \bar{s}^{\prime} \bar{b}^{\prime} b}^{b^{\prime}}\left(F_{e}^{a b^{\prime} \bar{s}}\right)_{b e^{\prime}}^{-1} & =F_{e a \bar{s}}^{e^{\prime} \bar{b}^{\prime} b}\left(F_{a}^{a b^{\prime} \bar{b}^{\prime}}\right)_{0 e^{\prime}}^{-1}
\end{align*}
$$

With these identities, (E5) reduces to proving

$$
\begin{equation*}
d_{s}^{2}\left(F_{b}^{b s \bar{s}}\right)_{0 b^{\prime}}^{-1} F_{b b^{\prime} 0}^{b s \bar{s}}=d_{b^{\prime}}^{2} F_{b 0 \bar{s}}^{b^{\prime} \bar{b}^{\prime} b}\left(F_{b}^{b^{\prime} \bar{b}^{\prime} b}\right)_{\bar{s} 0}^{-1} \tag{E7}
\end{equation*}
$$

To prove the above identity, we first prove the following auxiliary identities:

$$
\begin{align*}
\left(F_{b^{\prime}}^{b^{\prime} \bar{b}^{\prime} b^{\prime}}\right)_{00}^{-1} F_{b b^{\prime} 0}^{b s{ }_{5}} F_{0 \bar{s} b^{\prime}}^{\bar{b}^{\prime} b s} & =\left(F_{s}^{s \bar{s} s}\right)_{00}^{-1}\left(F_{b}^{b^{\prime} \bar{b}^{\prime} b}\right)_{\bar{s} 0}^{-1}  \tag{E8}\\
F_{b^{\prime} 00}^{b^{\prime} \bar{b}^{\prime} b^{\prime}}\left(F_{b}^{b s \bar{s}}\right)_{0 b^{\prime}}^{-1} & =F_{s 00}^{s \bar{s} s} F_{b 0 \bar{s}}^{b^{\prime} \bar{b}^{\prime} b} F_{0 \bar{s} b^{\prime}}^{\bar{b}^{\prime} b s} \tag{E9}
\end{align*}
$$

Once we prove these two auxiliary identities, we will be done since multiplying them together gives the desired identity, (E7).

To prove (E8), we substitute $l=0, d=b, f=e$ into Eq. (A7). This gives

$$
\begin{equation*}
F_{b 00}^{b \bar{b} b}=F_{e a 0}^{e \bar{e} b}\left(F_{a}^{a b \bar{b}}\right)_{0 e}^{-1} \tag{E10}
\end{equation*}
$$

We then make the following change of variables: $b \rightarrow \bar{s}$, $e \rightarrow b, a \rightarrow b^{\prime}$. The result is

$$
\begin{equation*}
F_{\bar{s} 00}^{\bar{s} s \bar{s}}=F_{b b^{\prime} 0}^{b s \bar{s}}\left(F_{b^{\prime}}^{b^{\prime} \bar{s} s}\right)_{0 b}^{-1} \tag{E11}
\end{equation*}
$$

Similarly, we substitute $f=0, b=\bar{a}, l=e$ into Eq. (A7). This gives

$$
\begin{equation*}
F_{d 0 e}^{\bar{a} a d}\left(F_{e}^{a \bar{a} e}\right)_{d 0}^{-1}=\left(F_{a}^{a \bar{a} a}\right)_{00}^{-1} \tag{E12}
\end{equation*}
$$

Making the change the variables $a \rightarrow b^{\prime}, e \rightarrow b, d \rightarrow \bar{s}$, we obtain

$$
\begin{equation*}
F_{\bar{s} 0 b}^{\bar{b}^{\prime} b^{\prime} \bar{s}}\left(F_{b}^{b^{\prime} \bar{b}^{\prime} b}\right)_{\bar{s} 0}^{-1}=\left(F_{b^{\prime}}^{b^{\prime} \bar{b}^{\prime} b^{\prime}}\right)_{00}^{-1} \tag{E13}
\end{equation*}
$$

Multiplying (E11) and (E13) gives

$$
\begin{equation*}
F_{\bar{s} 00}^{\bar{s} s \bar{s}} F_{\bar{s} 0 b}^{\bar{b}^{\prime} b^{\prime} \bar{s}}\left(F_{b}^{b^{\prime} \bar{b}^{\prime} b}\right)_{\bar{s} 0}^{-1}=F_{b b^{\prime} 0}^{b s \bar{s}}\left(F_{b^{\prime}}^{b^{\prime} s}\right)_{0 b}^{-1}\left(F_{b^{\prime}}^{b^{\prime} \bar{b}^{\prime} b^{\prime}}\right)_{00}^{-1} \tag{E14}
\end{equation*}
$$

To proceed further, we consider the version of the pentagon identity in Fig. 6, which relates the diagram at the top to the diagram in the bottom right:

$$
\begin{equation*}
\left(F_{k}^{b c d}\right)_{l h}^{-1} F_{e f k}^{a b l}=\sum_{g}\left(F_{e}^{f c d}\right)_{l g}^{-1} F_{g f h}^{a b c} F_{e g k}^{a h d} \tag{E15}
\end{equation*}
$$

We set $f=l=e=0, b=\bar{a}, d=\bar{c}, g=c, k=\bar{a}$. With these substitutions the pentagon identity reduces to

$$
\begin{equation*}
\left(F_{\bar{a}}^{\bar{a} c \bar{c}}\right)_{0 h}^{-1}=F_{c 0 h}^{a \bar{a} c} F_{0 c \bar{a}}^{a h \bar{c}} \tag{E16}
\end{equation*}
$$

Next we make the following change of variables: $a \rightarrow \bar{b}^{\prime}$, $c \rightarrow \bar{s}, h \rightarrow b$. This gives the identity

$$
\begin{equation*}
\left(F_{b^{\prime}}^{b^{\prime} \bar{s} s}\right)_{0 b}^{-1}=F_{\bar{s} 0 b}^{\bar{b}^{\prime} b^{\prime} \bar{s} s} F_{0 \bar{s} b^{\prime}}^{\bar{b}^{\prime} b s} \tag{E17}
\end{equation*}
$$

Substituting (E17) into (E14), we obtain

$$
\begin{equation*}
F_{\bar{s} 00}^{\bar{s} s \bar{s}}\left(F_{b}^{b^{\prime} \bar{b}^{\prime} b}\right)_{\bar{s} 0}^{-1}=F_{b b^{\prime} 0}^{b s \bar{s}}\left(F_{b^{\prime}}^{b^{\prime} \bar{b}^{\prime} b^{\prime}}\right)_{00}^{-1} F_{0 \bar{s} b^{\prime}}^{\bar{b}^{\prime} b s} \tag{E18}
\end{equation*}
$$

This is almost the desired identity (E8): all that is left is to show that

$$
\begin{equation*}
F_{\bar{s} 00}^{\bar{s} s \bar{s}}=\left(F_{s}^{s \bar{s} s}\right)_{00}^{-1} \tag{E19}
\end{equation*}
$$

Conveniently, this follows immediately from (E11), by setting $a=0, a^{\prime}=s$.

We now move on to prove the second identity (E9). The proof is very similar to that of (E8). The first step is to take (E10), and make the change of variables $a \rightarrow s$, $e \rightarrow b^{\prime}$. This gives

$$
\begin{equation*}
F_{s 00}^{s \bar{s} s}=F_{b^{\prime} b 0}^{b^{\prime} \bar{s} s}\left(F_{b}^{b s \bar{s}}\right)_{0 b^{\prime}}^{-1} \tag{E20}
\end{equation*}
$$

Next we take (E12) and make the change of variables $a \rightarrow \bar{b}^{\prime}, d \rightarrow b, e \rightarrow \bar{s}$. This gives:

$$
\begin{equation*}
F_{b 0 \bar{s}}^{b^{\prime} \bar{b}^{\prime} b}\left(F_{\bar{s}}^{\bar{b}^{\prime} b^{\prime} \bar{s}}\right)_{b 0}^{-1}=\left(F_{\bar{b}^{\prime}}^{\bar{b}^{\prime} b^{\prime} \bar{b}^{\prime}}\right)_{00}^{-1} \tag{E21}
\end{equation*}
$$

Multiplying (E20) and (E21) gives

$$
\begin{equation*}
F_{s 00}^{s \bar{s} s} F_{b 0 \bar{s}}^{b^{\prime} \bar{b}^{\prime} b}\left(F_{\bar{s}}^{\bar{b}^{\prime} b^{\prime} \bar{s}}\right)_{b 0}^{-1}=F_{b^{\prime} b 0}^{b^{\prime} \bar{s} s}\left(F_{b}^{b s \bar{s}}\right)_{0 b^{\prime}}^{-1}\left(F_{\bar{b}^{\prime}}^{\bar{b}^{\prime} b^{\prime} \bar{b}^{\prime}}\right)_{00}^{-1} \tag{E22}
\end{equation*}
$$

Next we take Eq. (A5) and set $f=l=e=0, b=\bar{a}$, $d=\bar{c}, g=c, k=\bar{a}$. The result is

$$
\begin{equation*}
F_{0 c \bar{a}}^{a h \bar{c}} F_{\bar{a} h 0}^{\bar{a} c \bar{c}}=\left(F_{c}^{a \bar{a} c}\right)_{h 0}^{-1} \tag{E23}
\end{equation*}
$$

We then make the change of variables, $a \rightarrow \bar{b}^{\prime}, c \rightarrow \bar{s}$, $h \rightarrow b$. This gives

$$
\begin{equation*}
F_{0 \bar{s} b^{\prime}}^{\bar{b}^{\prime} b s} F_{b^{\prime} b 0}^{b^{\prime} \bar{s} s}=\left(F_{\bar{s}}^{\bar{b}^{\prime} b^{\prime} \bar{s}}\right)_{b 0}^{-1} \tag{E24}
\end{equation*}
$$

Substituting (E24) into (E22), we obtain:

$$
\begin{equation*}
F_{s 00}^{s \bar{s} s} F_{b 0 \bar{s}}^{b^{\prime} \bar{b}^{\prime} b} F_{0 \bar{s} b^{\prime}}^{\bar{b}^{\prime} b s}=\left(F_{b}^{b s \bar{s}}\right)_{0 b^{\prime}}^{-1}\left(F_{\bar{b}^{\prime}}^{\bar{b}^{\prime} b^{\prime} \bar{b}^{\prime}}\right)_{00}^{-1} \tag{E25}
\end{equation*}
$$

Again, this is almost the desired identity (E9): to get there, we simply make the substitution $\left(F_{\bar{b}^{\prime}}^{\bar{b}^{\prime} b^{\prime} b^{\prime}}\right)_{00}^{-1}=$ $F_{b^{\prime} 00}^{b^{\prime} \bar{b}^{\prime} b^{\prime}}$ which follows from (E19). This completes our proof of Eq. (E2b). The other local rules, (E2c,E2d) can be shown in a similar manner, while Eq. (E2a) follows from (E2b) by setting $a=c=0$.

We now move on to discuss some of the implications of (E1). One implication is that the lattice local rules (E1) are self-consistent in a disk geometry. Indeed, there is always at least one state $|\Phi\rangle$ with $Q_{I}|\Phi\rangle=B_{p}|\Phi\rangle=|\Phi\rangle$ in such a geometry (see Sec. IIIB), which means there is always at least one solution to the lattice local rules.

Going a step further, this result suggests that the continuum local rules (5) are self-consistent, since any inconsistency in the continuum rules would presumably also show up on the lattice for a fine enough discretization. ${ }^{11}$ In fact, we believe that this line of reasoning can be used to prove that the conditions (16) are sufficient to ensure that the continuum local rules (5) are consistent in a disk geometry: the idea of the argument is to establish three

[^8]claims: (i) the conditions (16) are sufficient for constructing commuting projectors $Q_{I}, B_{p}$; (ii) there is always at least one state $|\Phi\rangle$ with $Q_{I}|\Phi\rangle=B_{p}|\Phi\rangle=|\Phi\rangle$ in a disk geometry; (iii) any state with $Q_{I}|\Phi\rangle=B_{p}|\Phi\rangle=|\Phi\rangle$ obeys the lattice local rules. In this paper we have sketched proofs of all three of these claims, but in some of the steps we have used the Hermiticity conditions (17) in addition to (16). That said, we believe that the proofs can be modified so that they do not use the Hermiticity conditions. Assuming this is correct, the above argument can be used to prove that the self-consistency conditions (16) are sufficient.

## Appendix F: General string-net models

In this appendix, we discuss how to extend our construction to the most general class of string-net models, in which the string types have fusion multiplicities.

The main new element in these general models is that the Hilbert space associated with the vertex $(a, b: c)$ is not one-dimensional, as we assumed in the main body, but rather has dimension $N_{c}^{a b}$, where $N_{c}^{a b}$ is a nonnegative integer. To describe this Hilbert space, we add an index $\sigma$ at each vertex of the string-net. At a vertex $(a, b ; c), \sigma$ ranges over the set $\sigma=1, \ldots N_{c}^{a b}$.

The non-negative integers $N_{c}^{a b}$ can be thought of as a generalization of the branching rules $\delta_{c}^{a b}$, and like $\delta_{c}^{a b}$, we require that $N_{c}^{a b}$ obeys the associativity condition:

$$
\begin{equation*}
\sum_{e} N_{e}^{a b} N_{d}^{e c}=\sum_{f} N_{f}^{b c} N_{d}^{a f} \tag{F1}
\end{equation*}
$$

We also require that the null-string obeys the same kind of branching rules as in the main text: $N_{a}^{a 0}=N_{a}^{0 a}=$ $N_{0}^{a \bar{a}}=1$.

The local rules for general string-net models are similar to the local rules (5) in the main body except for extra indices at each vertex:

$$
\begin{align*}
& \Phi(a)=\Phi(\stackrel{a}{\square}) \tag{F2a}
\end{align*}
$$

$$
\begin{align*}
& \Phi(\mathrm{a} \quad \mathrm{~b})=\sum_{c \sigma} \frac{1}{Y_{c}^{a b}} \Phi\left(\begin{array}{l}
\mathrm{a} \\
\mathrm{a} \int_{\sigma}^{\sigma} \mathrm{b} \\
\mathrm{c} \\
\mathrm{~b}
\end{array}\right)  \tag{F2d}\\
& \Phi\left(\underset{{ }_{c}^{a}}{\substack{c \\
\sigma \\
b}}\right)=\delta_{c, d} \delta_{\sigma, \tau} Y_{c}^{a b} \Phi(\mathrm{c}) . \tag{F2e}
\end{align*}
$$

For fixed string types $(a, b, c, d, e, f)$, the F-symbol becomes a complex tensor $F_{d e f, \mu \nu}^{a b c, \sigma \tau}$ of dimension $N_{e}^{a b} \times N_{d}^{e c} \times$ $N_{f}^{b c} \times N_{d}^{a f}$.

The self-consistency conditions (16), the Hermiticity conditions (17), and the Hamiltonian (26) can also be generalized straightforwardly; we will not write down the explicit formulas here as they are not particularly illuminating.
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[^0]:    ${ }^{1}$ Cyclical symmetry follows from associativity (3) together with the branching rules for the null string (defined below).

[^1]:    ${ }^{2}$ Note that $\left(F_{d}^{a b c}\right)_{e f}$ and $\left(\tilde{F}_{d}^{a b c}\right)_{e f}$ are square matrices due to the associativity constraint (3).

[^2]:    ${ }^{3}$ This is a natural normalization convention when we consider infinite-dimensional Hilbert space, e.g. the string-net Hilbert space on the whole two-dimensional plane.

[^3]:    ${ }^{4}$ While this argument is suggestive, strictly speaking it is incomplete since we only know that the continuum local rules are sufficient for relating string-net configurations to the vacuum configuration. To complete the proof, we would need to establish a similar result for the lattice local rules, which we will not undertake here.

[^4]:    ${ }^{5}$ Because of these factors of $d_{a}$, the $\Omega_{\alpha}, \bar{\Omega}_{\alpha}$ in this paper have a different normalization than in Ref. 14.
    ${ }^{6}$ While there is some ambiguity in defining the action of the string operator $W_{\alpha}(P)$ near the endpoints of $P$, this ambiguity is not important for our purposes since it does not affect on the quasiparticle statistics of the excitation created by $W_{\alpha}(P)$.

[^5]:    7 There are two ways to resolve an " $M$ " like diagram made up of alternating " $a$ " and " $\bar{a}$ " strings: one can either use a $[\tilde{F}]$ rule on an $a$ line, or an $[F]$ rule on an $\bar{a}$ line. This gives the second equality in Eq. (66).

[^6]:    ${ }^{8}$ Specifically, we can use a graphical consistency condition involving $[F]$ and $[\tilde{F}]$, that relates two different paths between the same two diagrams: one with coefficient $\left[\tilde{F}_{e b}^{0 d}\right]_{\bar{e} d}\left[F_{c d}^{a b}\right]_{e f}$, and one with coefficient $\left[F_{c 0}^{a \bar{e}}\right]_{e c}\left[\tilde{F}_{a b}^{c d}\right]_{\bar{e} f}$.
    ${ }^{9}$ Specifically, we first rotate the $(a, b ; e)$ vertex to obtain a $(b, \bar{e} ; \bar{a})$ vertex. Next, bend the $e$ edge at the (upward) $(e, c ; d)$ vertex downwards to obtain a (downward) $(\bar{e}, d ; c)$ vertex. Then rotate the (downward) $(a, f ; d)$ vertex twice, and bend the $d$ edge upwards, to give an (upward) ( $\bar{a}, d ; f$ ) vertex. After straightening out any vertical bends in the edges, we obtain exactly the diagram corresponding to the tetrahedron on the right.

[^7]:    10 Though we do not undertake to show that these conditions are also sufficient for a fully isotropic wave-function on the sphere, we expect that this is the case.

[^8]:    11 To make this argument solid, we would need to find a set of lattice moves that are sufficiently general that they can be used to connect any two string-net configurations that can be deformed into each other in the continuum. We would then have to show that $\Phi$ is invariant under these moves, as in Eq. (E1a).

