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Abstract

In contrast to the many theoretical studies on the transmission of human-mosquitoes malaria infec-
tion, few studies have considered a multiple structure model formulations including (i) the chronological
age of humans and mosquitoes population, (ii) the time since humans and mosquitoes are infected and
(iii) humans waning immunity (i.e., the progressive loss of protective antibodies after recovery). Such
structural variables are well documented to be fundamental for the transmission of human-mosquitoes
malaria infections. Here we formulate an age-structured model accounting for the three structural
variables. Using integrated semigroups theory, we first handle the well-posedness of the model pro-
posed. We also investigate the existence of model’s steady-states. A disease-free equilibrium always
exists while the existence of endemic equilibria is discussed. We derive the threshold R0 (the basic
reproduction number). The expression of the R0 obtained here particularly highlight the effect of
above structural variables on key important epidemiological traits of the human-vector association.
This includes, humans and mosquitoes transmission probability and survival rates. Next, we derive
a necessary and sufficient condition that implies the bifurcation of an endemic equilibrium. In some
configuration where the age-structure of the human population is neglected, we show that, depending
on the sign of some constant Cbif given by the parameters, a bifurcation occurs at R0 = 1 that is either
forward or backward. In the former case, it means that there exists a (unique) endemic equilibrium
if and only if R0 > 1. In the latter case, no endemic equilibrium exists for R0 � 1 small enough, a
unique exists if R0 > 1 while multiple endemic equilibria exist when 0� R0 < 1 close enough to 1.

Key words. Vector-borne diseases; Malaria; Basic reproduction number; Age-structured model; Bi-
furcation analysis.

1 Introduction

More than one century ago, Ross [49] introduced the first mathematical model for the transmission of
malaria. The latter model was refined later by MacDonald [39]. This vector-borne disease is still a wide
subject of study in epidemiology, see e.g. [4] and the references therein. Most mathematical models about
the transmission dynamic of malaria use ordinary differential equations [6, 7, 8, 15, 19, 22, 24, 36, 37, 46,
52, 55, 56, 60].

Besides the age dependence of the natural mortality rate of the human population, age also plays an
important role in the transmission dynamic of malaria. Indeed, while more than 400 000 deaths occurred
in 2019 due to malaria infections, about 67% were among the youngest population, i.e. less than 5 years
old [59]. Furthemore, it is becoming clear that the human infectious reservoir is also age-dependant, with
5 to 15 year-old children representing the most important source of infection to mosquitoes [10, 21]. It is
then crucial to take into account an age-structure in the host population as in [1, 23, 38].
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Another key factor is the time since a human host is infected. It is particularly relevant since the
production of gametocytes (sexual forms of malaria parasites) within a human host is strongly related
to the time since the host is infected [17]. Moreover, there is a clear relationship between gametocyte
density and the transmission probability per bite from human to mosquito [9].

Recent works [3, 51] emphasized the importance of mosquitoes senescence as part of the modelling pro-
cedure in mosquito populations (see also [35]). In the literature, considering chronological age-structured
mosquitoes was only taken into account in [48]. This consideration is important since mosquitoes live on
average 14 days [8, 48], while the extrinsic incubation period [44] is in average 11-12 days [8]. Hence a
mosquito that become infected at the end of its lifespan, will probably never infect any human. The prob-
ability of transmission from mosquitoes to humans should consequently depend both on the chronological
and infection ages of mosquitoes.

In the literature, age-structured models may incorporate additional structures such as body size, space
or more general phenotypic trait, see e.g. [16, 31, 50, 54, 58] and the references therein for a survey of
such models. However, epidemiological models including both infection and chronological age are not so
common in the literature (see [5, 14, 25, 27, 29, 32, 34, 47, 62] for an exhaustive list). In a context of
vector-borne infectious diseases, and more precisely focusing on malaria transmission, models with both
chronological and infection age structures have never been considered until now. The present model takes
into account these structures simultaneously in humans and mosquitoes populations. Moreover, we also
consider the time since an human recovered as another continuous variable to account for a potential
waning immunity (i.e., the progressive loss of protective antibodies after recovery).

In this paper, we first handle the well-posedness of the model. To this end, we use integrated semi-
groups theory, whose approach was introduced in [2, 11, 33, 43, 53]. We also refer to [40] and the references
therein for more details. Note that this framework was successfully used [5] in a context of a population
with double structure. However, in our case, the shape of the force of infection and more precisely the fact
that it has a singularity when the total population of humans is zero, makes the analysis much more deli-
cate. We use a classical fixed point argument in an appropriate L1 space combined with some estimates of
the populations. One could also proceed with the classical method, that is, use solutions integrated along
the characteristics and work with nonlinear Volterra equations. We refer to the monographs [26, 41, 57]
on this method.

We also investigate the existence of steady-states, that are time-independent solutions of the model.
A disease-free equilibrium clearly always exists while the existence of endemic equilibria is discussed. We
derive the threshold R0 (the basic reproduction number) and a necessary and sufficient condition that
implies the existence of an endemic equilibrium. While it is difficult to exploit in the general case, we
then focus on a particular case where the age-structure of the human population is neglected, and the
latter condition becomes explicit. We show that, depending on the sign of a constant Cbif given by the
parameters, a bifurcation occurs at R0 = 1 that is either forward or backward (see e.g. [7, 19, 30, 52]
for more details on such bifurcations). In the former case, it means that there exists a (unique) endemic
equilibrium if and only if R0 > 1. In the latter case, no endemic equilibrium exists for R0 � 1 small
enough, a unique exists if R0 > 1 while multiple endemic equilibria exist when 0� R0 < 1 close enough
to 1.

The integrated semigroups framework allows us to linearize the system around each equilibrium and
obtain linear C0-semigroups. Using spectral theory, we are able to prove the local stability of the disease-
free equilibrium under the condition R0 < 1, while it is unstable whenever R0 > 1 (see e.g. [20, 57] for
more results on this topic).

The paper is structured as follows: we first introduce the model and define the outputs and models
parameters. Next, we state and discuss main results that will be obtained in this work. These include the
existence and uniqueness of bounded solutions, the disease invasion process and the bifurcation –forward
and backward– of an endemic equilibrium in some special cases. Numerical simulations are provided to
illustrate above main results. Finally, details on the proof of the main results of this work complete the
paper.
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2 Description of the model

2.1 Model overview

At time t ≥ 0, the density of humans with age a ≥ 0, that are susceptible to the infection is denoted
by Sh(t, a). These individuals can become infected due to bites of infected mosquitoes with a rate
λm→h(t, a), called the force of infection of mosquitoes to humans with age a. Infected humans population
is additionally structured by the time since infection, so that Ih(t, a, τ) denotes the density at time t
of individuals of age a that have been infected for a duration τ ≥ 0. During their infection, humans
can either recover at a time since infection τ with rate γh(a, τ), or die from the infection with the rate
νh(a, τ). At time t, humans R(t, a, η) with age a, that have recovered from the infection for a duration
η, are temporarily immunized and lose their immunity at rate kh(a, η). Each human may also die due to
natural causes with an age-dependent rate µh(a). The flux of newborn humans is assumed constant to
Λh.

At time t, susceptible mosquitoes of age a, denoted by Sm(t, a), become infected by taking contami-
nated blood from infected humans at rate λh→m(t, a), called the force of infection of humans to mosquitoes
with age a. The mosquito population that have been infected for a duration τ , Im(t, a, τ), may die from
the infection at rate νm(a, τ). As for the human population, the age-dependent natural death of the
mosquitoes is µm(a) while the flux of newborn mosquitoes is assumed constant to Λm. The human-
mosquitoes infection life cycle is shown is Figure 1. The total number of humans and mosquitoes at time
t are respectively given by

Nh(t) =

∫ ∞
0

Sh(t, a)da+

∫ ∞
0

∫ ∞
0

Ih(t, a, τ)da dτ +

∫ ∞
0

∫ ∞
0

Rh(t, a, η)da dη,

and

Nm(t) =

∫ ∞
0

Sm(t, a)da+

∫ ∞
0

∫ ∞
0

Im(t, a, τ)da dτ.

The force of infection from mosquitoes to humans with age a is given by:

λm→h(t, a) =
Sh(t, a)

Nh(t)

∫ ∞
0

∫ ∞
0

θβm(s, τ)Im(t, s, τ)ds dτ. (1)

and describes the number of newly infected human with age a at time t. It consists of the probability that
human with age a encountered by a mosquito is susceptible Sh(t, a)/Nh(t) and the infection efficiency
of the mosquito population

∫∞
0

∫∞
0 θβm(s, τ)Im(t, s, τ)ds dτ . The latter efficiency takes into account (i)

θ the number of human bitten by mosquito by unit of time and (ii) βm(s, τ) the probability of disease
transmission from one bite of infected mosquito (with age a and which is infected since a time τ) to a
human. Similarly, the force of infection from human to mosquitoes with age a is given by:

λh→m(t, a) =
Sm(t, a)

Nh(t)

∫ ∞
0

∫ ∞
0

θβh(s, τ)Ih(t, s, τ)ds dτ, (2)

where βh(s, τ) is the probability of disease transmission from human with age s (and infected since a time
τ) to a mosquito for each bite.

2.2 The mathematical model

Based on the above notations, the model considered reads as:

(
∂
∂t + ∂

∂a

)
Sh(t, a) =

∫∞
0 kh(a, η)Rh(t, a, η)dη − µh(a)Sh(t, a)− λm→h(t, a)(

∂
∂t + ∂

∂a + ∂
∂τ

)
Ih(t, a, τ) = − (µh(a) + νh(a, τ) + γh(a, τ)) Ih(t, a, τ),(

∂
∂t + ∂

∂a + ∂
∂η

)
Rh(t, a, η) = −(µh(a) + kh(a, η))Rh(t, a, η),(

∂
∂t + ∂

∂a

)
Sm(t, a) = −µm(a)Sm(t, a)− λh→m(t, a),(

∂
∂t + ∂

∂a + ∂
∂τ

)
Im(t, a, τ) = −(µm(a) + νm(a, τ))Im(t, a, τ),

(3)
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Figure 1: Flow diagram illustrating the interactions between humans (subscript h) and
mosquitoes (subscript m). Newborns humans are recruited at a constant rate Λh. Natural death
rate of humans aged a is µh(a), and if infected since time τ , the disease induced mortality is νh(a, τ).

The force of infection from mosquitoes to humans at time t — Nm(t)
Nh(t)

∫∞
0

∫∞
0 θβm(s, τ) Im(t,s,τ)

Nm(t) ds dτ —
is defined as the product of the probability that mosquitoes aged s and infected since time τ remain
infectious Im(t, s, τ)/Nm(t), the number of mosquito bites per human per time θNm(t)/Nh(t) and the
probability of disease transmission from mosquitoes to humans βm(s, τ). Humans aged s and infected
since time τ recover from the disease at rate γh(s, τ), get temporary infection immunity which they lose
at rate kh(s, η) after a duration η of recovery. Newborns mosquitoes are generated at rate Λm. Natural
death rate of mosquitoes aged a is µm(a), and if infected since time τ , the disease induced mortality is

νm(a, τ). The force on infection from humans to mosquitoes at time t —
∫∞

0

∫∞
0 θβh(s, τ) Ih(t,s,τ)

Nh(t) ds dτ —
is defined as the product of the probability of disease transmission from human aged s and infected since
time τ to the mosquito βh(s, τ), mosquitoes biting rate θ and the probability that human is infectious
Ih(t, s, τ)/Nh(t).

for each (t, a, τ, η) ∈ (0,∞)4. System (3) is associated to the following boundary conditions:
Sh(t, 0) = Λh, Sm(t, 0) = Λm,

Ih(t, a, 0) = λm→h(t, a), Ih(t, 0, τ) = 0,

Rh(t, a, 0) =
∫∞

0 γh(a, τ)Ih(t, a, τ)dτ, Rh(t, 0, η) = 0,

Im(t, a, 0) = λh→m(t, a), Im(t, 0, τ) = 0

(4)

and the initial conditions (at t = 0):{
Sh(0, a) = Sh,0(a), Ih(0, a, τ) = Ih,0(a, τ), Rh(0, a, η) = Rh,0(a, η),
Sm(0, a) = Sm,0(a), Im(0, a, τ) = Im,0(a, τ),

(5)

for each (a, η, τ) ∈ R3
+. The summary of all notations used in the latter model can be found in Table 1.

3 Main results

In this section we will state the main results of this work. This include the existence and uniqueness of
bounded solutions, the disease invasion process and the bifurcation of an endemic equilibrium in some
special cases.

4



Category Description Unit

Notations
t Time Tu
a Chronological age Tu
τ Time since infection Tu
η Time since recovery for humans Tu

States variables
Sh(t, a), Sm(t, a) Susceptible humans and mosquitoes No unit

Ih(t, a, τ), Im(t, a, τ) Infected humans and mosquitoes No unit
Rh(t, a, η) Recovered humans No unit
Nh(t), Nm(t) Total humans and mosquitoes populations No unit
Parameters

Λh Humans recruitment rate Tu−1

Λm Mosquitoes recruitment rate Tu−1

µh(a) Humans death rate Tu−1

µm(a) Mosquitoes death rate Tu−1

νh(a, τ) Humans death rate induced by the infection Tu−1

νm(a, τ) Mosquitoes death rate induced by the infection Tu−1

γh(a, τ) Recovery rate of humans infections Tu−1

kh(a, η) Rate at which humans lose their immunity Tu−1

βh(a, τ) Disease transmission probability from humans to mosquitoes No unit
βm(a, τ) Disease transmission probability from mosquitoes to humans No unit

θ Biting rate of mosquitoes Tu−1

Tu=time unit; h=human; m=mosquitoes

Table 1: Main notations, state variables and parameters of the model.

3.1 Existence and uniqueness of bounded solutions

Here we handle the well-posedness of (3) with an integrated semigroups approach under the following
general assumption

Assumption 3.1 1. Recruitment rates Λh, Λm and biting rate θ are positive constants;

2. Mortality rates satisfy µh ∈ L∞+ (R+), νh ∈ L∞+ (R2
+), µm ∈ L∞+ (R+), νm ∈ L∞+ (R2

+) and are such
that there exists a constant µ0 > 0 so that µh(a) ≥ µ0 and µm(a) ≥ µ0 for each a ∈ R+;

3. Transmission rates satisfy βm ∈ L∞+ (R2
+), βh ∈ L∞+ (R2

+);

4. the rates γh and kh belong to L∞+ (R2
+);

5. The initial condition is such that Sh,0 ∈ L∞+ (R+), Ih,0 ∈ L∞+ (R2
+), Rh,0 ∈ L∞+ (R2

+), Sm,0 ∈ L∞+ (R+),
Im,0 ∈ L∞(R2

+), with
∫∞

0 Sh,0(a)da > 0 and
∫∞

0 Sm,0(a)da > 0.

To state our first main result, let us introduce the Banach space

X = L1(R+)× L1(R2
+)× L1(R2

+)× L1(R+)× L1(R2
+),

endowed with the product norm. Its positive cone is defined by

X+ = L1
+(R+)× L1

+(R2
+)× L1

+(R2
+)× L1

+(R+)× L1
+(R2

+).

We also consider the space

Xε = {(Sh, Ih, Rh, Sm, Im) ∈ X : ‖Sh‖L1 + ‖Ih‖L1 + ‖Rh‖L1 ≥ ε}.

The existence and uniqueness of bounded solutions of (3) reads as follows.
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Theorem 3.2 (existence, uniqueness and boundedness) Suppose that Assumption 3.1 holds. Let

ε ∈
(

0,
Λh

‖µh‖L∞ + ‖νh‖L∞ + ‖kh‖L∞ + ‖γh‖L∞

)
.

Then Problem (3) generates a globally defined strongly continuous semiflow {U(t)}t≥0 on X+ ∩ Xε. For
each u0 = (Sh,0, Ih,0, Rh,0, Sm,0, Im,0) ∈ X+ ∩ Xε, the total population of humans and mosquitoes at time
t satisfy the following inequalities:

Nh(t) ≤ Nh(0)e−µ0t +
Λh
µ0

(
1− e−µ0t

)
, (6)

Nh(t) ≥ Nh(0)e−(‖µh‖L∞+‖νh‖L∞ )t +
Λh

‖µh‖L∞ + ‖νh‖L∞

(
1− e−(‖µh‖L∞+‖νh‖L∞ )t

)
, (7)

Nm(t) ≤ Nm(0)e−µ0t +
Λm
µ0

(
1− e−µ0t

)
, (8)

Nm(t) ≥ Nm(0)e−(‖µm‖L∞+‖νm‖L∞ )t +
Λm

‖µh‖L∞ + ‖νm‖L∞

(
1− e−(‖µm‖L∞+‖νm‖L∞ )t

)
. (9)

Each population is bounded as follows:

lim sup
t→∞

‖Sh(t, ·)‖L1(R+) ≤
Λh
µ0
, lim sup

t→∞
‖Ih(t, ·, ·)‖L1(R2

+) ≤
Λh
µ0
, lim sup

t→∞
‖Rh(t, ·, ·)‖L1(R2

+) ≤
Λh
µ0
, (10)

lim sup
t→∞

‖Sm(t, ·)‖L1(R+) ≤
Λm
µ0

, lim sup
t→∞

‖Im(t, ·, ·)‖L1(R2
+) ≤

Λm
µ0

. (11)

Moreover, the following estimates hold:

lim inf
t→∞

Sh(t, a) ≥ Λh exp

(
−
∫ a

0

[
µh(s) +

Λmθ‖βm‖L∞(R2
+)(‖µh‖L∞ + ‖νh‖L∞)

Λhµ0

]
ds

)
, (12)

lim inf
t→∞

Sm(t, a) ≥ Λm exp

(
−
∫ a

0
[µm(s) + θ‖βh‖L∞ ] ds

)
, (13)

for each a ≥ 0. Finally, for each t ≥ 0 we have

U(t)u0 = (Sh(t, ·), Ih(t, ·, ·), Rh(t, ·, ·), Sm(t, ·), Im(t, ·, ·)),

where components satisfy the following Volterra integral formulation:

Sh(t, a) =



∫ a
0

(∫∞
0 kh(s, η)Rh(t+ s− a, s, η)dη

)
e
−
∫ a
s

(
µh(ξ)+

∫∞
0

∫∞
0 θβm(ζ,τ)Im(t+s−ξ,ζ,τ)dζdτ

Nh(t+s−ξ)

)
dξ

ds

+Λhe
−
∫ a
0

(
µh(s)+

∫∞
0

∫∞
0 θβm(ξ,τ)Im(t+s−a,ξ,τ)dξdτ

Nh(t+s−a)

)
ds

; t > a,∫ t
0

(∫∞
0 kh(a+ s− t, η)Rh(s, a+ s− t, η)dη

)
e
−
∫ t
s

(
µh(a+ξ−t)+

∫∞
0

∫∞
0 θβm(ζ,τ)Im(ξ,ζ,τ)dζdτ

Nh(ξ)

)
dξ

ds

+Sh,0(a− t)e
−
∫ a
a−t

(
µh(s)+

∫∞
0

∫∞
0 θβm(ξ,τ)Im(t+s−a,ξ,τ)dξdτ

Nh(t+s−a)

)
ds

; a ≥ t,

Sm(t, a) =


Λme

−
∫ a
0

(
µm(s)+

∫∞
0

∫∞
0 θβh(ξ,τ)Ih(t+s−a,ξ,τ)dξdτ

Nh(t+s−a)

)
ds
, t > a,

Sm,0(a− t)e
−
∫ a
a−t

(
µm(s)+

∫∞
0

∫∞
0 θβh(ξ,τ)Ih(t+s−a,ξ,τ)dξdτ

Nh(t+s−a)

)
ds

; a ≥ t,
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Ih(t, a, τ) =



(
Sh(t−τ,a−τ)
Nh(t−τ) e−

∫ τ
0 (µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))ds

)
×
(∫ ∞

0

∫ ∞
0

θβm(s, ξ)Im(t− τ, s, ξ)dsdξ
)

; t > τ ; a ≥ τ,

Ih,0(a− t, τ − t)e−
∫ τ
τ−t(µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))ds; a ≥ τ ≥ t,

Im(t, a, τ) =


(
Sm(t−τ,a−τ)
Nh(t−τ)

∫∞
0

∫∞
0 θβh(s, ξ)Ih(t− τ, s, ξ)ds dξ

)
×
(
e−
∫ τ
0 (µm(s+a−τ)+νm(s+a−τ,s))ds

)
; t > τ ; a ≥ τ,

Im,0(a− t, τ − t)e−
∫ τ
τ−t(µm(s+a−τ)+νm(s+a−τ,s))ds; a ≥ τ ≥ t,

Rh(t, a, η) =

{ (∫∞
0 γh(a− η, τ)Ih(t− η, a− η, τ)dτ

)
e−
∫ η
0 (µh(s+a−η)+kh(s+a−η,s))ds; t > η; a ≥ η,

Rh,0(a− t, η − t)e−
∫ η
η−t(µh(s+a−η)+kh(s+a−η,s))ds; a ≥ η ≥ t.

3.2 The disease invasion process

We see that there always exists a disease-free equilibrium denoted by

E0 =
(
S0
h, I

0
h = 0, R0

h = 0, S0
m, I

0
m = 0

)
where

S0
h(a) = Λhe

−
∫ a
0 µh(s)ds, S0

m(a) = Λme
−
∫ a
0 µm(s)ds ∀a ∈ R+.

Note that
πh(a) = e−

∫ a
0 µh(s)ds, πm(a) = e−

∫ a
0 µm(s)ds

are survival rates, from birth until age a, for humans and mosquitoes respectively, in absence of disease.
Therefore, S0

h(a) and S0
m(a) are average number of humans and mosquitoes aged a in a disease-free

environment.
The number of new infections in humans that one human causes through his/her infectious period is

given by R2
0, where R0 is the basic reproduction number characterized as the spectral radius based on

the next generation operator approach [13, 28]. However, we set the following technical assumption:

Assumption 3.3 we suppose that βh and βm are not identically zero on the set {(s+τ, τ) : (s, τ) ∈ R2
+}.

Note that biologically the age is always larger than the time since infection. Consequently, the latter
assumption only implies that infected humans and mosquitoes will be infectious at some point of the
infection.

We find that, under Assumptions 3.1 and 3.3, the basic reproduction number is given by

R2
0 =

Λm
∫∞

0 πm(s)ds

Λh
∫∞

0 πh(s)ds︸ ︷︷ ︸
mosquito/human ratio

× θ2

∫ ∞
0

∫ ∞
0
Km→h(ξ, τ)dξ dτ︸ ︷︷ ︸

transmission rate from mosquito to human

×
∫ ∞

0

∫ ∞
0
Kh→m(ξ, τ)dξ dτ︸ ︷︷ ︸

per bite transmission rate from human to mosquito

where

Kh→m(ξ, τ) =βh(τ + ξ, τ)e−
∫ τ
0 (νh(σ+ξ,σ)+γh(σ+ξ,σ))dσ πh(ξ + τ)∫∞

0 πh(s)ds
,

Km→h(ξ, τ) =βm(τ + ξ, τ)e−
∫ τ
0 νm(σ+ξ,σ)dσ πm(ξ + τ)∫∞

0 πm(s)ds
.

Here, Kh→m(ξ, τ) describes the infectiousness of a human with age ξ + τ and time since infection τ .
It quantifies the proportion of the bites by susceptible mosquitoes on infectious humans, with age ξ + τ
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and time since infection τ , that infect mosquitoes. More precisely, it is given by the product between
βh(τ + ξ, τ) the disease transmission probability, and

e−
∫ τ
0 (νh(σ+ξ,σ)+γh(σ+ξ,σ))dσ πh(ξ + τ)∫∞

0 πh(s)ds

that is the survival rate of an infected human with age ξ + τ and time since infection τ . Similarly,
Km→h(ξ, τ) is the infectiousness of a mosquito with age ξ+τ and time since infection τ , i.e., the proportion
of the bites by infectious mosquitoes, with age ξ + τ and time since infection τ , that infect susceptible
humans. Once multiplying Km→h(ξ, τ) by mosquitoes biting rate and integrating over all chronological
and infection ages ξ and τ it gives the vectorial capacity (or the the ability of the vector to transmit the
disease).

From above notations, we now state our disease invasion threshold criterion as follows

Theorem 3.4 (stability of E0) Under Assumptions 3.1 and 3.3 we have:

1. if R0 > 1, then E0 is unstable;

2. if R0 < 1, then E0 is locally asymptotically stable.

3.3 Existence and bifurcation of an endemic equilibrium

Let
E∗ = (S∗h(a), I∗h(a, τ), R∗h(a, η), S∗m(a), I∗m(a, τ)) > 0

be an endemic equilibrium of (3). Setting

N∗h =

∫ ∞
0

S∗h(a)da+

∫ ∞
0

∫ ∞
0

I∗h(a, τ)da dτ +

∫ ∞
0

∫ ∞
0

R∗h(a, η)da dη

and

s∗h =
S∗h
N∗h

, i∗h =
I∗h
N∗h

, r∗h =
R∗h
N∗h

we find that a necessary and sufficient condition for the existence of E∗ is given by

1 = R2
0

(
1 +

∫∞
0

∫ a
0

(∫ s
0 νh(s, τ)i∗h(s, τ)dτ

)
exp

(
−
∫ a
s µh(ξ)dξ

)
ds da

)2
×

(∫∞
0

∫∞
τ βm(a,τ) exp

(
−
∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds+(τ−a)

∫∞
0

∫∞
ξ θβh(s,ξ)i∗h(s,ξ)ds dξ

)
da dτ∫∞

0

∫∞
τ βm(a,τ) exp(−

∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds)

)
−
(∫∞

0

∫∞
τ θβm(a, τ)e−

∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds+(τ−a)

∫∞
0

∫∞
ξ θβh(s,ξ)i∗h(s,ξ)ds dξda dτ

)
×Λm

(
1+
∫∞
0

∫ a
0 (
∫ s
0 νh(s,τ)i∗h(s,τ)dτ) exp(−

∫ a
s µh(ξ)dξ)ds da

Λh
∫∞
0 exp(−

∫ a
0 µh(s)ds)da

)
×
∫∞

0

∫∞
τ θβh(a, τ) exp

(
−
∫ τ

0 (µh(s+ a− τ) + νh(s+ a− τ, s) + γh(s+ a− τ, s))ds
)

×
[∫ a−τ

0 i∗h(a− τ, s)ds+
∫ a−τ

0

(∫ s
0 νh(s, τ)i∗h(s, τ)dτ

)
e−
∫ a−τ
s µh(ξ)dξds

+
∫ a−τ

0

(∫∞
0 γh(a− τ − η, τ)i∗h(a− τ − η, τ)dτ

)
e−
∫ η
0 (µh(s+a−τ−η)+kh(s+a−τ−η,s))ds

]
da dτ.

The above condition has only i∗h as unknown, but is though difficult to exploit, particularly because i∗h
depends both on a and τ . To go further, we additionally assume that:

Assumption 3.5 µh, νh, γh, kh and βh do not depend on humans age, i.e., µh(a) ≡ µh, νh(a, τ) ≡ νh(τ),
γh(a, τ) ≡ γh(τ), kh(a, η) = kh(η) and βh(a, τ) ≡ βh(τ).
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First, let us note that under Assumption 3.5, the previous necessary and sufficient condition for the
existence of E∗ simplified. Indeed, we find that an endemic equilibrium of (3) exists if and only if there
exists K > 0 such that

f(R2
0,K) = 1

with f defined by

f(R,K) = R

(
1 +

K
∫∞

0 νh(τ)πh(τ)e−
∫ τ
0 (νh(s)+γh(s))dsdτ

µh

)
(14)(∫ ∞

0

∫ ∞
τ

βm(a, τ)πm(a)e−
∫ τ
0 νm(s+a−τ,s)dse−(a−τ)K

∫∞
0 θβh(s)πh(s)e−

∫ s
0 (νh(ξ)+γh(ξ))dξdsda dτ

)

×

1−K
∫∞

0 πh(τ)e−
∫ τ
0 (νh(s)+γh(s))ds

(
1 + γh(τ)

∫∞
0 πh(η)e−

∫ η
0 kh(s)dsdη

)
dτ∫∞

0

∫∞
τ βm(a, τ)πm(a)e−

∫ τ
0 νm(s+a−τ,s)dsda dτ

 .
Next, let us also introduce the following bifurcation constant

Cbif =

∫∞
0 βh(τ)πh(τ)e−

∫ τ
0 (νh(s)+γh(s))dsdτ∫∞

0

∫∞
τ βm(a, τ)πm(a)e−

∫ τ
0 νm(s+a−τ,s)dsda dτ

∫ ∞
0

∫ ∞
τ

θβm(a, τ)(τ − a)πm(a)e−
∫ τ
0 νm(s+a−τ,s)dsda dτ

−
∫ ∞

0
γh(τ)e−

∫ τ
0 (µh+kh(s))dsdτ +

∫ ∞
0

e−
∫ τ
0 πh(τ)(νh(s)+γh(s))ds

(
νh(τ)

µh
− 1

)
dτ. (15)

We then have the following existence and bifurcation result of endemic equilibrium

Theorem 3.6 (Bifurcations) Let Assumptions 3.1 and 3.5 be satisfied. It comes:

1. if Cbif > 0, then there is a backward bifurcation at R0 = 1, i.e. for R0 < 1 close enough to 1, there
exists two endemic equilibria;

2. if Cbif < 0, then there is a forward bifurcation at R0 = 1, i.e. for R0 > 1 close enough to 1,
there exists a unique endemic equilibrium and for R0 < 1 close enough to 1, there is no endemic
equilibrium;

3. if R0 > 1 then there exists at least one endemic equilibrium of (3). Moreover, if Cbif > 0, then
whenever R0 = 1, there is also an endemic equilibrium;

4. suppose that the following condition holds:∫ ∞
0

πh(τ) exp

(
−
∫ τ

0
(νh(s) + γh(s))ds

)(
νh(τ)

µh
− 1

)
dτ ≤ 0 (16)

then there exists an endemic equilibrium if and only if R0 > 1, and in that case the equilibrium is
unique.

Note that when the condition (16) is satisfied, we systematically have Cbif < 0. For example, the
condition (16) holds if the humans death rate induced by the infection is small enough, i.e. supτ νh(τ) ≤
µh.

Details on the proof of our main results are given after some numerical simulations to qualitatively
illustrate such results.
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4 Numerical simulations

In this section we show some numerical simulations, by using finite volume numerical schemes (imple-
mented with the Julia Programming Language) to illustrate bifurcation results of the endemic equilibrium
of Model (3) under Assumptions 3.1-3.5. We randomly set the parameters, with the only purpose to il-
lustrate the bifurcations results. Note that the parametrisation of the model, with existing data on the
rates will be addressed in a further work. First we fix the following parameters:

Λh = 8.4× 105, µm(a) = 20, νh(a) = 0.1, νm(a, τ) = 25, θ = 3.65× 104,

for each (a, τ) ∈ R2
+,

γh(τ) =

{
0 if τ ∈ [0, 0.1],

50 else
, kh(η) =

{
0 if η ∈ [0, 0.1],

40 else
βh(τ) =

0.1√
2π
e−

1
2( τ−0.3

0.1 )
2

and

βm(a, τ) =

{
0 if a ≤ τ,
0.05√

2π
e−

1
2( τ−0.2

0.2 )
2

e−(a−τ) else.

Now, we may observe that the bifurcation constant Cbif defined by (15), depends on µh but not on Λm.
We thus consider two cases:

1. µh = 0.022 which leads to Cbif ≈ −1.34 < 0 and a forward bifurcation occurs at R0 = 1 according
to Theorem 3.6 (2);

2. µh = 0.002 which leads to Cbif ≈ 4 > 0 and a backward bifurcation occurs at R0 = 1 according to
Theorem 3.6 (1).

Moreover, the threshold R0 := R2
0 can be written as a linear function of Λm, which will be considered

as bifurcation parameter. Then, injecting it into the necessary and sufficient condition f(R0,K) = 1
(ensuring the existence of an endemic equilibrium) allows us to draw the bifurcation figures (see Figure
2). We remind here that K > 0 necessary implies, by definition, that I∗m 6≡ 0.

Figure 2: Forward bifurcation when µh = 0.022 (left) and backward bifurcation when µh = 0.002 (right).

4.1 Forward bifurcation

Let us fix µh = 0.022. As mentioned above, a forward bifurcation occurs at R0 = 1, which means that
whenever R0 < 1, then the disease-free equilibrium E0 is locally asymptotically stable by Theorem 3.4
and no endemic equilibrium exists. Asymptotically, the disease will go extinct (see Figure 3 left, where
Λm = 7× 106 and R0 ≈ 1.16). However, if R0 > 1, then E0 is unstable by Theorem 3.4 and an endemic
equilibrium exists by Theorem 3.6. The disease will asymptotically persist and under Assumption 3.5 the
solution of (3) will converge to the endemic equilibrium E∗ (see Figure 3 right, where Λm = 5× 106 and
R0 ≈ 0.83). Note that in Figure 3 (as well as Figure 4), both axes are in log10 scale with time in x-axis
and the total population of infected in y-axis for both humans and mosquitoes.
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Figure 3: Case of forward bifurcation: either convergence to the endemic equilibrium when R0 > 1 (left)
or to the disease-free equilibrium when R0 < 1 (right).

4.2 Backward bifurcation

Here we fix µh = 0.002, where a backward bifurcation occurs at R0 = 1. It implies that whenever R0 > 1,
the disease-free equilibrium is unstable and there exists a unique endemic equilibrium. Asymptotically,
the solutions converge to this endemic equilibrium (see Figure 4 top left, where Λm = 7.4 × 107 and
R0 ≈ 1.12). However, contrary to the forward bifurcation, there exists a threshold R∗0 < 1 (numerically
R∗0 ≈ 0.29) such that: if R0 < R∗0, then there is no endemic equilibrium and under Assumption 3.5, the
solutions of (3) converge to the disease-free equilibrium E0 (see Figure 4 top right, where Λm = 107 and
R0 ≈ 0.15).

When R∗0 < R0 < 1, then there exist at least two endemic equilibria with the corresponding two values
of K. We set Λm = 2.5 × 107, so that R0 ≈ 0.38 ∈ [R∗0, 1]. Considering two sets of initial conditions
for (Ih,0, Im,0) and under Assumption 3.5, the solutions of (3) will either converge to one of the endemic
equilibria (see Figure 4 bottom left), or to the disease-free equilibrium E0 (see Figure 4 bottom right).

5 Proof of Theorem 3.2: existence and uniqueness of bounded solu-
tions

In this section, under Assumption 3.1, we handle the well-posedness of (3) with an integrated semigroups
approach.

5.1 Integrated semigroup formulation

We introduce the space
X1 = R× L1(R+),

and the linear operators Ah,1 : D(Ah,1) ⊂ X1 → X1 and Am,1 : D(Am,1) ⊂ X1 → X1 be defined by

Ah,1

(
0R
φ

)
=

(
−φ(0)
−φ′ − µhφ

)
, Am,1

(
0R
φ

)
=

(
−φ(0)

−φ′ − µmφ

)
,

where the domain D(Ah,1), D(Am,1) of operators Ah,1, Am,1 are D(Ah,1) = D(Am,1) = {0R}×W 1,1(R+).
By Assumption 3.1 on mortality rates, we find that if λ ∈ C is such that <(λ) ≥ −µ0, then λ ∈

ρ(Ah,1)∩ ρ(Am,1) (with ρ(A) the resolvent of any operator A), and we have the following explicit formula
for the resolvent of Ak,1 (with k ∈ {h,m}):

(λI −Ak,1)−1

(
c
ψ

)
=

(
0
φ

)
⇐⇒ φ(a) = ce−

∫ a
0 (µk(s)+λ)ds +

∫ a

0
ψ(s)e−

∫ a
s (µk(ξ)+λ)dξds, (17)

for (c, ψ)T ∈ X. Now, we introduce the space

X2 = L1(R+)× L1(R2
+),

11



Figure 4: Case of backward bifurcation: either convergence to the endemic equilibrium when R0 > 1 (top
left) or to the disease-free equilibrium when R0 < R∗0 < 1 (top right). In the case R∗0 < R0 < 1 and
considering two different initial conditions: either convergence to an endemic equilibrium (bottom left)
or to the disease-free equilibrium (bottom right).

and the subspaces Yτ , Yη ⊂ L1(R2
+) by

Yk =

{
ϕ ∈ L1(R2

+) :
∂ϕ

∂a
∈ L1(R+),

∂ϕ

∂k
∈ L1(R+)

}
,

for k ∈ {τ, η}. Note that if we define the norms ‖ · ‖k on Yk by

‖ϕ‖k = ‖ϕ‖L1(R2
+) + ‖∂aϕ‖L1(R2

+) + ‖∂kϕ‖L1(R2
+); ∀ϕ ∈ Yk,

then (Yk, ‖ · ‖k) becomes a Banach space. Denoting by C1
c (R2

+) the set of all compactly supported C1-
function in R2

+, we see that C1
c (R2

+) ⊂ Yk for each k ∈ {τ, η}. Since C1
c (R2

+) is dense in L1(R2
+), then Yτ

and Yη are also dense in L1(R2
+). Moreover, for each ϕ ∈ C1

c (R2
+) ∩ Yk, we have

‖ϕ(0, ·)‖L1(R+) ≤ ‖∂aϕ‖L1(R2
+), and ‖ϕ(·, 0)‖L1(R+) ≤ ‖∂kϕ‖L1(R2

+),

for k ∈ {τ, η}. With these estimates, the following trace lemma holds true.

Lemma 5.1 There exists a unique linear operator Πi,k ∈ L(Yk, L
1(R+)) for each i = 1, 2 and k ∈ {τ, η}

such that for all ϕk ∈ C1
c (R2

+) ∩ Yk :

Π1,kϕk = ϕk(0, ·), Π2,kϕk = ϕk(·, 0).

We can now define the linear operators Ah,2 : D(Ah,2) ⊂ X2 → X2, Ah,3 : D(Ah,3) ⊂ X2 → X2 and
Am,2 : D(Am,2) ⊂ X2 → X2 by

Ah,2

(
0L1(R+)

φ

)
=

(
−Π2,τφ

−∂aφ− ∂τφ− (µh + νh + γh)φ

)
, Ah,3

(
0L1(R+)

φ

)
=

(
−Π2,ηφ

−∂aφ− ∂ηφ− (µh + kh)φ

)
,
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and

Am,2

(
0L1(R+)

φ

)
=

(
−Π2,τφ

−∂aφ− ∂τφ− (µm + νm)φ

)
,

where D(Ah,2) = D(Am,2) = {0L1(R+)} × (Yτ ∩ ker(Π1,τ )) and D(Ah,3) = {0L1(R+)} × (Yη ∩ ker(Π1,η)).
We find that for λ ∈ C such that <(λ) ≥ −µ0, we have λ ∈ ρ(Ah,2) ∩ ρ(Ah,3) ∩ ρ(Am,2), and for each

(ψ1, ψ2)T ∈ X2 we have the following explicit formula for the resolvent:
(λI −Ah,2)−1

(
ψ1

ψ2

)
=

(
0L1(R+)

φ1

)
, (λI −Ah,3)−1

(
ψ1

ψ2

)
=

(
0L1(R+)

φ2

)
,

(λI −Am,2)−1

(
ψ1

ψ2

)
=

(
0L1(R+)

φ3

) (18)

if and only if

φ1(a, τ) = 1[0,a](τ)

[
ψ1(a− τ) exp

(
−
∫ τ

0
(µh(a+ s− τ) + νh(a+ s− τ, s) + γh(a+ s− τ, s))ds

)
+

∫ τ

0
ψ2(a+ s− τ, s) exp

(
−
∫ τ

s
(µh(a+ ξ − τ, ξ) + νh(a+ ξ − τ, ξ) + γh(a+ ξ − τ, ξ))dξ

)
ds

]
,

φ2(a, η) = 1[0,a](η)

[
]ψ1(a− η) exp

(
−
∫ η

0
(µh(a+ s− η) + kh(a+ s− η, s))ds

)
+

∫ η

0
ψ2(a+ s− η, s) exp

(
−
∫ η

s
(µh(a+ ξ − η, ξ) + kh(a+ ξ − η, ξ))dξ

)
ds

]
,

and

φ3(a, τ) = 1[0,a](τ)

[
ψ1(a− τ) exp

(
−
∫ τ

0
(µm(a+ s− τ) + νm(a+ s− τ, s))ds

)
+

∫ τ

0
ψ2(a+ s− τ, s) exp

(
−
∫ τ

s
(µm(a+ ξ − τ, ξ) + νm(a+ ξ − τ, ξ))dξ

)
ds

]
.

We now consider the Banach space

X = X1 ×X2 ×X2 ×X1 ×X2

and its positive cone
X+ = X1,+ ×X2,+ ×X2,+ ×X1,+ ×X2,+

endowed with the usual product norm and define the linear operator A : D(A) ⊂ X → X by:

D(A) = D(Ah,1)×D(Ah,2)×D(Ah,3)×D(Am,1)×D(Am,2), A = diag(Ah,1, Ah,2, Ah,3, Am,1, Am,2).

We set X0 = D(A), the closure of D(A), which is given by

X0 =
(
{0R} × L1(R+)

)
×
(
{0L1(R+)} × L1(R2

+)
)2 × ({0R} × L1(R+)

)
×
(
{0L1(R+)} × L1(R2

+)
)
,

so that D(A) is not dense in X, and we define its positive cone X0,+ = X0 ∩X+. Importantly, note that
the nonlinear part of (3) is not well defined on X0 due to the term Nh(t) and consequently is not locally
Lipschitz continuous. To fix this, we set

u(t) = (0R, Sh(t, ·), 0L1 , Ih(t, ·, ·), 0L1 , Rh(t, ·, ·), 0R, Sm(t, ·), 0L1 , Im(t, ·, ·))T , (19)

and we define the space
Xε = {u(t) ∈ X0 : T (u(t)) ≥ ε} ⊂ X0,
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where T : X → X is the operator defined by

T (u(t)) = ‖Sh(t, ·)‖L1(R+) + ‖Ih(t, ·, ·)‖L1(R2
+) + ‖Rh(t, ·, ·)‖L1(R2

+),

for each u(t) ∈ X defined by (19). Note that Xε=0 corresponds to the space X0 = D(A). We can now
define the nonlinear operator Fε : Xε → X by

Fε(u(t)) =



Λh

−Sh(t,·)
Nh(t)

∫∞
0

∫∞
0 θβm(s, τ)Im(t, s, τ)ds dτ +

∫∞
0 kh(·, η)Rh(t, ·, η)dη

Sh(t,·)
Nh(t)

∫∞
0

∫∞
0 θβm(s, τ)Im(t, s, τ)ds dτ

0∫∞
0 γh(·, τ)Ih(t, ·, τ)dτ

0
Λm

−Sm(t,·)
Nh(t)

∫∞
0

∫∞
0 θβh(s, τ)Ih(t, s, τ)ds dτ

Sm(t,·)
Nh(t)

∫∞
0

∫∞
0 θβh(s, τ)Ih(t, s, τ)ds dτ

0



,

that is well defined for each ε > 0. Then (3) rewrites as the following non-densely defined abstract Cauchy
problem:

du

dt
(t) = Au(t) + Fε(u(t)), t > 0, u(0) = û0 ∈ X0,+, (20)

where
û0 = (0, Sh,0, 0, Ih,0, 0, Rh,0, 0, Sm,0, 0, Im,0)T , (21)

for ε > 0.

5.2 Well-posedness

Using the above semigroup formulation, we now give the proof of Theorem 3.2. The proof is split into
several steps.

Step 1: we start by proving the existence of positive solutions on some interval [0, τ). From (17)-(18),
we see that (A,D(A)) is a closed linear operator such that (−µ0,∞) ⊂ ρ(A) with D(A) = X0. Moreover,
using the explicit formula (17)-(18) of the resolvent, we obtain

‖(λI −Ak,1)−1‖X1 ≤
1

(λ+ µ0)
, ‖(λI −Ak,2)−1‖X2 ≤

1

(λ+ µ0)
, ‖(λI −Ah,3)−1‖X2 ≤

1

(λ+ µ0)

for each k ∈ {h,m}. It then follows that A is a Hille-Yosida operator and generates a locally Lipschitz
continuous integrated semigroup, denoted by {SA(t)}t≥0 ⊂ L(X). We also clearly see that A is resolvent
positive, i.e. SA(t)X+ ⊂ X+, whence the semigroup {SA(t)}t≥0 is positive. The rest of the proof consists
on a fixed point argument. First, let u0 = (Sh,0, Ih,0, Rh,0, Sm,0, Im,0) ∈ X+∩Xε, m = 2‖u0‖X and ε = ε/2.
Then consider the constant ω ≥ 0 defined by

ω =
mθ

ε
max{‖βh‖L∞ , ‖βm‖L∞}.

It follows that the linear operator Aω defined by Aω = A−ωI is also a Hill-Yosida operator and generates
a locally Lipschitz continuous integrated semigroup, denoted by {SAω(t)}t≥0 ⊂ L(X) which is positive.
Now define the set

Bm = {u ∈ X : ‖u‖X ≤ m}.
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We can readily check that Fε ∈ C∞(Xε, X) and there exists k > 0 such that for every (u, u1, u2) ∈
(Xε ∩X+ ∩Bm)3, we have the following Lipschitz and positivity properties

‖Fε(u1)− Fε(u2)‖X ≤ k‖u1 − u2‖X , Fω(u) := Fε(u) + ωu ∈ X+.

Now, let the constant

τ = min

{
1

2(k + ω)
,

ln(2)

‖µh‖L∞ + ‖νh‖L∞ + ‖kh‖L∞ + ‖γh‖L∞ + ω

}
> 0,

and define {T(Aω)0(t)}t≥0 the C0-semigroup generated by the linear operator (Aω)0 : D(A0) ⊂ X → X,

that is the part of Aω in X0. It follows that ‖T(Aω)0(t)u‖X ≤ ‖u‖Xe−(µ0+λm→h)t for each t ≥ 0 and u ∈ X.
Let the space

Z := C0([0, τ ], Xε ∩X+ ∩Bm),

be equipped with the metric

d(u1, u2) = max
t∈[0,τ ]

(|u1(t)− u2(t)|) , ∀(u1, u2) ∈ Z2.

Let G : Z → C0 ([0, τ ], X)) be the operator defined by

G(u)(t) = T(Aω)0(t)û0 +
d

dt
(SAω ∗ Fω(u)) (t),

with û0 ∈ Xε defined by (21) and where ∗ denotes the convolution product, i.e.

(SAω ∗ Fω(u))(t) =

∫ t

0
SAω(t− s)Fω(u(s))ds.

Since Fω(u) ∈ L1((0, τ), X), it follows by the Kellermann-Hieber theorem [33] (see also [40, Theorem 3.2,
p. 133]) that the map t 7−→ (SAω ∗ Fω(u))(t) is continuously differentiable and satisfies:∥∥∥∥ d

dt
(SAω ∗ Fω(u))(t)

∥∥∥∥
X

≤
∫ t

0
e−(µ0+ω)(t−s)‖Fω(u)(s)‖Xds ≤ τ(k + ω) max

s∈[0,τ ]
‖u(s)‖X ≤ τm(k + ω),

for each t ∈ [0, τ ]. The fact that {T(Aω)0(t)}t≥0 is a C0-semigroup induces that G(Z) ⊂ C([0, τ ], X) and
G is well-defined. Moveover, by definitions of m and τ we deduce that G(Z) ⊂ C([0, τ ], Bm). Now, using
the following approximation formula [40, Proposition 3.4.8, p. 122]

d

dt
(SAω ∗ Fω(u))(t) = lim

λ→∞

∫ t

0
T(Aω)0(t− s)λ(λI −Aω)−1Fω(u(s))ds (22)

and the positivity properties of Fω and {SAω(t)}t≥0, we deduce that G(Z) ⊂ C([0, τ ], X+ ∩Bm). We now
prove that G(u)(t) ∈ Xε for each u ∈ Z and t ∈ [0, τ ]. Letting the constant

Ch = ‖µh‖L∞ + ‖νh‖L∞ + ‖kh‖L∞ + ‖γh‖L∞ + ω.

we see that

T(Aω)0(t)û0(a, τ) ≥



0
1[t,∞)(a)Sh,0(a− t)e−tCh

0
1[t,∞)(τ)1[0,a](τ)Ih,0(a− t, τ − t)e−tCh

0
1[t,∞)(τ)1[0,a](τ)Rh,0(a− t, τ − t)e−tCh

0
0
0
0


.
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By definition of G, we can compute ‖T (G(u)(t)) as follows:

T (G(u(t)) ≥
(∫ ∞

t
Sh,0(a− t)da+

∫ ∞
t

∫ ∞
τ

(Ih,0(a− t, τ − t) +Rh,0(a− t, τ − t))dadτ

)
e−tCh

≥
(
‖Sh,0‖L1(R+) + ‖Ih,0‖L1(R2

+) + ‖Rh,0‖L1(R2
+)

)
e−tCh

≥εe−τCh ,

for each t ∈ [0, τ ], since u0 ∈ Xε. By definition of τ , it comes that for each t ∈ [0, τ ] and u ∈ Z we have

T (G(u(t))) ≥ ε.

Consequently we have proved that G(u)(t) ∈ Xε for each t ∈ [0, τ ], whence G(Z) ⊂ Z and G preserves
the space Z. For each (u1, u2) ∈ Z2, the following computations:

‖G(u1)−G(u2)‖Z = max
t∈[0,τ ]

‖G(u1(t))−G(u2(t))‖X

= max
t∈[0,τ ]

∥∥∥∥ d

dt
(SAω ∗ (Fω(u1)− Fω(u2))) (t)

∥∥∥∥
X

≤ τ(k + ω) max
t∈[0,τ ]

‖u1(t)− u2(t)‖X

≤ τ(k + ω)‖u1 − u2‖Z

≤ 1

2
‖u1 − u2‖Z ,

induce that G is a 1/2-shrinking operator. The Banach-Picard theorem then implies the existence and
uniqueness of a mild solution u ∈ C([0, τ), Xε ∩X+) for the Cauchy problem (20). We remind that a mild
solution of (3) or (20) is a continuous function u ∈ C([0, τ), X0) such that∫ t

0
u(s)ds ∈ D(A), ∀t ≥ 0 and u(t) = û0 +A

∫ t

0
u(s)ds+

∫ s

0
Fε(u(s))ds, ∀t ≥ 0.

This solution is defined by (19) and satisfies the Volterra integral formulation as stated in Theorem 3.2.
Step 2: we prove Theorem 3.2 for initial conditions in D(A). Let û0 ∈ D(A). The mild solution u is

thus clearly continuously differentiable and becomes classical: i.e. u ∈ C1([0, τ), Xε ∩X+) and is solution
to the PDE problem (3)-(4)-(5). After integration, we notice that the following inequality holds true

N ′h(t) = Λh −
∫ ∞

0
µh(a) (Sh(t, a) +Rh(t, a)) da−

∫ ∞
0

∫ ∞
0

(µh(a) + νh(a, τ)) Ih(t, a, τ)da dτ. (23)

By the positivity of solutions, it follows that

N ′h(t) ≤ Λh − µ0Nh(t), N ′h(t) ≥ Λh − (‖µh‖L∞ + ‖νh‖L∞)Nh(t)

and inequalities (6)-(7) comes from the use of Gronwall inequality. It also follows that

T (u(t)) = Nh(t) ≥ T (û0)e−(‖µh‖L∞+‖νh‖L∞ )t +

(
Λh

‖µh‖L∞ + ‖νh‖L∞

)(
1− e−(‖µh‖L∞+‖νh‖L∞ )t

)
for each t ∈ [0, τ). By assumption on ε, we know that

ε ≤ Λh
‖µh‖L∞ + ‖νh‖L∞ + ‖γh‖L∞ + ‖kh‖L∞

≤ Λh
‖µh‖L∞ + ‖νh‖L∞
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so there exists a constant c ≥ 0 such that

Λh
‖µh‖L∞ + ‖νh‖L∞

= ε+ c

whence

T (u(t)) ≥ Λh
‖µh‖L∞ + ‖νh‖L∞

+

(
T (û0)−

(
Λh

‖µh‖L∞ + ‖νh‖L∞

))
e−(‖µh‖L∞+‖νh‖L∞ )t

≥ ε+ c
(

1− e−(‖µh‖L∞+‖νh‖L∞ )t
)

+ (T (û0)− ε)e−(‖µh‖L∞+‖νh‖L∞ )t ≥ ε

since T (û0) ≥ ε by assumption. We then deduce that u ∈ C1([0, τ), Xε ∩X+). From here, we define the
operator G̃ : Z̃ → C0([0, τ ], X)) where

G̃(u)(t) = T(Aω)0(t)û0 +
d

dt
(SAω ∗ Fω(u)) (t),

for each u ∈ Z̃ := C0([0, τ ], Xε∩X+∩Bm). Proceeding as in Step 1, we can show that G is a 1/2-shrinking
operator with G(Z̃) ⊂ Z̃. Since u0 ∈ Xε, we can readily use some standard time extending properties of
the solution to extend the solution u over a maximal interval [0, tmax) with tmax > 0. We remark that,
using integrations, the inequality

N ′m(t) = Λm −
∫ ∞

0
µm(a)Sm(t, a)da−

∫ ∞
0

∫ ∞
0

(µm(a) + νm(a, τ)) Im(t, a, τ)da dτ, (24)

is satisfied, which induces the fact that

N ′m(t) ≤ Λm − µ0Nm(t), N ′m(t) ≥ Λm − (‖µm‖L∞ + ‖νm‖L∞)Nm(t),

whence the inequalities (8)-(9) hold true. We deduce that

lim sup
t→∞

Nh(t) ≤ Λh
µ0
, lim sup

t→∞
Nm(t) ≤ Λm

µ0
, (25)

and that the inequalities (10)-(11) are satisfied by positivity of the solutions. Using these estimates, it
readily follows (see e.g. [45, Theorem 6.1.4, p. 185]) that the solution is global, i.e. tmax = ∞ and
u ∈ C1(R+, Xε ∩X+). Finally, from (3) we see that(

∂

∂t
+

∂

∂a

)
Sm(t, a) ≥ −

(
µm(a) + θ‖βh‖L∞(R2

+)

)
Sm(t, a), Sm(t, 0) = Λm, ∀(t, a) ∈ R2

+

which leads to (13). Moreover, we see on one hand that(
∂

∂t
+

∂

∂a

)
Sh(t, a) ≥ −

(
µh(a) +

Nm(t)

Nh(t)
θ‖βm‖L∞(R2

+)

)
Sh(t, a), Sh(t, 0) = Λh, ∀(t, a) ∈ R2

+.

On the other hand, we deduce from (7)-(8) that

lim sup
t→∞

Nh(t) ≥ Λh
‖µh‖L∞ + ‖νh‖L∞

, lim inf
t→∞

Nm(t) ≤ Λm
µ0

.

These two latter points combined together imply that (12) is satisfied.
Step 3: we now prove Theorem 3.2. Suppose now that û0 ∈ X0 so that u ∈ C([0, τ), Xε ∩ X+) is

a mild solution to (20). Since D(A) = X0, it follows that there exists a sequence of initial conditions
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{ûk0}k≥0 ⊂ D(A)N such that limk→∞ ‖(ûk0 − û0)‖X = 0. For each k ≥ 0, there exists a unique solution
uk ∈ C1(R+, Xε ∩X+) to (3)-(4)-(5) with initial condition ûk0. For each t ∈ [0, τ) we can compute

‖u(t)− uk(t)‖X =

∥∥∥∥S(Aω)0(t)û0 − S(Aω)0(t)ûk0 +
d

dt
(SAω ∗ Fω(u))(t)− d

dt
(SAω ∗ Fω(uk))(t)

∥∥∥∥
X

≤ ‖û0 − ûk0‖X +
1

2
max
s∈[0,τ ]

‖u(s)− uk(s)‖X ,

whence
‖u− uk‖Z = max

t∈[0,τ ]
‖u(t)− uk(t)‖X ≤ 2‖û0 − ûk0‖X →

k→0
0.

Writing
u(t) = uk(t) + u(t)− uk(t),

we see that
T (u(t)) ≥ T (uk(t))− ‖u(t)− uk(t)‖X .

On one hand we obtain
T (u(t)) ≥ ε− ‖u(t)− uk(t)‖X ,

and on the other hand we have

T (u(t)) ≥T (ûk0)e−(‖µh‖L∞+‖νh‖L∞ )t +
Λh

‖µh‖L∞ + ‖νh‖L∞

(
1− e−(‖µh‖L∞+‖νh‖L∞ )t

)
− ‖u(t)− uk(t)‖X

≥T (û0)e−(‖µh‖L∞+‖νh‖L∞ )t +
Λh

‖µh‖L∞ + ‖νh‖L∞

(
1− e−(‖µh‖L∞+‖νh‖L∞ )t

)
− ‖u(t)− uk(t)‖X .

−
∥∥∥T (û0 − ûk0)

∥∥∥
X
e−(‖µh‖L∞+‖νh‖L∞ )t.

Letting k goes to infinity, it respectively follows that T (u(t)) ≥ ε whence u ∈ C([0, τ), Xε ∩X+, and the
inequality (6) holds for each t ∈ [0, τ) since we have

‖T (û0 − ûk0)‖X ≤ ‖û0 − ûk0‖X →
k→∞

0.

Similarly, from

T (u(t)) ≤T (uk(t)) + ‖u(t)− uk(t)‖X

≤T (ûk0)e−µ0t +
Λh
µ0

(
1− e−µ0t

)
+ ‖u(t)− uk(t)‖X

≤T (û0)e−µ0t + T (û0 − ûk0)e−µ0t +
Λh
µ0

(
1− e−µ0t

)
+ ‖u(t)− uk(t)‖X ,

we see that (7) holds for each t ∈ [0, τ). The inequalities (8)-(9) are proved similarly by using the operator
T : X → X defined by

T (u(t)) = ‖Sm(t, ·)‖L1(R+) + ‖Im(t, ·, ·)‖L1(R2
+),

for each u(t) ∈ X defined by (19). As in Step 2, we deduce that the solution u is global, i.e. u ∈
C(R+, Xε ∩ X+) and the above estimates then hold for each t ≥ 0. It follows that u satisfies (25) and
(10)-(11) hold true by positivity. Finally, from these estimates and using the Volterra integral formulation
of the solution u as stated in Theorem 3.2, we can show that the inequalities (12)-(13) hold, which ends
the proof of Theorem 3.2.
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6 The basic reproduction number and proof of Theorem 3.4

Here we derive the basic reproduction number R0 of Model (3) and give details on the stability results of
the disease-free equimibrium E0.

Let ε ≥ 0. The linearised system of (3) around E0 is:{
du
dt (t) = Au(t) +DE0Fε(u(t))

u(0) = û0 ∈ D(A)
(26)

where DE0Fε : X0 → X denotes the differential of Fε around E0 and is defined by

DE0Fε



0
Sh
0
Ih
0
Rh
0
Sm
0
Im


=



0

−S0
h(a)

N0
h

∫∞
0

∫∞
0 θβm(s, τ)Im(s, τ)ds dτ

S0
h(a)

N0
h

∫∞
0

∫∞
0 θβm(s, τ)Im(s, τ)ds dτ

0
0
0
0

−S0
m(a)
N0
h

∫∞
0

∫∞
0 θβh(s, τ)Ih(s, τ)ds dτ

S0
m(a)
N0
h

∫∞
0

∫∞
0 θβh(s, τ)Ih(s, τ)ds dτ

0



+



0∫∞
0 kh(a, η)Rh(a, η)

0
0∫∞

0 γh(a, τ)Ih(a, τ)dτ
0
0
0
0
0



that we decompose into
DE0Fε = (DE0Fε)1 + (DE0Fε)2

with

N0
h =

∫ ∞
0

S0
h(a)da = Λh

∫ ∞
0

e−
∫ a
0 µh(s)dsda.

Note that since N0
h > 0, then the differential operator DE0Fε is well-defined on X0 = D(A) whatever

ε ≥ 0.

6.1 The basic reproduction number R0 of Model (3)

We derive the R0 in several steps.
Step 1: we begin by computing the next generation operator (see [13, 28]). Let

(0, Sh, 0, Ih, 0, Rh, 0, Sv, 0, Iv)
T ∈ X0

be a solution of (26), that is the linearized system of the model (3) around the disease-free equilibrium
E0. It follows that (Ih, Im) satisfy the following equations:

(
∂
∂t + ∂

∂a + ∂
∂τ

)
Ih(t, a, τ) = − (µh(a) + νh(a, τ) + γh(a, τ)) Ih(t, a, τ),(

∂
∂t + ∂

∂a + ∂
∂τ

)
Im(t, a, τ) = −(µm(a) + νm(a, τ))Im(t, a, τ),

Ih(t, a, 0) = Bh(t, a), Ih(t, 0, τ) = 0, Ih(0, a, τ) = Ih,0(a, τ),
Im(t, a, 0) = Bm(t, a), Im(t, 0, τ) = 0, Im(0, a, τ) = Im,0(a, τ)

where Bh and Bm respectively denote the number of newly infected humans and mosquitoes, and are
defined as:  Bh(t, a) = πh(a)∫∞

0 πh(s)ds

∫∞
0

∫∞
0 θβm(s, τ)Im(t, s, τ)dsdτ,

Bm(t, a) = Λmπm(a)
Λh
∫∞
0 πh(s)ds

∫∞
0

∫∞
0 θβh(s, τ)Ih(t, s, τ)dsdτ,
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with πh(a) = e−
∫ a
0 µh(s)ds and πm(a) = e−

∫ a
0 µm(s)ds the survival probabilities, from birth until age a, for

humans and mosquitoes respectively, in absence of disease. As a result, (Ih, Im) are given by the following
Volterra integral formulation:

Ih(t, a, τ) =

{
Bh(t− τ, a− τ)e−

∫ τ
0 (µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))ds, ∀t > τ, ∀a ≥ τ,

Ih,0(a− t, τ − t)e−
∫ τ
τ−t(µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))ds, ∀a ≥ τ ≥ t,

Im(t, a, τ) =

{
Bm(t− τ, a− τ)e−

∫ τ
0 (µm(s+a−τ)+νm(s+a−τ,s))ds, ∀t > τ, ∀a ≥ τ,

Im,0(a− t, τ − t)e−
∫ τ
τ−t(µm(s+a−τ)+νm(s+a−τ,s))ds, ∀a ≥ τ ≥ t.

Therefore, Bh and Bm rewrite as

Bh(t, a) =
πh(a)∫∞

0 πh(s)ds

∫ t

0

∫ ∞
τ

θβm(s, τ)e−
∫ τ
0 (µm(σ+s−τ)+νm(σ+s−τ,σ))dσBm(t− τ, s− τ)ds dτ + f0,h(t, a)

=
πh(a)∫∞

0 πh(s)ds

∫ t

0

∫ ∞
0

θβm(τ + ξ, τ)e−
∫ τ
0 (µm(σ+ξ)+νm(σ+ξ,σ))dσBm(t− τ, ξ)dξ dτ + f0,h(t, a)

and

Bm(t, a)

=
Λmπm(a)

Λh
∫∞

0 πh(s)ds

∫ t

0

∫ ∞
τ

θβh(s, τ)e−
∫ τ
0 (µh(σ+s−τ)+νh(σ+s−τ,σ)+γh(σ+s−τ,σ))dσBh(t− τ, s− τ)ds dτ

+ f0,m(t, a)

=
Λmπm(a)

Λh
∫∞

0 πh(s)ds

∫ t

0

∫ ∞
0

θβh(τ + ξ, τ)e−
∫ τ
0 (µh(σ+ξ)+νh(σ+ξ,σ)+γh(σ+ξ,σ))dσBh(t− τ, ξ)dξ dτ + f0,m(t, a)

where f0,h and f0,m encounter for the initial data. Now, we see that the functions

(B̃h(t), B̃m(t)) = (Bh(t, ·), Bm(t, ·)) ∈ L1(R+)2

satisfy the following equations:
B̃h(t) =

∫ t

0
Gh(τ)(B̃m(t− τ))dτ + f0,h(t, ·),

B̃m(t) =

∫ t

0
Gm(τ)(B̃h(t− τ))dτ + f0,m(t, ·)

where the linear operators Gh(τ) and Gm(τ) belong to L(L1(R+)), and are defined by:

(Gh(τ)B)(a) =
πh(a)θ∫∞

0 πh(s)ds

∫ ∞
0

βm(τ + ξ, τ)e−
∫ τ
0 (µm(σ+ξ)+νm(σ+ξ,σ))dσB(ξ)dξ

(Gm(τ)B)(a) =
Λmπm(a)θ

Λh
∫∞

0 πh(s)ds

∫ ∞
0

βh(τ + ξ, τ)e−
∫ τ
0 (µh(σ+ξ)+νh(σ+ξ,σ)+γh(σ+ξ,σ))dσB(ξ)dξ

for each (a, τ) ∈ R2
+ and B ∈ L1(R+). Note that these operators Gh(τ) and Gm(τ) are called the

net reproduction operators (see [28]), that map the density of newborns to the density of their children
produced at τ time later. It then follows (see [13, 28]), that the next generation operator is given by:

G
(
B1

B2

)
(a) =

(∫∞
0 (Gh(τ)B2)(a)dτ∫∞
0 (Gm(τ)B1)(a)dτ

)

=

 πh(a)θ∫∞
0 πh(s)ds

∫∞
0

∫∞
0 βm(τ + ξ, τ)e−

∫ τ
0 (µm(σ+ξ)+νm(σ+ξ,σ))dσB2(ξ)dξ dτ

Λmπm(a)θ
Λh
∫∞
0 πh(s)ds

∫∞
0

∫∞
0 βh(τ + ξ, τ)e−

∫ τ
0 (µh(σ+ξ)+νh(σ+ξ,σ)+γh(σ+ξ,σ))dσB1(ξ)dξ dτ

 .
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Step 2: from the next generation operator G, we deduce that that the basic reproduction number
R0 is defined by the spectral radius of G, denoted by rσ(G). In order to compute this spectral radius, we
define the operator G2 = G ◦ G ∈ L((L1(R+))2). First we know that

R0 = rσ(G) =
√
rσ(G2). (27)

Consequently, it remains to compute rσ(G2). We see that

G2(B1, B2)T = (Hh(B1), Hm(B2))T

for each (B1, B2) ∈ L1(R+)2, with Hh and Hm the linear operators on L1(R+) respectively by:

Hh(B)(a) =
Λmπh(a)θ2

Λh(
∫∞

0 πh(s)ds)2

(∫ ∞
0

∫ ∞
0

βh(τ + ξ, τ)e−
∫ τ
0 (µh(σ+ξ)+νh(σ+ξ,σ)+γh(σ+ξ,σ))dσB(ξ)dξ dτ

)
×
(∫ ∞

0

∫ ∞
0

βm(τ + ξ, τ)e−
∫ τ
0 (µm(σ+ξ)+νm(σ+ξ,σ))dσπm(ξ)dξ dτ

)
and

Hm(B)(a) =
Λmπm(a)θ2

Λh(
∫∞

0 πh(s)ds)2

(∫ ∞
0

∫ ∞
0

βh(τ + ξ, τ)e−
∫ τ
0 (µh(σ+ξ)+νh(σ+ξ,σ)+γh(σ+ξ,σ))dσπh(ξ)dξ dτ

)
×
(∫ ∞

0

∫ ∞
0

βm(τ + ξ, τ)e−
∫ τ
0 (µm(σ+ξ)+νm(σ+ξ,σ))dσB(ξ)dξ dτ

)
.

It follows from (27) that
R0 =

√
rσ(G2) =

√
max{rσ(Hh), rσ(Hm)} (28)

Step 3: now we compute rσ(Hh). For this end, let us define the sets

Ωh = {ξ ≥ 0 :

∫ ∞
0

βh(τ + ξ, τ)e−(‖µh‖L∞+‖νh‖L∞+‖γh‖L∞ )τdτ > 0} (29)

and

Ωm = {ξ ≥ 0 :

∫ ∞
0

βm(τ + ξ, τ)e−(‖µm‖L∞+‖νm‖L∞ )τdτ > 0}. (30)

Then, under Assumption 3.3, we have

Ωh 6= ∅, Ωm 6= ∅.

Next, we define the restriction of Hh to L1(Ωh) denoted by H̃h ∈ L(L1(Ωh)):

H̃h(B̃)(s) = 1Ωh(s)Hh(B)(s)

for each s ∈ Ωh, B̃ ∈ L1(Ωh), where Ωh satisfies (29) and with

B(s) =

{
B̃(s) a.e. s ∈ Ωh,

0 else.

From Assumption 3.1, it is clear that H̃h is a compact and positive operator on L1(Ωh). Moreover, since
Ωh 6= ∅, it follows that H̃h is irreducible, i.e.

H̃h(f)(s) > 0 a.e. s ∈ Ωh, ∀f ∈ L1
+(Ωh) \ {0}
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that is, sends the positive cone L1
+(R+) on the subset of L1

+(R+) of functions almost everywhere strictly

positive. It follows from [12, Theorem 3] that its spectral radius is positive, that is: rσ(H̃h) > 0. We now
observe that

Hh(πh) = λ0πh

so that λ0 is an eigenvalue of Hh associated to the eigenfunction πh, so that

rσ(Hh) ≥ λ0 (31)

where

λ0 =
Λmθ

2

Λh(
∫∞

0 πh(s)ds)2

(∫ ∞
0

∫ ∞
0

βh(τ + ξ, τ)e−
∫ τ
0 (µh(σ+ξ)+νh(σ+ξ,σ)+γh(σ+ξ,σ))dσπh(ξ)dξ dτ

)
×
(∫ ∞

0

∫ ∞
0

βm(τ + ξ, τ)e−
∫ τ
0 (µm(σ+ξ)+νm(σ+ξ,σ))dσπm(ξ)dξ dτ

)
.

It also holds that
H̃h(1Ωhπh) = λ01Ωhπh

hence λ0 is an eigenvalue of H̃h associated to the eigenfunction 1Ωhπh. It follows from a version of the
Krein-Rutman theorem (see e.g. [42, Corollary 4.2.15, p. 273]) that the spectral radius of H̃h is the only
eigenvalue associated to a positive eigenfunction. Since πh > 0 a.e. on R+, we deduce that

rσ(H̃h) = λ0.

Now, since λ0 > 0, we see that rσ(Hh) > 0 by means of (31). It follows from [42, Lemma 4.2.10, p. 269]
that there exists a positive eigenfunction φh ∈ L1

+(R+) \ {0} such that

Hh(φh) = rσ(Hh)φh.

It follows that
H̃h(1Ωhφh) = rσ(Hh)1Ωhφh

so that rσ(Hh) > 0 is an eigenvalue of H̃h associated to 1Ωhφh ∈ L1
+(Ωh) \ {0}. Again, by Krein-Rutman

theorem, it follows that
rσ(Hh) = rσ(H̃h) = λ0.

Using the same arguments, with πm instead of πh, we can show that

rσ(Hm) = λ0.

Finally, using (28), it follows that

R0 =
√
λ0

which ends the proof.

6.2 Proof of Theorem 3.4

This section is dedicated to the stability analysis of the disease-free equilibrium of Model (3).
Let A0 be the part of A in X0, then denote by {TA0(t)}t≥0 the positive semigroup generated by A0.

We know from Section 5.1 that (−µ0,∞) ⊂ ρ(A0) and consequently s(A0) ≤ −µ0 (where s(A0) denotes
the spectral bound of A0). Since the semigroup {TA0(t)}t≥0 is positive, it follows that ω0({TA0(t)}t≥0) =
s(A0) (where ω0 denotes the growth bound) by using [20, Theorem VI.1.15, p. 358]. Moreover, we
know that ωess({TA0(t)}t≥0), the essential growth bound of {TA0(t)}t≥0, satisfies ωess({TA0(t)}t≥0) ≤
ω0({TA0(t)}t≥0). We then have

ωess({TA0(t)}t≥0) ≤ −µ0 < 0.
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Step 1: we show that the operator (DE0Fε)1 is compact. We first rewrite it as:

(DE0Fε)1 = (0,−G1, G1, 0, 0, 0, 0,−G2, G2, 0)T

where G1, G2 : X0 → L1
+(R+). It remains to show that both operators G1 and G2 are compact. To this

end, we will use the classical Rietz-Fréchet-Kolmogorov (RFK) criterion in L1 (see e.g [61, Theorem X.1,
p. 275]). Let h ∈ R+ and Z ⊂ X0 be a bounded subset of X0. Then there exists a positive constant
m > 0 such that ‖u‖X ≤ m for each u ∈ Z. Let Th be the translation operator in L1, i.e.

Th(φ) = φ(·+ h)

for each φ ∈ L1(R+). We have on one hand

‖Th(G1(u))−G1(u)‖L1(R+) ≤
(
mθ‖βm‖L∞

N0
h

)∥∥Th

(
S0
h

)
− S0

h

∥∥
L1(R+)

→
h→0

0

since S0
h ∈ L1(R+). It implies that

sup
u∈Z
‖Th(G1(u))−G1(u)‖L1(R+) →

h→0
0.

On the other hand, by using Lebesgue theorem, we see that

sup
u∈Z

∫ ∞
c

G1(u)(a)da ≤
(
mθ‖βm‖L∞

N0
h

)∫ ∞
c

S0
h(a)da →

c→∞
0.

The consequence of the two last points and the RFK criterion dwell in the compactness of G1(Z) in
L1(R+). It proves that G1 and −G1 are compact. Similarly we can show that G2 and −G2 are also
compact. It follows that the operator (DE0Fε)1 is compact.

Step 2: we now show that ω0({T(A+(DE0
Fε)2)0}t≥0) ≤ −µ0, where {T(A+(DE0

Fε)2)0(t)}t≥0 is the C0-
semigroup generated by (A+(DE0Fε)2)0, that is the part of A+(DE0Fε)2 in X0. Let û0 ∈ X0. By means
of the Volterra integral formulation stated in Theorem 3.2, we can compute the expression of the latter
semigroup, as follows:

T(A+(DE0
Fε)2)0(t)û0 = (0, Sh(t, ·), 0, Ih(t, ·, ·), 0, Rh(t, ·, ·), 0, Sm(t, ·), 0, Im(t, ·, ·))T

where

Sh(t, a) =


∫ a

0

(∫∞
0 kh(s, η)Rh(t+ s− a, s, η)dη

)
e−
∫ a
s µh(ξ)dξds, ∀t > a,∫ t

0

(∫∞
0 kh(a+ s− t, η)Rh(s, a+ s− t, η)dη

)
e−
∫ t
s µh(a+ξ−t)dξds

+Sh,0(a− t)e−
∫ a
a−t µh(s)ds, ∀a ≥ t,

Ih(t, a, τ) = 1{a≥τ≥t}

(
Ih,0(a− t, τ − t)e−

∫ τ
τ−t(µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))ds

)
,

Rh(t, a, η) =

{ (∫∞
0 γh(a− η, τ)Ih(t− η, a− η, τ)dτ

)
e−
∫ η
0 (µh(s+a−η)+kh(s+a−η,s))ds, ∀t > η, ∀a ≥ η,

Rh,0(a− t, η − t)e−
∫ η
η−t(µh(s+a−η)+kh(s+a−η,s))ds, ∀a ≥ η ≥ t,

Sm(t, a) = 1[t,∞)(a)Sm,0(a− t)e−
∫ a
a−t µm(s)ds, ∀a ≥ η ≥ t,

Im(t, a, τ) = 1{a≥τ≥t}Im,0(a− t, τ − t)e−
∫ τ
τ−t(µm(s+a−τ)+νm(s+a−τ,s))ds.

It follows that for each t ≥ 0 we have the following inequalities

‖Ih(t, ·, ·)‖L1(R2
+) ≤ ‖Ih,0‖L1(R2

+)e
−µ0t, ‖Sm(t, ·)‖L1(R+) ≤ ‖Sm,0‖L1(R+)e

−µ0t

and
‖Im(t, ·, ·)‖L1(R2

+) ≤ ‖Im,0‖L1(R2
+)e
−µ0t.
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Moreover we see that ∫ ∞
t

∫ ∞
η

Rh(t, a, η)da dη ≤ ‖Rh,0‖L1(R2
+)e
−µ0t

while ∫ t

0

∫ ∞
η

Rh(t, a, η)da dη ≤ ‖γh‖L∞
∫ t

0
e−µ0η‖Ih(t− η, ·, ·)‖L1(R2

+)dη

≤ ‖γh‖L∞‖Ih,0‖L1(R2
+)te

−µ0t

It follows that
‖Rh(t, ·, ·)‖L1(R2

+) ≤ ‖Rh,0‖L1(R2
+)e
−µ0t + ‖γh‖L∞‖Ih,0‖L1(R2

+)te
−µ0t

for each t ≥ 0. Finally, we need the following estimates for Sh:∫ ∞
t

Sh(t, a)da ≤ ‖Sh,0‖L1(R+)e
−µ0t + ‖kh‖L∞e−µ0t

∫ ∞
t

∫ t

0
eµ0s

∫ ∞
0

Rh(s, a+ s− t, η)dη ds da

≤ ‖Sh,0‖L1(R+)e
−µ0t + ‖kh‖L∞e−µ0t

∫ t

0
‖Rh(s, ·, ·)‖L1(R2

+)e
µ0sds

≤
(
‖Sh,0‖L1(R+) + t‖kh‖L∞‖Rh,0‖L1(R2

+) + ‖kh‖L∞‖γh‖L∞‖Ih,0‖L1(R2
+)

(
t2

2

))
e−µ0t

and ∫ t

0
Sh(t, a)da ≤

∫ t

0

∫ a

0
e−µ0(a−s)

∫ ∞
0

kh(s, η)Rh(t+ s− a, s, η)dη ds da

≤ ‖kh‖L∞
∫ t

0

∫ a

0
e−µ0ξ

∫ ∞
0

Rh(t− ξ, a− ξ, η)dη dξ da

≤
∫ t

0
‖Rh(t− ξ, ·, ·)‖L1(R2

+)e
−µ0ξdξ

≤ ‖Rh,0‖L1(R2
+)te

−µ0t + ‖γh‖L∞‖Ih,0‖L1(R2
+)e
−µ0t

(
t2

2

)
.

We thus get

‖Sh(t, ·)‖L1(R+) ≤
(
‖Sh,0‖L1(R+) + t‖kh‖L∞‖Rh,0‖L1(R2

+) + ‖kh‖L∞‖γh‖L∞‖Ih,0‖L1(R2
+)

(
t2

2

))
e−µ0t

+ ‖Rh,0‖L1(R2
+)te

−µ0t + ‖γh‖L∞‖Ih,0‖L1(R2
+)e
−µ0t

(
t2

2

)
.

It follows that there exists a positive constant c > 0 such that∥∥∥T(A+(DE0
Fε)2)0(t)

∥∥∥
L(X)

≤ c(1 + t+ t2)e−µ0t

and

ω0

({
T(A+(DE0

Fε)2)0(t)
}
t≥0

)
= lim

t→∞

1

t
ln

(∥∥∥T(A+(DE0
Fε)2)0(t)

∥∥∥
L(X)

)
≤ −µ0.

Step 3: we now prove Theorem 3.4. Since (DE0Fε)1 is a compact bounded operator by Step 1, then
it follows that

ωess

({
T(A+DE0

Fε)0(t)
}
t≥0

)
= ωess

({
T(A+(DE0

Fε)2)0(t)
}
t≥0

)
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by using [18, Theorem 1.2]. It follows by Step 2 that

ωess

({
T(A+DE0

Fε)0(t)
}
t≥0

)
≤ ω0

({
T(A+(DE0

Fε)2)0(t)
}
t≥0

)
≤ −µ0.

From [20, Corollary IV. 2.11, p. 258] we deduce that

{λ ∈ σ((A+DE0Fε)0),<(λ) ≥ −µ0}

is finite and composed (at most) of isolated eigenvalues with finite algebraic multiplicity, where σ(·)
denotes the spectrum. Consequently, it remains to study the punctual spectrum of (A+DE0Fε)0. Using
[57, Proposition 4.19, p. 20], we know that if s((A+DE0Fε)0) < 0 then E0 is locally asymptotically stable,
while if s((A + DE0Fε)0) > 0 then E0 is unstable. We consider exponential solutions, i.e. of the form
u(t) = eλtv, with 0 6= v = (0, Sh, 0, Ih, 0, Rh, 0, Sm, 0, Im) ∈ D(A) and λ ∈ C. We obtain the following
system:

S′h(a) =
∫∞

0 kh(a, η)Rh(a, η)dη − µh(a)Sh(a)− S0
h(a)

N0
h

∫∞
0

∫∞
0 θβm(s, τ)Im(s, τ)ds dτ(

∂
∂a + ∂

∂τ

)
Ih(a, τ) = − (µh(a) + νh(a, τ) + γh(a, τ)) Ih(a, τ),(

∂
∂a + ∂

∂η

)
Rh(a, η) = −(µh(a) + kh(a, η))Rh(a, η),

S′m(a) = −µm(a)Sm(a)− S0
m(a)
N0
h

∫∞
0

∫∞
0 θβh(s, τ)Ih(s, τ)ds dτ,(

∂
∂a + ∂

∂τ

)
Im(a, τ) = −(µm(a) + νm(a, τ))Im(a, τ),

with the boundary conditions:

Sh(0) = 0, Sm(0) = 0,

Ih(a, 0) =
S0
h(a)

N0
h

∫∞
0

∫∞
0 θβm(s, τ)Im(s, τ)ds dτ, Ih(0, τ) = 0,

Rh(a, 0) =
∫∞

0 γh(a, τ)Ih(a, τ)dτ, Rh(0, η) = 0,

Im(a, 0) = S0
m(a)
N0
h

∫∞
0

∫∞
0 θβh(s, τ)Ih(s, τ)ds dτ, Im(0, τ) = 0

.

We then get

Ih(a, τ) = S0
h(a− τ)

(∫∞
0

∫∞
0 θβm(s, τ)Im(s, τ)ds dτ

N0
h

)
e−
∫ τ
0 (λ+µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))ds

and

Im(a, τ) = S0
m(a− τ)

(∫∞
0

∫∞
0 θβh(s, τ)Ih(s, τ)ds dτ

N0
h

)
e−
∫ τ
0 (λ+µm(s+a−τ)+νm(s+a−τ,s))ds.

It follows that∫ ∞
0

∫ ∞
0

βh(a, τ)Ih(a, τ)da dτ =Λh

∫ ∞
0

∫ ∞
0

βh(a, τ)e−
∫ a
0 µh(s)dse−

∫ τ
0 (λ+νh(s+a−τ,s)+γh(s+a−τ,s))dsda dτ

×
(∫∞

0

∫∞
0 θβm(a, τ)Im(a, τ)ds dτ

N0
h

)
and ∫ ∞

0

∫ ∞
0

βm(a, τ)Im(a, τ)da dτ =Λm

∫ ∞
0

∫ ∞
0

βm(a, τ)e−
∫ a
0 µm(s)dse−

∫ τ
0 (λ+νm(s+a−τ,s))dsda dτ

×
(∫∞

0

∫∞
0 θβh(a, τ)Ih(a, τ)da dτ

N0
h

)
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whence

1 =

(
ΛmΛhθ

2

(N0
h)2

)(∫ ∞
0

∫ ∞
0

βm(a, τ)e−
∫ a
0 µm(s)dse−

∫ τ
0 (λ+νm(s+a−τ,s))dsda dτ

)
×
(∫ ∞

0

∫ ∞
0

βh(a, τ)e−
∫ a
0 µh(s)dse−

∫ τ
0 (λ+νh(s+a−τ,s)+γh(s+a−τ,s))dsda dτ

)
which is equivalent to g(λ) = 1 where g : C→ R is defined by

g(λ) =

 Λmθ
2

Λh

(∫∞
0 e−

∫ a
0 µh(s)ds

)2

(∫ ∞
0

∫ ∞
0

βm(a, τ)e−
∫ a
0 µm(s)dse−

∫ τ
0 (λ+νm(s+a−τ,s))dsda dτ

)

×
(∫ ∞

0

∫ ∞
0

βh(a, τ)e−
∫ a
0 µh(s)dse−

∫ τ
0 (λ+νh(s+a−τ,s)+γh(s+a−τ,s))dsda dτ

)
.

Since g(0) = R0 := R2
0, it readily follows that if R0 > 1 then there exists λ > 0 such that g(λ) = 1

whence s((A + DE0Fε)0) > 0 and E0 is unstable. On the contrary, if R0 < 1 then for each λ ∈ C such
that <(λ) ≥ 0, we have g(λ) < 1, whence s((A + DE0Fε)0) < 0 and E0 is locally asymptotically sable,
which ends the proof of Theorem 3.4.

7 Existence and stability of an endemic equilibrium

7.1 Existence of an endemic equilibrium

We know that any endemic equilibrium

E∗ = (S∗h, I
∗
h, R

∗
h, S

∗
m, I

∗
m)

must satisfy the following equations:

S∗h(a) =

∫ a

0

(∫ ∞
0

kh(s, η)R∗h(s, η)dη

)
e
−
∫ a
s µh(ξ)dξ−(a−s)

( ∫∞
0

∫∞
0 θβm(ξ,τ)I∗m(ξ,τ)dξ dτ

N∗
h

)
ds

+ Λhe
−
∫ a
0 µh(s)ds−a

( ∫∞
0

∫∞
0 θβm(s,τ)I∗m(s,τ)ds dτ

N∗
h

)
,

S∗m(a) =Λme
−
∫ a
0

(
µm(s)+

∫∞
0

∫∞
0 θβh(ξ,τ)I

∗
h(ξ,τ)dξ dτ

N∗
h

)
ds
,

I∗h(a, τ) =
(
S∗h(a−τ)

∫∞
0

∫∞
0 θβm(s,ξ)I∗m(s,ξ)ds dξ

N∗h

)
e−
∫ τ
0 (µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))ds, (32)

I∗m(a, τ) =
(

Λm
∫∞
0

∫∞
0 θβh(s,ξ)I∗h(s,ξ)ds dξ

N∗h

)
e

(τ−a)
∫∞
0

∫∞
0 θβh(s,ξ)I

∗
h(s,ξ)ds dξ

N∗
h

−
∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds

, (33)

for each a ≥ τ ,

R∗h(a, η) =

(∫ ∞
0

γh(a− η, τ)I∗h(a− η, τ)dτ

)
exp

(
−
∫ η

0
(µh(s+ a− η) + kh(s+ a− η, s))ds

)
, (34)

for each a ≥ η. We also have

N∗h =

∫ ∞
0

S∗h(a)da+

∫ ∞
0

∫ ∞
0

I∗h(a, τ)da dτ +

∫ ∞
0

∫ ∞
0

R∗h(a, η)da dη.

Let the change of variable:

i∗h = I∗h/N
∗
h , s∗h = S∗h/N

∗
h , r∗h = R∗h/N

∗
h . (35)

26



Using (32)-(35), we find that∫ ∞
0

∫ ∞
τ

θβh(a, τ)i∗h(a, τ)da dτ =

(∫ ∞
0

∫ ∞
τ

θβm(a, τ)I∗m(a, τ)da dτ

)
(36)

×
(∫ ∞

0

∫ ∞
τ

θβh(a, τ)

(
s∗h(a− τ)

N∗h

)
e−
∫ τ
0 (µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))dsda dτ

)
.

From (33)-(35), we deduce that∫ ∞
0

∫ ∞
τ

βm(a, τ)I∗m(a, τ)da dτ = Λm

(∫ ∞
0

∫ ∞
τ

βh(a, τ)i∗h(a, τ)da dτ

)
(37)

×
(∫ ∞

0

∫ ∞
τ

θβm(a, τ)e−
∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds+(τ−a)

∫∞
0

∫∞
ξ θβh(s,ξ)i∗h(s,ξ)ds dξda dτ

)
.

A necessary condition for an endemic equilibrium to exist is∫ ∞
0

∫ ∞
τ

βh(a, τ)i∗h(a, τ)da dτ 6= 0,

∫ ∞
0

∫ ∞
τ

βm(a, τ)I∗m(a, τ)da dτ 6= 0.

Hence, by means of (35)-(36)-(37), we see that a necessary and sufficient condition is:

1 =

(
Λmθ

2

N∗h

)(∫ ∞
0

∫ ∞
τ

βh(a, τ)s∗h(a− τ)e−
∫ τ
0 (µh(s+a−τ)+νh(s+a−τ,s)+γh(s+a−τ,s))dsda dτ

)
(38)

×
(∫ ∞

0

∫ ∞
τ

βm(a, τ)e−
∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds+(τ−a)

∫ ∞
0

∫ ∞
ξ

θβh(s, ξ)i∗h(s, ξ)ds dξ

)
da dτ.

Now let n∗h(a) be the total population of humans with age a at equilibrium, i.e.

n∗h(a) = S∗h(a) +

∫ a

0
I∗h(a, τ)dτ +

∫ a

0
R∗h(a, η)dη. (39)

Then we see that:

(n∗h)′(a) = −µh(a)n∗h(a)−
∫ a

0
νh(a, τ)I∗h(a, τ)dτ, nh(0) = Λh

whence

n∗h(a) = Λhe
−
∫ a
0 µh(s)ds −

∫ a

0

(∫ s

0
νh(s, τ)I∗h(s, τ)dτ

)
e−
∫ a
s µh(ξ)dξds, ∀a ≥ 0. (40)

We deduce that

N∗h =

∫ ∞
0

n∗h(a)da = Λh

∫ ∞
0

e−
∫ a
0 µh(s)dsda−

∫ ∞
0

∫ a

0

(∫ s

0
νh(s, τ)I∗h(s, τ)dτ

)
e−
∫ a
s µh(ξ)dξds da.

Dividing the latter equation by N∗h and using (35), we get

N∗h =
Λh
∫∞

0 e−
∫ a
0 µh(s)dsda

1 +
∫∞

0

∫ a
0

(∫ s
0 νh(s, τ)i∗h(s, τ)dτ

)
e−
∫ a
s µh(ξ)dξds da

. (41)

Moreover it follows from (39) that

s∗h(a) =
n∗h(a)

N∗h
−
∫ a

0
i∗h(a, τ)dτ −

∫ a

0
r∗h(a, η)dη
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whence

s∗h(a) =

(
1 +

∫∞
0

∫ ζ
0

(∫ s
0 νh(s, τ)i∗h(s, τ)dτ

)
e−
∫ ζ
s µh(ξ)dξds dζ∫∞

0 e−
∫ ζ
0 µh(s)dsdζ

)
e−
∫ a
0 µh(s)ds (42)

−
∫ a

0
i∗h(a, τ)dτ −

∫ a

0

(∫ ∞
0

γh(τ)i∗h(a− η, τ)dτ

)
e−
∫ η
0 (µh(s+a−η)+kh(s))dsdη.

−
∫ a

0

(∫ s

0
νh(s, τ)i∗h(s, τ)dτ

)
e−
∫ a
s µh(ξ)dξds

By setting R0 := R2
0, it follows that the necessary and sufficient condition (38), with N∗h , s

∗
h respectively

given by (41)-(42), becomes

1 = R0

(
1 +

∫∞
0

∫ a
0

(∫ s
0 νh(s, τ)i∗h(s, τ)dτ

)
exp

(
−
∫ a
s µh(ξ)dξ

)
ds da

)2
×

(∫∞
0

∫∞
τ βm(a,τ) exp

(
−
∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds+(τ−a)

∫∞
0

∫∞
ξ θβh(s,ξ)i∗h(s,ξ)ds dξ

)
da dτ∫∞

0

∫∞
τ βm(a,τ) exp(−

∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds)

)
−
(∫∞

0

∫∞
τ θβm(a, τ)e−

∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds+(τ−a)

∫∞
0

∫∞
ξ θβh(s,ξ)i∗h(s,ξ)ds dξda dτ

)
×Λm

(
1+
∫∞
0

∫ a
0 (
∫ s
0 νh(s,τ)i∗h(s,τ)dτ) exp(−

∫ a
s µh(ξ)dξ)ds da

Λh
∫∞
0 exp(−

∫ a
0 µh(s)ds)da

)
×
∫∞

0

∫∞
τ θβh(a, τ) exp

(
−
∫ τ

0 (µh(s+ a− τ) + νh(s+ a− τ, s) + γh(s+ a− τ, s))ds
)

×
[∫ a−τ

0 i∗h(a− τ, s)ds+
∫ a−τ

0

(∫ s
0 νh(s, τ)i∗h(s, τ)dτ

)
e−
∫ a−τ
s µh(ξ)dξds

+
∫ a−τ

0

(∫∞
0 γh(a− τ − η, τ)i∗h(a− τ − η, τ)dτ

)
e−
∫ η
0 (µh(s+a−τ−η)+kh(s+a−τ−η,s))ds

]
da dτ

(43)

The latter condition has only i∗h as unknown, but is though difficult to exploit because i∗h depends both
on a and τ .

7.2 Proof of Theorem 3.6: bifurcations of an endemic equilibrium in a particular
case

Here, we assume that Assumptions 3.1 and 3.5 hold. The threshold R2
0 rewrites as

R2
0 =

(
Λmµhθ

2

Λh

)(∫ ∞
0

∫ ∞
τ

βm(a, τ)e−
∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)dsda dτ

)
(44)

×
(∫ ∞

0
βh(τ)e−

∫ τ
0 (µh+νh(s)+γh(s))dsdτ

)
.

Let us recall the constant Cbif given by (15). We can now give details on the proof of Theorem 3.6 in
several steps.

Step 1: we start by reminding that a theoretical necessary and sufficient condition to get an endemic
equilibrium is given in the general case by (38). Using the change of variable (35), we see that the latter
condition becomes:

1 =

(
Λms

∗
hθ

2

N∗h

)(∫ ∞
0

βh(τ)e−
∫ τ
0 (µh+νh(s)+γh(s))dsdτ

)
(45)(∫ ∞

0

∫ ∞
τ

βm(a, τ)e−
∫ a
0 µm(s)ds−

∫ τ
0 νm(s+a−τ,s)ds+(τ−a)

∫∞
0 θβh(s)i∗h(s)dsda dτ

)
.

From (35) we get

s∗h = 1−
∫ ∞

0
i∗h(τ)dτ −

∫ ∞
0

r∗h(η)dη (46)
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where ∫ ∞
0

r∗h(η)dη =

(∫ ∞
0

γh(s)i∗h(s)ds

)(∫ ∞
0

exp

(
−
∫ η

0
(µh + kh(s))ds

)
dη

)
is obtained from (34). Moreover, using (23), we see that

Λh = µhN
∗
h +

∫ ∞
0

νh(τ)I∗h(τ)dτ

whence

N∗h =
Λh

µh +
∫∞

0 νh(τ)i∗h(τ)dτ
.

Using (44) and setting R0 := R2
0, it follows that the condition (45) rewrites as

1 =

(
R0

∫∞
0

∫∞
τ βm(a, τ)e−

∫ a
0 µm(s)dse−

∫ τ
0 νm(s+a−τ,s)dse−(a−τ)

∫∞
0 θβh(s)i∗h(s)dsda dτ∫∞

0

∫∞
τ βm(a, τ)e−

∫ a
0 µm(s)dsda dτ

)

×
(

1 +

∫∞
0 νh(τ)i∗h(τ)dτ

µh

)[
1−

(∫ ∞
0

i∗h(τ)dτ

)
−
(∫ ∞

0
γh(τ)i∗h(τ)dτ

)∫ ∞
0

e−
∫ η
0 (µh+kh(s))dsdη

]
(47)

which may also be deduced from (43). We now write ih as:

i∗h(τ) = K exp

(
−
∫ τ

0
(µh + νh(s) + γh(s))ds

)
(48)

for each τ ∈ R+, with

K =
s∗hθ

N∗h

∫ ∞
0

∫ ∞
τ

βm(a, τ)I∗m(a, τ)da dτ. (49)

It is clear that, under Assumption 3.5, an endemic equilibrium of (3) exists if and only if K > 0. Thus,
the condition (47) is equivalent to

f(R0,K) = 1

with f defined by (14).
It is then necessary that K ∈ [0,K] to have f(R0,K) ≥ 0 for any R0, where K is given by:

K =

[∫ ∞
0

exp

(
−
∫ τ

0
(µh + νh(s) + γh(s))ds

)(
1 + γh(τ)

∫ ∞
0

exp

(
−
∫ η

0
(µh + kh(s))ds

)
dη

)
dτ

]−1

.

We observe that for any K ∈ [0,K], it holds that
∫∞

0 i∗h(τ)dτ ≤ 1, which is necessary by (46).
Step 2: we can now prove each item stated in the theorem.

1. Using the implicit function theorem, we get(
dK

dR0

)
|(K=0,R0=1)

= −∂R0f(0, 1)

∂Kf(0, 1)
.

On one hand we have
∂R0f(0, 1) = 1
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and on the other hand:

∂Kf(R0,K) =

(
R0

∫∞
0

∫∞
τ βm(a, τ)e−

∫ a
0 µm(s)dse−

∫ τ
0 νm(s+a−τ,s)dse−(a−τ)c2Kda dτ∫∞

0

∫∞
τ βm(a, τ)e−

∫ a
0 µm(s)dse−

∫ τ
0 νm(s+a−τ,s)dsda dτ

)
(50)

×
[∫∞

0 νh(τ)c1(τ)dτ

µh

(
1− 2K

∫ ∞
0

c1(τ)dτ − 2K

(∫ ∞
0

γh(τ)c1(τ)dτ

)∫ ∞
0

e−
∫ η
0 (µh+kh(s))dsdη

)
−
(∫ ∞

0
c1(τ)dτ +

(∫ ∞
0

γh(τ)c1(τ)dτ

)∫ ∞
0

e−
∫ η
0 (µh+kh(s))dsdη

)]
−
(

1 +
K
∫∞

0 νh(τ)c1(τ)dτ

µh

)
×

(
c2R0

∫∞
0

∫∞
τ βm(a, τ)(a− τ)e−

∫ a
0 µm(s)dse−

∫ τ
0 νm(s+a−τ,s)dse−(a−τ)c2Kda dτ∫∞

0

∫∞
τ βm(a, τ)e−

∫ a
0 µm(s)dse−

∫ τ
0 νm(s+a−τ,s)dsda dτ

)

×
(

1−K
∫ ∞

0
c1(τ)dτ −K

(∫ ∞
0

γh(τ)c1(τ)dτ

)∫ ∞
0

e−
∫ η
0 (µh+kh(s))dsdη

)
with

c1(τ) = exp

(
−
∫ τ

0
(µh + νh(s) + γh(s))ds

)
, c2 = θ

∫ ∞
0

βh(τ)c1(τ)dτ.

We then deduce that

∂Kf(0, 1) =−
c2

∫∞
0

∫∞
τ βm(a, τ)e−

∫ a
0 µm(s)dse−

∫ τ
0 νm(s+a−τ,s)ds(a− τ)da dτ∫∞

0

∫∞
τ βm(a, τ)e−

∫ a
0 µm(s)dse−

∫ τ
0 νm(s+a−τ,s)da dτ

+

∫ ∞
0

c1(τ)

(
νh(τ)

µh
− 1

)
dτ −

∫ ∞
0

γh(τ)e−
∫ τ
0 (µh+kh(s))dsdτ.

We know that a backward bifurcation occurs at R0 = 1 if and only if(
dK

dR0

)
|(K=0,R0=1)

< 0

which is equivalent to ∂Kf(0, 1) > 0, i.e. Cbif > 0.

2. Similarly, we know that a forward bifurcation occurs at R0 = 1 if and only if(
dK

dR0

)
|(K=0,R0=1)

> 0

which amounts to ∂Kf(0, 1) < 0, i.e. Cbif < 0.

3. For each R0, we see that f(R0, 0) = R0 and limK→K f(R0,K) = 0. Consequently, if R0 > 1, then
there exists at least one solution K to f(R0,K) = 1. Now, suppose that R0 = 1 and Cbif > 0. Then
on one hand we have f(1, 0) = 1 and on the other hand we have ∂Kf(0, 1) > 0 from the first point.
Hence we have f(1, ε) > 1 for any ε > 0 small enough. Consequently there exists at least one K > 0
such that f(1,K) = 1.

4. Suppose that the condition (16) holds. It follows from (50) that ∂Kf(R0,K) < 0 for each R0, so
that the function K 7−→ f(R0,K) is strictly decreasing on R+. Since f(R0, 0) = R0, we readily see
that there exists an endemic equilibrium if and only if R0 > 1, and in that case the equilibrium is
unique. We can also note that a forward bifurcation occurs in this case since Cbif < 0 in this case.
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[19] A. Ducrot, S. B. Sirima, B. Somé, and P. Zongo. A mathematical model for malaria involving
differential susceptibility, exposedness and infectivity of human host. J. Biol. Dyn., 3(6):574–598,
2009.

[20] K. J. Engel and R. Nagel. One-Parameter Semigroups for Linear Evolution Equations, volume 63(2).
Springer-Verlag, 2000.

[21] I. Felger, M. Maire, M. T. Bretscher, N. Falk, A. Tiaden, et al. The dynamics of natural plasmodium
falciparum infections. PLOS ONE, 7(9):1–10, 2012.

[22] D. Gao, Y. Lou, and S. Ruan. A periodic Ross-Macdonald model in a patchy environment. Discrete
Contin. Dyn. Syst. Ser. B, 19(10):3133–3145, 2014.

[23] K. V. Geisse, E. M. Butler, and J. Cordovez. Effects of natural acquired immunity in an age-structured
malaria model. Technical report, July, 2012.

[24] P. Harvim, H. Zhang, P. Georgescu, and L. Zhang. Transmission dynamics and control mechanisms
of vector-borne diseases with active and passive movements between urban and satellite cities. Bull.
Math. Biol., 81(11):4518–4563, 2019.

[25] F. Hoppensteadt. An age dependent epidemic model. Journal of the Franklin Institute, 297(5):325–
333, 1974.

[26] M. Iannelli. Mathematical Theory of Age-structured Population Dynamics. Giardini Editori e stam-
patori, 1994.

[27] H. Inaba. Endemic threshold results in an age-duration-structured population model for HIV infec-
tion. Math. Biosci., 201(1-2):15–47, 2006.

[28] H. Inaba. On a new perspective of the basic reproduction number in heterogeneous environments.
J. Math. Biol., 65(2):309–348, 2012.

[29] H. Inaba. Endemic threshold analysis for the kermack-mckendrick reinfection model. Josai Math.
Monogr, 9:105–133, 2016.

[30] H. Inaba. Age-Structured Population Dynamics in Demography and Epidemiology. Springer, Singa-
pore, 2017.

[31] H. Kang, X. Huo, and S. Ruan. Nonlinear physiologically-structured population models with two
internal variables. J. Nonlinear Sci. (in press), 2020.

[32] G. Kapitanov. A double age-structured model of the co-infection of tuberculosis and HIV. Math.
Biosci. Eng., 12(1):23–40, 2015.

[33] H. Kellerman and M. Hieber. Integrated semigroups. J. Funct. Anal., 84(1):160–180, 1989.

[34] B. Laroche and A. Perasso. Threshold behaviour of a SI epidemiological model with two structuring
variables. J. Evol. Equ., 16(2):293–315, 2016.

[35] T. Lefevre et al. Effect of mosquito age on parasite development and the transmission potential of
human malaria. In prep.

32



[36] X.-Z. Li, S.-S. Gao, and M. Martcheva. Modeling and control of malaria when mosquitoes are used
as vaccinators. Math. Popul. Stud., 22(3):145–171, 2015.

[37] Y. Lou and X.-Q. Zhao. A climate-based malaria transmission model with structured vector popu-
lation. SIAM J. Appl. Math., 70(6):2023–2044, 2010.

[38] B. Ma, C. Li, and J. Warner. Structured mathematical models to investigate the interactions between
plasmodium falciparum malaria parasites and host immune response. Mathematical Biosciences,
310:65–75, 2019.

[39] G. Macdonald. The epidemiology and control of malaria. The Epidemiology and Control of Malaria,
1957.

[40] P. Magal and S. Ruan. Theory and Applications of Abstract Semilinear Cauchy Problems, volume
201 of Applied Mathematical Sciences. Springer, Cham, 2018. With a foreword by Glenn Webb.

[41] J. A. Metz and O. Diekmann. The Dynamics of Physiologically Structured Populations. Lecture
Notes in Biomathematics. Springer Berlin Heidelberg, 1986.

[42] P. Meyer-Nieberg. Banach lattices. Universitext. Springer-Verlag, Berlin, 1991.

[43] F. Neubrander. Integrated semigroups and their applications to the abstract Cauchy problem. Pacific
J. Math., 135(1):111–155, 1988.

[44] J. R. Ohm, F. Baldini, P. Barreaux, T. Lefevre, P. A. Lynch, E. Suh, S. A. Whitehead, and M. B.
Thomas. Rethinking the extrinsic incubation period of malaria parasites. Parasites & vectors,
11(1):1–9, 2018.

[45] A. Pazy. Semigroups of Linear Operators and Applications to Partial Differential Equations. Applied
Mathematical Sciences. Springer New York, 1983.

[46] O. Prosper, N. Ruktanonchai, and M. Martcheva. Optimal vaccination and bednet maintenance for
the control of malaria in a region with naturally acquired immunity. J. Theoret. Biol., 353:142–156,
2014.

[47] Q. Richard, S. Alizon, M. Choisy, M. T. Sofonea, and R. Djidjou-Demasse. Age-structured non-
pharmaceutical interventions for optimal control of covid-19 epidemic. medRxiv, 2020.

[48] K. S. Rock, D. A. Wood, and M. J. Keeling. Age- and bite-structured models for vector-borne
diseases. Epidemics, 12:20–29, 2015.

[49] R. Ross. The prevention of malaria. John Murray, London, 1911.

[50] J. W. Sinko and W. Streifer. A new model for age-size structure of a population. Ecology, 48(6):910–
918, 1967.

[51] L. M. Styer, J. R. Carey, J.-L. Wang, and T. W. Scott. Mosquitoes do senesce: departure from the
paradigm of constant mortality. The American journal of tropical medicine and hygiene, 76(1):111–
117, 2007.

[52] S. Y. Tchoumi, J. C. Kamgang, D. Tieudjo, and G. Sallet. A basic general model of vector-borne
diseases. Commun. Math. Biol. Neurosci., 2018, 2018.

[53] H. R. Thieme. Semiflows generated by Lipschitz perturbations of non-densely defined operators.
Differential Integral Equations, 3(6):1035–1066, 1990.

33



[54] H. R. Thieme. Analysis of age-structured population models with an additional structure. In Math-
ematical population dynamics (New Brunswick, NJ, 1989), volume 131 of Lecture Notes in Pure and
Appl. Math., pages 115–126. Dekker, New York, 1991.
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