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We define, compute and analyze the nonequilibrium differential optical conductivity of the one-
dimensional extended Hubbard model at half-filling after applying a pump pulse, using the time-
dependent density matrix renormalization group method. The melting of the Mott insulator is
accompanied by a suppression of the local magnetic moment and ensuing photogeneration of
doublon-holon pairs. The differential optical conductivity reveals (i) mid-gap states related to parity-
forbidden optical states, and (ii) strong renormalization and hybridization of the excitonic resonance
and the absorption band, yielding a Fano resonance. We offer evidence and interpret such a reso-
nance as a signature of nonequilibrium optical excitations resembling excitonic strings, (bi)excitons,
and unbound doublon-holon pairs, depending on the magnitude of the intersite Coulomb repulsion.
We discuss our results in the context of pump and probe spectroscopy experiments on organic Mott
insulators.

I. INTRODUCTION

Coherent phenomena and its time-domain response
in ultrafast timescales have been transformative in the
understanding of both equilibrium and nonequilibrium
electronic properties of quantum matter such as semi-
conductors, Mott insulators, and superconductors.1–6 In
Mott systems, decoherence of Mott-Hubbard excitons
was detected in the one-dimensional (1D) organic salt
ET-F2TCNQ by performing pump-probe spectroscopy,
where a THz oscillation in the reflectivity was interpreted
as the quantum interference between exciton and un-
bound doublon-holon pairs.2,4,7 Exciton recombination
in the same organic salt was also studied and the ensu-
ing photodynamics was associated to the coherent evolu-
tion of holon-doublon pairs.8 Resonant ultrafast reflectiv-
ity measurements on the same molecular compound have
shown the bleaching of the excitonic resonance and the
photostabilization of biexcitons.9 (See also Ref. 10–15).
Similarly, a photoinduced phase transition from charge
density wave to Mott insulating states was observed in
the 1D system [Pd(chxn)2Br]Br2 using femtosecond re-
flection spectroscopy.16 In this case, the nonequilibrium
phase transition is caused by changes in the intersite
Coulomb repulsion due to relaxation of Br atoms.

Understanding of such equilibrium and nonequilibrium
phenomena in Mott insulators using theoretical meth-
ods has also been undertaken. Optical excitations in the
1D extended Hubbard model, whose ground state is a
Mott insulator, can be due to the presence of excitons,
biexcitons, excitonic strings, and charge-density-wave
droplets.17–21 Related theoretical efforts have explored
the real-time dynamics of artificially created doublon-
holon pairs,22 the ultrafast dynamics of recombination
of doublon-holon pairs and excitons,23 the linear absorp-
tion using effective models24 in Mott insulators, the effect
of such optical excitations on Coulombic screening,25 and
the real-time dynamics of photoexcited electronic insta-
bilities26 and Hund excitons.27

Time-resolved analysis of optical excitations has led to

advances on both (i) the understanding of nonequilib-
rium physics and (ii) the development of methods to de-
scribe effects of correlations in the time domain. General-
izations of the optical conductivity, which is related to the
reflectivity measured in spectroscopy experiments, have
been introduced in the context of dynamical mean-field
theory.28 Other proposals aiming at mimicking the ex-
perimental setup of pump and probe experiments, resort
to exact diagonalization to obtain the time-resolved opti-
cal conductivity.29 We will show below that this method
actually computes the so-called differential optical con-
ductivity (9). This approach has been used to study the
photogeneration of mid-gap states30 and quench-induced
superconductivity31 in the 1D extended Hubbard model,
and the relaxation dynamics via optical spectroscopy in
the 1D Holstein model.32

In this work, we compute and analyze the time-domain
optical response of a 1D correlated electron system de-
scribed by the extended Hubbard model (1) undergoing a
pump pulse. Using time-dependent matrix product state
(MPS) techniques,33–39 we register the time evolution of
the ground state upon interaction with a light pulse. We
determine the differential optical conductivity following
Ref. 29 additionally taking into account the loss of sig-
nificance when using tensor-network methods.

We notice a suppression of the local magnetic moment
of the initial Mott insulating state indicating the pho-
toexcitation of ‘hot’ doublon-holon pairs which form both
bound and deconfined optical excitations. The main fea-
tures of the differential optical conductivity are: (i) the
appearance of mid-gap states related to parity-forbidden
states and (ii) the strong renormalization and hybridiza-
tion of the excitonic resonance and the absorption band.
We distinguish, depending on the value of the intersite
Coulomb repulsion, nonequilibrium optical excitations
resembling (bi)excitons, excitonic strings, and unbound
doublon-holon pairs. We also discuss the connections and
differences between our approach and those used previ-
ously in the literature, as well as details on the numerical
precision and use with tensor-network methods.
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II. HAMILTONIAN MODEL

We are interested in studying photoinduced optical
excitations in a nominal one-dimensional Mott insula-
tor after excitation with a pump light pulse. For this
purpose, we consider the one-dimensional half-filled ex-
tended Hubbard model. The Hamiltonian reads

H =− W

4

∑
j,s

(
c†jscj+1s + H.c.

)
+ U

∑
j

(
nj↑ −

1

2

)(
nj↓ −

1

2

)
+ V

∑
j

(nj − 1) (nj+1 − 1) .

(1)

W , U , and V are the bandwidth, local Hubbard re-
pulsion, and nearest-neighbor repulsion, respectively.

c†js(cjs) creates (annihilates) an electron at lattice site j

with spin projection s ∈ {↑, ↓} and obey canonical com-

mutation relations. njs = c†jscjs and nj = nj↑ + nj↓ are

number operators. Hamiltonian (1) exhibits nontrivial
optical excitations in equilibrium.17–21,40

The pump and probe light pulses that excite and probe
the electron system (1) are modeled as Gaussian en-
velopes with definite angular frequency ω, width τ , and
amplitude A. We will henceforth use subscripts “pmp”
and “prb” on those parameters to distinguish pump and
probe pulses, respectively. The form of the pulses is

A(t) = Ae−(t−tpeak)2/2τ2

cos[ω(t− tpeak)], (2)

at tpeak = tpmp, tprb the pulse has maximum strength.
The coupling between matter (electron system) and

light (pulses) is performed in the velocity gauge using

the transformation c†jscj+1s → eiA(t)c†jscj+1s, where A(t)
is the vector potential associated to the electric field of
the light pulse E(t) = −∂tA(t). This gauge transforma-
tion is also known as the Peierls substitution. With this
coupling we define the electric current operator as

J(t) =
δH

δA
= −iW

4

∑
j,s

(
eiA(t)c†jscj+1s −H.c.

)
. (3)

III. DIFFERENTIAL OPTICAL
CONDUCTIVITY

While the definition of the optical conductivity is well
established in equilibrium, a single standard nonequilib-
rium definition is not available.29,41–43 In this section, we
provide a unifying scheme that will allow us to define
the differential optical conductivity, using the functional
derivative from calculus of variations.44 Then we rederive
a useful formula to calculate it numerically.29

We consider a system far from equilibrium described
by a many-body wave function |Ψ(t)〉 at time t. How
the system was brought into this state is irrelevant in
the following discussion, and could be due to a quench,

a bias, or a pump pulse, for instance. In order to com-
pute the linear response to a perturbation, we apply a
weak electric pulse. The response of the system will be
a function of the probing time and, presumably, shape
and duration of the pulse.29 Analogously, the expecta-
tion value of the current (3) will be a function of t and E
so J(t, E, tprb) = 〈Ψ(t)|J(t)|Ψ(t)〉, where tprb is the time
at which the probe field is turned on. The corresponding
Fourier transforms are (see Appendix A for details)

E(ω, tprb) =

∫ ∞
tprb

dt eiωtE(t, tprb), (4)

J(ω,E, tprb) =

∫ ∞
tprb

dt eiωtJ(t, E, tprb). (5)

Arriving to the definition of the differential optical con-
ductivity requires the definition of the integrated current
functional J as

J (E) :=

∫ ∞
0

dω J(ω,E, tprb). (6)

To calculate the functional derivative of J (E) with re-
spect to E,44 we consider the variation δE := εEprb:∫ ∞

0

dω
δJ
δE

Eprb =

[
d

dε

∫ ∞
0

dω J(ω,E + εEprb, tprb)

]
ε=0

=

∫ ∞
0

dω
∂J

∂E
Eprb.

Comparing the first and last terms we obtain for the func-
tional derivative of J (E)

δJ
δE

=
∂J

∂E
. (7)

Note that we are not extremizing the functional J (E)
and, therefore, we do not demand that δJ /δE = 0.

On the other hand, we introduce the differential optical
conductivity σ(ω, tprb) by requiring that the functional
differential of J (E) with respect to a variation of the
electric field E yields:

δJ =

∫ ∞
0

dω σ(ω, tprb)Eprb. (8)

From these equations we obtain the explicit form of
the differential optical conductivity

σ(ω, tprb) =
δJ
δE

=
∂J

∂E
. (9)

This result agrees with Ohm’s law in the frequency do-
main J(ω) = σ(ω)E(ω) when there is a linear relation be-
tween the current and an electric field; σ(ω) is the optical
conductivity. This is the reason why we have dubbed the
equation above as the differential optical conductivity.45

The relation to linear response theory is discussed in Ap-
pendix B.
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Let us now focus on the numerical calculation of
σ(ω,∆t) in the context of a pump-probe experiment,
where there are pump (Epmp) and probe (Eprb) electric
fields acting on the system. It is convenient to introduce
a time delay ∆t = tprb − tpmp and rewrite (9) as

σ(ω,∆t) = lim
ε→0

J(ω, F + εEprb, tprb)− J(ω, F, tprb)

εEprb

=: lim
ε→0

σε(ω,∆t), (10)

where we have introduced the numerically useful finite
quotient σε(ω,∆t) of σ(ω,∆t). In this expression, F is
a field that could be due to a bias, for instance, while
J(ω, F, tprb) refers to the nonequilibrium current due to
Epmp but without applying Eprb. (In the following, we
set F = 0.) The definition of the differential optical
conductivity in terms of σε(ω,∆t) will allow us to nu-
merically compute it by systematically varying ε.

The optical conductivity at equilibrium σeq(ω) can be
obtained by setting Epmp = 0 such that

σeq(ω) = lim
ε→0

J(ω, εEprb)

εEprb
=: lim

ε→0
σeq
ε (ω). (11)

In the equilibrium scenario there is no time delay vari-
able and hence the optical conductivity only depends on
frequency and on the probe field. Of course, in the limit
ε→ 0, σeq should not depend on the specific form of Eprb.
Lastly, note that the equilibrium optical conductivity can
also be obtained from a pump and probe calculation as

σeq(ω) = lim
∆t→−∞

σ(ω,∆t). (12)

This calculation is of course numerically more demand-
ing, but it serves as a benchmark for the validity of the
implementation of the computation of (9) as σε(ω,∆t).

IV. NUMERICAL METHOD FOR σ(ω,∆t)

We now discuss the procedure to calculate the differen-
tial optical conductivity following Ref. 29. The first step
is to calculate σeq

ε (ω). In addition to providing infor-
mation about optical excitations, it also establishes the
range of values of ε such that εEprb(ω) can be consid-
ered a perturbation. That is, an electric field that does
not perturb significantly σeq

ε (ω). The value of ε must so
be chosen such that there is a balance between εEprb(ω)
being an actual probe field while avoiding loss of signifi-
cance as much as possible.

Once the appropriate value of ε has been set, we can
proceed to the calculation of σ(ω,∆t). Let us suppose
that we desire to compute σ(ω,∆t) in the time delay
range ∆t ∈ [0, tmax]. We can discretize the interval in N
different bins with an effective time-delay step tmax/N .
Notice that we have the freedom to discretize such an
interval into any number of points without impacting the
accuracy of the calculation of (9).

To calculate σ(ω,∆t), we use of the difference quo-
tient σε(ω,∆t). For a given value of the pump and probe
fields and the time delay ∆t, we need to compute the cur-
rents (1) J(ω,Epmp + εEprb) and (2) J(ω,Epmp). This
means that two different time-dependent density matrix
renormalization group (DMRG) runs must be performed.
However, one only needs one run to calculate J(ω,Epmp)
for several values of Eprb(ω). Therefore, we need a lin-
ear number, N + 1, of different time-dependent runs to
obtain σε(ω,∆t) in the discretized domain [0, tmax].

Let us estimate the time complexity of the whole algo-
rithm. We assume a system of size L with open bound-
ary conditions, whose many-body wave function is repre-
sented by an MPS of bond dimension χ. The discretized
time domain consists of N bins. Hence, the runtime to
compute σε(ω,∆t) in the domain ∆t ∈ [0, tmax] will re-
quire O[(N + 2)Lχ3tDMRG] running time, where tDMRG

is the maximum time for a DMRG run. The additional
simulation corresponds to the calculation of σeq

ε (ω). The
DMRG simulation time must satisfy tDMRG � tmax such
that Fourier transforms can reliably be performed, see
Appendix A. Notice, additionally, that the time-delay
step need not be uniformly distributed in the range
[0, tmax]. The time-dependent DMRG runs are indepen-
dent from each other so the computation of σε(ω,∆t) can
be embarrassingly parallelized.

Loss of significance in σ(ω,∆t)

Loss of significance, in numerical differentiation, oc-
curs when subtracting two nearly equal floating-point
numbers. This is always an important issue when ap-
proximating derivatives by finite quotients. In principle,
we want ε as small as possible in numerical calculations.
However, loss of significance introduces wild numerical
fluctuations in the numerator of σε(ω,∆t). This is due
to the loss of significant digits well beyond the accuracy
of the numerical method used to obtain J(ω,E(ω)).

Whether σε(ω,∆t) is calculated using numerically ex-
act methods, such as Lanczos, or using quasiexact meth-
ods, such as tensor networks, has a great impact on the
results. In Lanczos, choosing ε at the limit of single preci-
sion (ε ∼ 10−7) poses no problem since the error in these
calculations is much smaller, close to machine precision,
even when performing real-time evolution.

The situation is entirely different for tensor network
methods. For instance, in time-dependent DMRG calcu-
lations, the truncation error is typically ∼ 10−8 − 10−5

for sufficiently long times; expectation values have errors
larger than the truncation error. The algorithm can then
be conceived as a machine that outputs single-precision
numbers so we can expect loss of significance when cal-
culating the difference J(Epmp + εEprb) − J(Epmp) to
quickly develop if ε is small enough.

Ideally, we would like to increase the bond dimension
in order to improve the accuracy of DMRG’s expectation
values. Most of the time, however, this is not possible
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due to constraints in resources and time. We can work
around having a finite bond dimension and avoid loss
of significance by choosing ‘large’ values of ε. This has
the effect of enhancing the response of the system to the
probe field and concomitantly the accuracy of the expec-
tation values computed. On the other hand, we need to
choose a value of ε small enough such that the probe field
is still a perturbation and does not alter the expectation
values. The interplay between these two facts is the key
to obtain reliable numerical estimates of σ(ω,∆t).

V. NUMERICAL RESULTS

The results presented in this section are for the half-
filled Hamiltonian (1) with open boundary conditions.
We employ time-dependent DMRG,33–39 which gives an
MPS approximation to |Ψ(t)〉. Hamiltonian (1) is time
dependent via the vector potential (2) and the evolution
operator was approximated with a third-order Suzuki-
Trotter expansion with time step 0.02. We set |Ψ(t = 0)〉
to be the ground state of (1) with A = 0 in (2), which
is obtained with ground-state DMRG. The calculations
have been performed for system sizes up to L = 48 sites,
maximum bond dimension χ = 600, up to times 90 and
for parameters W = 4 (setting energy units), U = 10,
varying V = 1.5, 3, and 4.5. The values of the probe
field are Aprb = 0.05, τprb = 0.06, ωprb = 10, though
similar results have been achieved with other values. For
the pump field Apmp = 0.3, τpmp = 0.5, tpmp = 2. ωpmp

was set to excite resonantly the lowest-energy equilibrium
optical excitation according to the value of V and tprb

was chosen according to the values of ∆t of interest. We
observed that the truncation error always lies in the range
[10−8, 10−4], for the values of V , ∆t, pump field, and
largest values of L studied. For more details we refer the
reader to Refs. 22, 26, and 31.

A. Local magnetic moment

Figure 1 shows the time dependence of the local mag-
netic moment 〈S2〉 = 1

L

∑
j〈Ψ(t)|S2

j |Ψ(t)〉 during and af-
ter the pump pulse is applied to the initial Mott insulat-
ing ground state. First, we notice that in equilibrium (at
time t = 0), 〈S2〉 diminishes with increasing V . Indeed,
compared to the Hubbard-U term in (1), the term V en-
ergetically favors double occupancy, hence lowering the
effective magnetic moment. The relation between double
occupancy nj↑nj↓ and S2

j at site j is

S2
j =

3

2

(
1

2
nj − nj↑nj↓

)
> 0; (13)

therefore, an increase in the double occupancy implies a
reduction of the local magnetic moment.

The quantity 〈S2〉 indicates a partial melting of the
magnetic moment associated to the equilibrium Mott in-
sulating ground state, see Fig. 1. The melting of 〈S2〉 is

0 10 20 30 40 50 60 70 80

time t

0.55

0.60

0.65

0.70

0.75

〈S
2
〉

V = 1.5

V = 3

V = 4.5

FIG. 1. Local magnetic moment 〈S2〉 as a function of time t,
for several values of the nearest-neighbor Coulomb interaction
V . The span of the pump pulse lies in the range t ∈ [0, 4] with
maximum value at time tpeak = 2. A partial melting of the
magnetic moment is observed for all values of V .

accompanied by a reduction of antiferromagnetic corre-
lations (not shown),46,47 and it is more pronounced when
the pump pulse is being applied t ∈ [0, 4]. We observe
an overall similar trend for different values of V , where
the action of the resonant pump pulse reduces the mag-
netic moment by up to 7 % in the long-time regime. The
period of the oscillations in 〈S2〉, for different V , cannot
be related to any energy scale. The reduction of the lo-
cal magnetic moment implies a proliferation of doublons
and holons. The transfer of energy from the pump pulse
to the system makes high-energy states available during
its time evolution. Such states typically contain a larger
number of doublon-holon pairs compared to the ground
state. Indeed, doublon-holon pairs are the excitations
that drive the response observed in the time-resolved op-
tical conductivity, as we will see below.

B. Differential optical conductivity

The real part of the differential optical conductivity
σε(ω,∆t) is shown in Fig. 2 for different values of the
pump-probe time delay ∆t. This quantity is calculated
as the numerical version (10) of the differential optical
conductivity (9). The differential optical conductivity is
defined as the variation of the current due to a pump
pulse in the presence of a probe pulse. As discussed in
Sec. III and other places,29–31 such definition of the opti-
cal conductivity allows to make a direct connection with
pump and probe spectroscopy experiments.7,11,12,15

The results for σε(ω,∆t) are plotted for three differ-
ent values of the nearest-neighbor interaction, namely,
V = 1.5, 3, and 4.5, in Fig. 2 (top to bottom). The
equilibrium optical conductivity σeq

ε (ω) is marked as the
time delay ∆t = −∞. For V = 1.5, a well-defined absorp-
tion band can be distinguished in the energy range ω ∈
[U −W,U +W ] in agreement with previous work.18–21,40

The spectral weight within such an interval is related
to optical excitations composed of unbound doublon-
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2.0
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∆t

FIG. 2. Real part of the differential optical conductivity
σε(ω,∆t) as a function of energy ω and pump-probe time
delay ∆t, for V = 1.5, 3, and 4.5 (from top to bottom). The
time delay ∆t = −∞ corresponds to the equilibrium optical
conductivity σeq

ε (ω). A convolution with a Gaussian window
function was performed, see Appendix A.

holon pairs. For V = 3 and 4.5, we observe a well-
defined peak with some spectral weight to the immediate
right of it. The peak corresponds to bound optical ex-
citations: (bi)excitons for V = 3 and excitonic strings
for V = 4.5.18–21 The spectral weight spanning to the
right of the excitonic peak corresponds to the doublon-

holon absorption band; this would be the analog of the
well-defined absorption band for V = 1.5. The optical
gap is defined by the excitonic peak when V > W/2
and by the low-energy edge of the absorption band for
V < W/2.19–21 The results for the σeq

ε (ω) show that cer-
tainly the ground state corresponds to an insulator since
there is no spectral weight at ω = 0 for all values of V .

Let us now focus on the differential optical conductiv-
ity, shown in Fig. 2. For V < W/2, for all the reported
time delays ∆t, we notice the rapid formation of an ab-
sorption band that somehow resembles that of equilib-
rium, albeit with a slight redistribution of its spectral
weight. The sharp response of the electron system is a
resonant effect of the pump pulse, which is tuned to the
frequency of maximum spectral weight in the equilibrium
absorption band, ωpmp ∼ 7.25. We will see below that
this photoinduced absorption band is related to ‘hot’ un-
bound doublon-holon quasiparticles (see Fig. 3).

At energies below the optical gap and as ∆t increases,
we observe the progressive formation of mid-gap states
due to the transfer of optical spectral weight of the ab-
sorption band towards the low-ω region, see Fig. 2. The
signatures of photogenerated mid-gap states are reduced
if the pump pulse is not resonant with the equilibrium
absorption band (not shown). As discussed before,29,30

the mid-gap states are related to optically dark states
now accessible due to the coupling of the system with
the pump pulse. Indeed, the wave function |Ψ(t)〉 allows
to access optical states with forbidden parity; such dark
states are manifested as mid-gap states.

We now turn to the differential optical conductivity
for V > W/2. At small time delays ∆t ∼ 0, we observe
a fast photoexcitation of the excitonic peak and a grad-
ual photogeneration of mid-gap states. As in the case
V < W/2, the fast response is due to the resonant tuning
of the pump pulse to the excitonic peak. At large time
delays ∆t � 1, there is a robust mid-gap state and the
accumulation of spectral weight around the excitonic res-
onance energy. Note, however, that this resonance now
has a particular asymmetric shape (more pronounced for
V = 4.5). At intermediate time delays ∆t & 1 we see
a tendency towards a photometallic state, noticed as an
accrual of spectral weight for ω → 0+, that disappears
at later time delays.

During the time evolution of the excitonic resonance,
dips or negative spectral weight develop. Such features
can be understood as the result of quantum interference
between the excitonic resonance and the absorption band
that lies right above it. A minimal effective model that
captures the essential physics is the Fano Hamiltonian:48

H̃ = EX |X〉〈X|+
∑
k

εk|k〉〈k|+
∑
k

(
Vk(t)|X〉〈k|+ H.c.

)
,

(14)
where |X〉 and |k〉 represent the excitonic state and the
unbound doublon-holon quasiparticles that compose the
absorption band, respectively. EX and εk correspond to
the energies of the exciton and the absorption band. Vk
is the hybridization between the excitonic resonance and
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FIG. 3. Connected doublon-holon correlation Cdh(r, t) as a function of distance r and time t for the same values of V shown
in Fig. 2 (notice the logarithmic scale). From left to right: V = 1.5, 3, and 4.5. See text for further details.

the absorption band. Based on Fig. 2, we observe that
neither the excitonic resonance nor the absorption band
change significantly their energy, we therefore attribute
the time dependence to the hybridization coupling Vk.49

With Hamiltonian (14) we can unfold the features ob-
served in σε(ω,∆t). Namely, the dip/negative spectral
weight for small ∆t and the asymmetric absorption band
at large ∆t. Those two features are part of the same phe-
nomenon: a light-induced Fano resonance. The asym-
metric absorption profile seen around the excitonic en-
ergy for ∆t� 1 is a characteristic signature of the Fano
resonance.48 We will see below that the resulting asym-
metric absorption band indeed corresponds to a nonequi-
librium version of (bi)excitons and excitonic strings seen
at equilibrium.20,21

We notice that our results have direct connection with
time-resolved THz spectroscopy experiments on the or-
ganic salt ET-F2TCNQ, where quantum interference be-
tween excitons and absorption-band states have given rise
the nonequilibrium optical excitations and photometal-
lization.7–9,11,12

C. Doublon-holon correlations

In order to shed light on the nature of the spec-
tral peaks detected in σε(ω,∆t), we calculate the time-
dependent connected doublon-holon correlation function
at distance r = m− j > 0 and time t

Cdh(r, t) = 〈djhm + hjdm〉 − 〈dj〉〈hm〉 − 〈hj〉〈dm〉. (15)

The expectation value is taken over |Ψ(t)〉, dj = nj↑nj↓
and hj = (1−nj↑)(1−nj↓) are the double-occupancy and
the hole number operators at lattice site j. The correlator
Cdh(r, t) is a useful expectation value in the study of
optical excitations generated by the current operator (3).

Results for the connected doublon-holon correlation
function are shown in Fig. 3 and varying V . The fea-
tures shared by Cdh(r, t) for all values of V shown are
(i) at short times, there is a ballistic build up of corre-
lations from short to large distances r; and (ii) at short

distances and long times, a quasi-steady correlation pat-
tern is present. This pattern is related to the excitations
seen in σε(ω,∆t) at the excitonic resonances.

Let us now discuss the nature of the optical excita-
tions and their dependence on V . For V < W/2, the
correlation Cdh(r, t) shows that the doublon and holons
are practically uncorrelated at all distances. This implies
that there is no particular tendency of the system to de-
velop bound optical excitations composed of tightly cou-
pled doublon-holon pairs. Consequently, no resonances
are expected to appear in σε(ω,∆t).

The situation is radically different for V > W/2, where
distinct and diverse correlation patterns emerge. In par-
ticular, for V = 3, a clear tendency towards the pattern
doublon-holon-doublon-holon is observed. This partic-
ular excitation corresponds to a (bi)exciton20,21 and is
the main driver of the optical excitations of the elec-
tron system after interacting with the pump pulse seen
in σε(ω,∆t). If we now consider the case V = 4.5, the
correlation pattern exhibited by Cdh(r, t) is a ‘repeated’
doublon-holon pattern and is much more structured and
spans over larger distances than the V = 3 case. These
optical excitations are excitonic strings,21 which in this
case are composed of approximately four tightly bound
doublon-holon pairs.

In addition to the short distance patterns registered in
Cdh(r, t), at large distances we notice that the correlation
is not zero, although it certainly decays while oscillating
between positive and negative values. This residual large-
distance correlations are not present in the equilibrium
optical excitations.

D. Optical excitations size

We can further characterize the photoexcitations de-
tected in σε(ω,∆t) with the average doublon-holon dis-
tance ξdh, which is defined as the following weighted av-
erage of doublon-holon correlations:20,21

ξdh(t) =

∑
r |r|Cdh(r, t)∑
r Cdh(r, t)

=:
L

2
ξ̂dh, (16)
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FIG. 4. Dimensionless average doublon-holon excitation size
ξ̂dh as a function of time t for the values of V shown in Figs. 2
and 3. Values of ξ̂dh � 1 indicate a tendency to form a bound
excitation (V = 3, 4.5). Values of ξ̂dh . 1 mark a tendency
towards an unbound excitation (V = 1.5).

where the sum goes from r = 1 to L− 1. If the doublon-
holon excitation tends to be bound, ξdh � L/2; on the
other hand, if the tendency is opposite the doublon-holon
pair is not bound and ξdh ∼ L/2. We introduce the di-

mensionless average doublon-holon distance ξ̂dh = 2
Lξdh;

hence, for bound doublon-holon pairs ξ̂dh � 1 and for

unbound doublon-holon pairs ξ̂dh . 1. Notice that the
connected correlation function Cdh(r, t) decays to zero in
equilibrium t = 0 as r →∞, therefore, providing a good
measure for the calculation of the size of the excitations.

Figure 4 displays the dimensionless average doublon-

holon distance ξ̂dh(t) for values of V discussed in Figs. 1-
3. We notice that for V < W/2, the long-time average
distance between doublon and holon fluctuates around
ξ̂dh ≈ 0.7 . 1. We interpret this result as an indica-
tion that the correlation pattern observed in Cdh(r, t)
describes holons and doublons behaving as independent
excitations, since ξdh . L/2. In contrast, for V > W/2,
the doublon and holon are much more confined since
ξ̂dh ≈ 0.25 � 1, and ξdh � L/2. In this case, this re-
sult is indicative that the correlation pattern developed
in Cdh(r, t) correspond to bound optical excitations.

VI. CONCLUSIONS

We have examined the nonequilibrium optical response
of a 1D Mott insulator to a pump pulse, in the par-
ticular context of the extended Hubbard model. We
have derived an expression for the differential optical
conductivity, which is related to the time-resolved op-
tical conductivity: a key quantity in pump and probe
spectroscopy experiments. We have computed it us-
ing a numerical prescription proposed in Ref. 29 and
time-dependent DMRG. We detect a reduction of the lo-
cal magnetic moment and concurrent photoexcitation of
doublons and holons. The differential optical conductiv-
ity exhibits two main features: (i) photogeneration of
mid-gap spectral weight associated to parity-forbidden

optical states, and (ii) melting of the excitonic peak and
emergence of a Fano optical resonance due to quantum
interference of excitons and absorption band. The result-
ing nonequilibrium optical excitations are renormalized
excitonic strings, (bi)excitons, or unbound doublon-holon
pairs, upon decreasing of intersite Coulomb repulsion.
Our results have direct relevance to pump and probe
spectroscopy experiments in the THz domain performed
on organic salts such as ET-F2TCNQ, where quantum in-
terference between excitons and absorption-band states
have given rise the nonequilibrium optical excitations and
photometallization.
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Appendix A: Fourier transform and window
functions

Given a signal f(t), its Fourier transform is defined as

f(ω) =

∫ +∞

−∞
dt eiωtW (t− t0)f(t), (A1)

where we have introduced the filter or window function
W (t− t0). Useful window functions are

W (t− t0) =


exp[−(t− t0)2/2w2] Gauss

exp(−η|t− t0|) Poisson

cos2[π(t− t0)/c] Hann

, (A2)

where η, w, and c are selected depending on the strength
and robustness of the signal f(t) at long times. For all
practical purposes, all the simulations have a finite sim-
ulation time tDMRG so that the Fourier transform (A1)
is performed in the interval t ∈ [0, tDMRG] instead.

The time t0 is the center of the window function. In
time-resolved spectroscopy this will account for the time
at which maximum amplitude of the electric field Epmp(t)
is reached. Before and after the peak of Epmp(t) the cur-
rent is not very much disturbed by it. The largest change
to the current occurs around t0 = tpmp so we centered the
window function around it. The physical intuition behind
using window functions is that W (t − t0) will partially
account for decay and dephasing processes like electron-
phonon and inelastic electron-electron interactions.

In our calculations we have found similar results for dif-
ferent window functions. The chosen value for the win-
dow width, w = 18τpmp, offers a fair tradeoff between
a weighted time average with high frequency resolution,
while controlling the appearance of spurious poles, and
a low impact of DMRG’s truncation error at long times
due to a finite-bond dimension MPS.
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Appendix B: Relation to linear response theory

We derive a correspondence between the differential optical conductivity (9) and a nonequilibrium form of the
optical conductivity obtained from linear response theory. In the following, we neglect the diamagnetic term of the
current operator to simplify the algebra.

We start from the equilibrium, linear-response expression of the current operator to an external perturbation (we
use a hat to distinguish operators from expectation values)

J(t) = J0 + i

∫ t

t0

ds 〈Ψ(0)|[V̂ (s), Ĵ(t)]|Ψ(0)〉+O(V 2). (B1)

This expression assumes that we start with a many-body Hamiltonian Ĥ and the perturbation V̂ (t) is switched on

for t > t0. Ĵ(t) is the current operator, and J(t) and J0 are its expectation values taken over |Ψ(t)〉 and |Ψ(0)〉, for
the perturbed and unperturbed cases, respectively.

Now, we generalize that expression to a non-equilibrium pump-probe scenario, using the following protocol. First,
the perturbation is due to the probe, such that V̂ (t) = −Ĵ(t)A(t), where A(t) = Aprb(t) is the probe pulse and
t0 = tprb is the time at which we probe the system with an electric field E(t) = −∂tA(t). (We drop the ‘prb’ label
for simplicity and reintroduce it in the final result.) Second, evolve the ground state, |Ψ(t = −∞)〉, up to time t0:

|Ψ(t0)〉 = T exp(−i
∫ t0
−∞ Ĥ(τ)dτ) |Ψ(t = −∞)〉, where Ĥ(t) includes the pump pulse Apmp(t), but not the probe field.

Finally, at time t0, the probe field is switched on. The resulting non-equilibrium, linear response of the system can
be written as

J(t, t0) = J0(t)− i
∫ t

−∞
ds 〈Ψ(t0)|[Ĵ(s), Ĵ(t)]|Ψ(t0)〉A(s) +O(A2), (B2)

where, to further simplify the expressions, we have introduced the shorthand notation J(t, t0)← J(t, E, t0), J0(t)←
J(t, E, 0). The expectation value J(t, E, t0) was defined at the beginning of Sec. III. Fourier transforming J(t, t0),
J0(t), A(s), and performing the change of variables s← t− s we obtain

J(ω, t0) = J0(ω)− i
∫ ∞

0

ds 〈Ψ(t0)|[Ĵ(t− s), Ĵ(t)]|Ψ(t0)〉 eiωsA(ω) +O(A2). (B3)

Using the fact that Ĵ(t) is written in the interaction representation, Ĵ(t) = eiĤtĴe−iĤt, and that in frequency
domain the electric field and the vector potential satisfy E(ω) = iωA(ω), we can further simplify to

J(ω, t0) = J0(ω) +
1

ω

∫ ∞
0

ds eiωs 〈Ψ(t0)|[Ĵ(s), Ĵ(0)]|Ψ(t0)〉E(ω), (B4)

=: J0(ω) + σ(ω, t0)E(ω), (B5)

where we have implicitly introduced the non-equilibrium optical conductivity σ(ω, t0) and dropped any nonlinear
contributions to J(ω, t0). The definition σ(ω, t0) is a non-equilibrium generalization of the familiar expression obtained
from the Kubo formula.29,41

Starting from the above linear-response expression out of equilibrium, replacing the shorthand notation introduced
before: J(ω,E, t0)← J(ω, t0), J(ω,E, 0)← J0(ω), and reintroducing the label ‘prb,’ the resulting expression for the
expectation value of the current operator reads

J(ω,E, tprb) = J(ω,E, 0) + σ(ω, tprb)Eprb(ω). (B6)

Integrating with respect to ω ∈ [0,∞), for fixed E and tprb, and introducing the integrated current functional J (E) (6),
we find that

J (E) = J0(E) +

∫ ∞
0

dω σ(ω, tprb)Eprb(ω). (B7)

The functional differential of J is defined as δJ := J (E)− J0(E), such that the resulting expression is the same as
Eq. (8), derived in Sec. III. From this result, we can reach the definition of the differential optical conductivity (9),
using the construction outlined in Sec. III.

We, therefore, have shown that starting from a non-equilibrium linear response theory it is possible to obtain
the definition of the differential optical conductivity (9), using the concept of functional derivative from calculus of
variations.44
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