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For the technologically relevant spin Hall effect most theoretical approaches rely on the evaluation
of the spin-conductivity tensor. In contrast, for most experimental configurations the generation of
spin accumulation at interfaces and surfaces is the relevant quantity. Here, we directly calculate
the accumulation of spins due to the spin Hall effect at the surface of a thin metallic layer, making
quantitative predictions for different materials. Two distinct limits are considered, both relying on
a fully relativistic Korringa-Kohn-Rostoker density functional theory method. In the semiclassical
approach, we use the Boltzmann transport formalism and compare it directly to a fully quantum
mechanical non-equilibrium Keldysh formalism. Restricting the calculations to the spin Hall in-
duced, odd in spatial inversion, contribution in the limit of the relaxation time approximation we
find good agreement between both methods, where deviations can be attributed to the complexity
of Fermi surfaces. Finally, we compare our results to experimental values of the spin accumulation
at surfaces as well as the Hall angle and find good agreement for the trend across the considered
elements.

I. INTRODUCTION

The spin Hall effect was first proposed in 1971 by
Dyakonov and Perel.1 Only after Hirsch2 re-established
the concept in 1999, it was experimentally observed di-
rectly in semiconductors by Kato et al.3 and Wunderlich
et al.4. The spin Hall effect enables the generation of spin
current in non-magnetic materials by passing an electric
current through a system opening the route to various
applications in spintronics.5–12 Importantly, the inverse
effect, generating a charge current from a spin current,
or in fact a spin accumulation, gives a tool to detect spin
currents electronically.13–15

The origin of the effect is commonly divided into two
contributions, the intrinsic16–19 and the extrinsic mecha-
nism. While the first derives from the intrinsic spin-orbit
coupling of the pure material, the latter is mediated via
spin-orbit coupling at an impurity site. For the extrinsic
process, the skew or Mott scattering dominates in the
dilute limit20,21 and the side jump22 scales similarly to
the intrinsic mechanism with the sample resistivity.
Approaching the spin Hall effect theoretically is typi-
cally split into semiclassical or fully quantum mechan-
ical approaches. In case of the semiclassical theory, the
intrinsic mechanism is recast in terms of the Berry curva-
ture18,23,24 and the extrinsic, almost exclusively the skew
scattering mechanism, is considered via a Boltzmann
equation incorporating the vertex corrections (scattering-
in term)25–27. On the other hand, the Kubo or Kubo-

Streda (Kubo-Bastin) formalism has been used to con-
sider the intrinsic mechanism28,29 or in combination with
the coherent potential approximation the extrinsic mech-
anisms were included on equal footing.30 However, all
approaches have in common that they almost exclusively
calculate the spin Hall conductivity in a periodic crys-
tal31–33, giving no direct access to the spin accumulation
at surfaces or interfaces. In contrast, most experimental
configurations will rely on the accumulation at interfaces
and surfaces exploiting spin diffusion equations in order
to extract the spin Hall conductivity.3,34,35 However, the
induced spin accumulation has attracted renewed inter-
est as the technologically relevant spin-orbit torque often
relies on spin accumulation at, as well as spin currents
trough, normal metal ferromagnet interfaces.36–40 Exper-
imentally, it is incredibly difficult to distinguish the var-
ious contributions rendering it a challenge to optimize
spin-orbit materials and the corresponding bilayer sys-
tems.41,42

In this work, we directly calculate the spin accumula-
tion induced at the surfaces of metallic thin films when
a charge current is passed through the sample. We fo-
cus on the contributions with the same symmetry as the
spin Hall effect namely the spin accumulation which is
odd under spatial inversion36–38, showing equal and op-
posite spin accumulations at the two surfaces of the thin
metallic film. This will allow us to make contact with ex-
perimental observations and theoretical predictions of the
spin Hall effect in more realistic geometries. The system
is shown in Fig. 1 (a), where a charge current is driven
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Figure 1. (a) Schematic drawing of the slab systems for the
Keldysh formalism. The atomic index counts the atoms along
the y direction. (b) Actual unit cell for fcc Pt. For the
Keldysh formalism the box indicates the supercell.
For the Boltzmann formalism the vacuum is extended into the
semi-infinite half spaces on both sides of the slab (not shown).

in z direction, the spin is pointing along x and the accu-
mulation is calculated in y direction perpendicular to the
plane of the thin film. As the atomic configuration is pre-
serving inversion symmetry and we focus on the contribu-
tions from the clean system, it is the Fermi surface driven
and odd under spatial inversions contribution36,37, which
is linear in the applied longitudinal current for which we
make quantitative predictions in a series of metallic sys-
tems. On one hand, we go beyond the semiclassical ap-
proach38 previously applied to bi-layer systems using a
fully quantum mechanical Keldysh formalism based on
non-equilibrium Green’s functions. On the other hand,
we apply this formalism to real materials in a fully ab
initio density functional (DFT) frame work going a step
further than earlier work of the spin accumulation in non-
equilibrium description which were restricted to a model
Hamiltonian.43,44 To validate our method, we compare
it to a semiclassical approach relying on the Boltzmann
formalism.

After a brief introduction of both methods we will
present exemplary results and compare the induced spin
accumulation to experimental findings. Furthermore, we
will analyse the common trends across the elements with
respect to the charge to spin current conversion efficiency.

II. THEORY

The electronic structure is calculated via a fully rel-
ativistic Korringa-Kohn-Rostoker (KKR) density func-
tional theory method45. Both band structure methods,
for the semiclassical approach46,47 and the Keldysh for-
malism48–50, have been introduced earlier. Here, we only
highlight the adjustments and relevant expressions used
to express the steady-state magnetization density.

A. Keldysh formalism

For the Keldysh formalism the system is divided into
three parts, Left (L), Center (C) and Right (R) region.
The left and right parts work as semi infinite leads. The
leads are considered to be in an equilibrium state. Their
influence to the center region is accounted for by the cor-
responding self energies ΣL/R. The Fermi levels EF are
the same, if they are of the same material. When ap-
plying a bias voltage, the levels of the chemical potential
change to η>/< = EF ± e∆ϕ

2 accordingly. In the range of
[η<, η>] the fully relativistic electron density and magne-
tization density is calculated as45

ρ(~r) =
1

2π

∫ η>

η<

〈~r|Tr
[
G(E)Γ(E)G†(E)

]
|~r〉 dE ,

(1)

m(i)(~r) =
µB
2π

∫ η>

η<

〈~r|Tr
[
βςiG(E)Γ(E)G†(E)

]
|~r〉 dE ,

(2)

respectively. Here, G(E) is the Green’s function of the
center area, and Γ = i(Σ(E) − Σ†(E)) the broadening
function, where Σ(E) = ΣL(E) + ΣR(E),

β =

(
I2 0
0 −I2

)
, ςi =

(
σi 0
0 σi

)
,

I2 is the 2 × 2 unity matrix, and σi are the Pauli spin
matrices with i ∈ {x, y, z}. In the so-called one-shot
calculations only the magnetization at the Fermi level is
considered for vanishing bias voltage, that is

mi(~r) =
µB
2π

Tr[βςiG(EF)Γ(EF)G†(EF)]e∆ϕ .

Finally, the magnetic moment due to spin accumulation
ax(µ) is evaluated by integrating mx(~r) over the volume
Vµ of the atomic sphere at atomic index µ:

ax(µ) =

∫

Vµ

mx(~r) dV. (3)

The current density is calculated via the Landauer-
Büttiker formula in the case of a vanishing bias voltage51

jz =
e2

A~
T (EF)∆ϕ (4)

assuming the transmission T (E) = Tr[ΓLGΓRG
†] is

nearly constant in the range of ∆E = e∆ϕ. Here, A
is the area of the super cell in x and y direction.

B. Boltzmann formalism

Within the Boltzmann formalism the spin accumula-
tion is expressed as Fermi surface integral38. For 2D sys-
tems the spin accumulation is expressed as52

~a = χ
µ
· ~E = −eµB

~
V

d(2π)2

∫

EF

dl

|~v~k|
(
~s~k(µ) ◦ τ~k~v~k

)
· ~E ,

(5)
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where V is the volume of the cell, d the thickness of the

film, v~k the group velocity at ~k, ~s~k the expectation value

of the spin operator, and ~E the applied electric field.
Because of degenerate states, the spin operator exhibits
off-diagonal elements. A gauge transformation is applied,
such that these off-diagonal elements vanish. The current
density is given by

~j = σ · ~E = −e
2

~
1

d(2π)2

∫

EF

dl

|~v~k|
(
~v~k ◦ τ~k~v~k

)
· ~E . (6)

Importantly both scale linearly with the relaxation time.

In the chosen geometry ~j = j~ez and ~E = Ez~ez, and
by using the relaxation time approximation τ~k = τ , the
relevant expressions can be simplified as

ax(µ) = χxzEz =
e

~
µBV τEz
d(2π)2

∫

EF

dl

|~v~k|
sx,~k(µ)vz,~k (7)

and

jz =
e2

~
τEz
d(2π)2

∫

EF

vz,~kvz,~k
|~v~k|

dl =
e2

~
τEz
d(2π)2

〈v2
z〉. (8)

This manoeuvre will allow us to remove the direct de-
pendence of the spin accumulation on the relaxation time
τEz replacing it with the current density

ax(µ)

µB
=
jz
e

V

〈v2
z〉

∫

EF

dl

|~v~k|
sx,~k(µ)vz,~k . (9)

Thus the spin accumulation will scale linearly with the
current density which in turn can be calculated within the
Keldysh formalism. This will allow for direct mapping
between the two methods.

C. Computational details

Slight differences in the two implementations lead to
differences in the geometrical construction. For the
Keldysh formalism the starting point are self-consistently
calculated equilibrium potentials, which are obtained in a
super cell approach including atomic spheres and vacuum
spheres to form the thin film geometry. For the trans-
port calculations, the super cell is connected to semi-
infinite leads from the left and right side along the trans-
port direction (z-direction). The corresponding cells are
schematically shown in Fig. 1. In the following, a one-
step non-equilibrium Keldysh formalism at the Fermi en-
ergy is used to find the steady-state densities from these
potentials. The applied voltage is chosen reasonably
small at ∆ϕ = 10−4 Ry/e, in order to agree with the
approximation of vanishing applied electric field in the
linear response regime as assumed in the Boltzmann ap-
proach. The transmission function as well as the magne-
tization density does not change significantly in the small
bias window.

For the Boltzmann formalism the construction is based
on a slab calculation with semi-infinite vacuum attached

perpendicular to the film. After obtaining the self-
consistent potentials, the Fermi surface parameters such

as the ~k-resolved band velocities and spin expectation
values are calculated to find the spin accumulation ac-
cording to Eq. (9). Given the linear scaling of the spin
accumulation with the current density in the Boltzmann
formalism we insert the current density found within the
Keldysh approach to facilitate direct comparison.

As a note of caution we would like to highlight the
differences between the two approaches with respect to
the origin of charge resistivities. Within the Landauer-
Büttiker approach the finite conductance stems from a
contact resistance at the interfaces of the leads. This
contact resistance is also often referred to as Sharvin re-
sistance53. Naturally, it does not depend on the length
of the transport system but only on the number of avail-
able transport channels. In contrast, for the Boltzmann
approach the contact resistance is ignored and the whole
resistance originates from scattering in the volume. In
our comparison we adjust j such that it fits the Sharvin
resistance of the Landauer-Büttiker approach. As such
the mechanism for the finite currents is different in both
approaches, however the resulting current density itself is
the same, driving the spin accumulation at the surfaces.

Here, we considered cubic systems (fcc and bcc). As
we apply a bias in z direction, the only relevant element
of the spin accumulation is ax(µ) and for convenience we
are going to omit the index x in the following. The axes
of the coordinate systems are aligned parallel to the 〈100〉
axes of the crystals.

III. RESULTS AND DISCUSSION

The resulting spin accumulation a(µ) as a function of
the atomic position index µ is exemplary shown in Fig. 2
for the (a) fcc (Cu, Pt) and (b) bcc (Ta and U) systems
comparing the Keldysh (K) and Boltzmann (B) formal-
ism, respectively. The position index is chosen such that
the central atom of the film is labelled as 0.

The general behaviour of the accumulation a(µ) in
Fig. 2 is the same for all considered elements as well as
between the two methods. This is largely enforced by
symmetry since atoms µ = ±1 have equal and opposite
spin accumulation leading to vanishing magnetization for
the central atom. For easier comparison we summarize
the maximum spin accumulation a(µ = −1) for the var-
ious systems as well as the two methods in Table I. As
expected, the spin accumulation increases with increas-
ing atomic weight corresponding to enhanced spin-orbit
coupling. While this is true in general with U showing
the largest effect it is not correct in the details. The
spin accumulation for Ag is smaller than for Cu and for
Ta we find a surprisingly large spin accumulation. Such
details would be difficult to predict from simplified mod-
els. Comparing the Boltzmann to the Keldysh formalism
the agreement is perfect for the noble metals, with their
simple Fermi surfaces, but starts to deviate for the more
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Figure 2. Plot of the magnetic moment per atom for representative (a) fcc systems and (b) bcc systems. Blue refers to Keldysh
(K) calculated values, red to Boltzmann (B) calculated values. The thin film is highlighted in grey. Each line shows the same
antisymmetric behaviour. Note, that in (a) the Keldysh and Boltzmann values for Cu overlap.

complex systems Ta, Pd, Pt, and U. Nevertheless, the
sign as well as the overall magnitude is still in remark-
able agreement.

We believe this correlation between Fermi surface com-
plexity (see Fig. 5 in the Supplemental Material57) and
agreement between the two methods not to be a sim-
ple numerical artefact. In the Keldysh formalism we
only consider the ballistic transport where each band
contributes equally to the electronic transport. In con-
trast, the Boltzmann formalism relies on electron scatter-
ing and the weighting in any Fermi surface integral will

depend on the ~k-dependent band velocity in transport
direction. For more complex structures the variations of
the absolute value of the band velocity on the Fermi sur-
face are much more pronounced (Ta, U, Pd, Pt) than for
the simple metals Au, Ag, and Cu (see Fig. 5 in Supple-
mental Material57). As the Keldysh formalism considers
the ballistic limit, entirely ignoring any scattering, the re-
sults can be interpreted as the clean limit. For elements
with simple Fermi surfaces and subsequently least chang-
ing Fermi velocity, the results obtained within the Boltz-
mann formalism nevertheless match well. Considering
they are computationally much faster they can serve as a
quick alternative to the cumbersome full non-equilibrium
Keldysh formalism.

So far we considered rather thin layers with limited ac-
cess to the decay length of the spin accumulation within
the thin film. To investigate this point further we con-
sider three larger systems, Cu, Pt, and U, with nine lay-
ers of atoms (c.f. Fig. 3 and Supplemental Material57).
For Cu the decay of the spin accumulation is remark-
ably strong, happening within 3 layers and is in excellent
agreement between the two methods. In contrast, the
decay appears much slower for Pt and even more so for
U (see Fig. 3 (c) in Supplemental Material57 ) again con-
sistent between the two methods.

In order to validate our results we compare to recent
experiments, where the spin accumulation of Pt thin
films was directly measured by MOKE34. In that ex-
periment a strong thickness dependence was established
with a value of a/j = 5 × 10−16 µBA−1m2 for sam-
ples with a thickness t > 40 nm. Extrapolating the
experimental data (Eq. 1 in Ref. 34) to the film thick-
ness of t = 0.39 nm considered here, yields a result of
a/j = 1.05× 10−17 µBA−1m2 in rather good agreement
to our result a/j = 1.45× 10−17 µBA−1m2. While mea-
surements of spin Hall angles and spin Hall conductivities

Figure 3. Magnetization for a thin film of 9 Cu atoms (high-
lighted in grey). While the overall behaviour is the same
in both methods there are differences in the absolute values.
With the Boltzmann method one gets higher values on the
first peak but lower values on the second peak compared to
the Keldysh method.
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Table I. First Extrema of the spin accumulation calculated by Boltzmann and Keldysh formalisms as well as the Keldysh
current density for the small systems. Comparison between a/j and spin Hall angle θexpSH

54. Intrinsic spin Hall conductivities
from calculations are shown for reference.

element a(µ = −1) [10−6µB ] j [1012Am−2] a/j [10−17µBm2/A] θexpSH
54 σtheo

SH

Boltzmann Keldysh Boltzmann Keldysh [%] [(~/e) Ω−1cm−1]
Cu (fcc) 3.60 3.77 1.50 0.24 0.25 0.32 −
Ag (fcc) 2.65 2.41 1.16 0.23 0.21 0.68 −
Au (fcc) 17.62 16.33 1.33 1.32 1.23 8.4 40031

Ta (bcc) −66.19 −80.99 1.17 −5.66 −6.92 −7.1 −14255

Pd (fcc) 31.33 10.10 1.12 2.80 0.90 − 140031

Pt (fcc) 53.53 25.99 1.79 2.99 1.45 10.00 200017

U (bcc) −263.9 −300.9 1.93 −13.7 −15.6 − −40256

are widely available, to our knowledge, such direct nu-
merical measurements of the spin accumulation for other
systems are very sparse. It is therefore difficult to com-
pare the results from our methods directly to literature
values. It appears natural to compare to spin Hall con-
ductivities or spin Hall angles predicted theoretically or
measured experimentally. However, this holds multiple
caveats. For example, theoretically predicted intrinsic
conductivities are bulk calculations ignoring the fact that
any spin accumulation will depend on the actual surface
geometry and film thickness. While sign changes and
over all magnitudes ought to be in agreement significant
variations are possible in the details. As summarized in
Table I the signs are in agreement between the spin accu-
mulations and the intrinsic spin Hall conductivities but
the high spin accumulation for Ta and U cannot triv-
ially be predicted from the conductivities. On the other
hand experimental results for the spin Hall angles tend
to vary significantly over the various experimental tech-
niques and sample preparations, which will often involve
varying degrees of extrinsic mechanisms contributing to
the overall effect.58 Consequently any comparison should
focus on one technique with similar sample preparation
only. Choosing a spin pumping experiment, in which
most of the considered metals were investigated under
similar conditions54 the trend for a/j and θexp

SH in Ta-
ble I is quite consistent for systems with simpler Fermi
surfaces (Cu, Ag, Au). Similarly, Ta, Au, and Pt show
increasing spin Hall angles in the same order of magni-
tude, with a sign change occurring for Ta.

IV. CONCLUSION

We extended existing theoretical frameworks to cap-
ture the spin Hall effect induced spin accumulation in
various metallic thin films via a fully non-equilibrium
Keldysh formalism. We tested this new approach against
a linearized Boltzmann approach as well as experimental
findings and found remarkable agreement in all cases,
reproducing all sign changes and predicting the same

trends. Where the two theoretical approaches differ most
is the atom resolved spin accumulation in thicker films es-
pecially for systems with complex Fermi surfaces whereas
for Cu we find an excellent agreement. This new method-
ology will enable us to make more direct contact with
experiments where instead of the conductivities derived
from periodic crystals it is the spin accumulation at in-
terfaces and surfaces as well as the spin current through
interfaces which are the relevant driving mechanisms of
for example magnetisation reversal in ferromagnets. In
this first and most important step we have established
that the developed methodology reproduces the spin Hall
induced spin accumulation in the thin metallic films well
across different frameworks and in comparison to exper-
iment. This will open up broad opportunities to explore
the effect in more complex interfaces as well as under
the influence of impurities making even more direct con-
tact with experimental realities. Incorporating, inver-
sion asymmetry and contributions even under spatial in-
version symmetry36,37 will give access to spin galvanic
effects59 while investigating the additional influence of
impurities and the additional Mott scattering39. In all
those cases, the full non-equilibrium description adds
additional complexity with the possibility of finite bias
across the sample geometry.

V. ACKNOWLEDGEMENTS

A. F., M. C. and C. H. acknowledge computational
resources provided by the HPC Core Facility and the
HRZ of the Justus-Liebig-University Giessen. Further,
they would like to thank Marcel Giar and Philipp Ri-
sius of HPC-Hessen, funded by the State Ministry of
Higher Education, Research and the Arts, for technical
support. M.-H. W., H. R. and M. G. carried out their
computational work using the computational facilities of
the Advanced Computing Research Centre, University of
Bristol. M.G. thanks the visiting professorship program
of the Centre for Dynamics and Topology at Johannes
Gutenberg-University Mainz.



6

∗ Alexander.Fabian@physik.uni-giessen.de
1 M. I. Dyakonov and V. I. Perel, Phys. Lett. A 35, 459

(1971).
2 J. E. Hirsch, Phys. Rev. B 83, 1834 (1999).
3 Y. K. Kato, R. C. Myers, A. C. Gossard, and D. D.

Awschalom, Science 306, 1910 (2004).
4 J. Wunderlich, B. Kaestner, J. Sinova, and T. Jungwirth,

Phys. Rev. Lett. 94, 047204 (2005).
5 S. Fukami, T. Anekawa, C. Zhang, and H. Ohno, Nat.

Nanotechnol. 11, 621 (2016).
6 Y. V. Pershin, N. A. Sinitsyn, A. Kogan, A. Saxena, and

D. L. Smith, Appl. Phys. Lett. 95, 022114 (2009).
7 A. Hoffmann, IEEE Trans. Magn. 49, 5172 (2013).
8 L. Liu, C.-F. Pai, Y. Li, H. W. Tseng, D. C. Ralph, and

R. A. Buhrman, Science 336, 555 (2012).
9 Y. Kajiwara, K. Harii, S. Takahashi, J. Ohe, K. Uchida,

M. Mizuguchi, H. Umezawa, H. Kawai, K. Ando,
K. Takanashi, S. Maekawa, and E. Saitoh, Nature 464,
262 (2010).

10 H. Nakayama, M. Althammer, Y.-T. Chen, K. Uchida,
Y. Kajiwara, D. Kikuchi, T. Ohtani, S. Geprägs, M. Opel,
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ORGANIZATION

The supplemental information is organized as follows: In section I we show the calculated accumulation for all small
systems considered in the main text. In section II we show the accumulation for larger systems of Cu, Pt, and U. We
make a short remark on the behavior of U. In section III we conclude the supplemental information by showing the
Fermi surfaces of the considered systems with colour coded group velocity.
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I. ACCUMULATIONS FOR SMALL SYSTEMS

The accumulation of all the small (3 atomic layers) systems is depicted in Fig. 1 for the fcc (Ag, Au, Cu, Pd, Pt) and
Fig. 2 for the bcc systems (Ta, U) for all elements considered in the main text. The blue lines are calculated via the
Boltzmann formalism, the red lines are calculated via the Keldysh formalism. The accumulation shows qualitatively
the same symmetry enforced anti-symmetric behaviour in both methods. The trend between the elements is quite
consistent for both methods. The sign change in the accumulation for U and Ta is consistent in both methods. For a
detailed discussion refer to the main text. For an overview of the trend refer to Table I of the main text.

Figure 1. Plot of the magnetic moment per atom for the fcc systems. (a) Keldysh, (b) Boltzmann. The thin film is highlighted
in grey. Each line shows the same antisymmetric behaviour. The agreement of (a) and (b) between Cu, Ag, and Au is better
than for Pd and Pt.

Figure 2. Plot of the magnetic moment per atom for the bcc systems. (a) Keldysh, (b) Boltzmann. The thin film is highlighted
in grey. Each line shows the same antisymmetric behaviour. The sign of the first extremum is changed compared to the systems
with fcc lattice. The agreement of the absolute values is not of the same order as for Cu, Ag, and Au.
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II. ACCUMULATIONS FOR LARGE SYSTEMS

The accumulations of the large systems (9 atomic layers) are depicted in Fig. 3. The behavior in (a) for Cu shows
the best agreement between the two methods. The decay length of the accumulation is rather short compared to
U and Pt. Pt in Fig. 3 (b) shows a good agreement in extremal values, which may be a coincidence here, since for
the small systems of Pt the extremal values differ by factor of roughly 2. The inner structure of the magnetization
accumulation, differs more than that of Cu. For U in (c) with a more complex Fermi surface, the extremal values
differ in sign. Additionally, U shows a more complex inner structure in the accumulation, which also differs between
the two methods. We attribute the sign change which appears in the Keldysh calculation to finite size effects, since
this deviation does not occur for a thinner system with 7 atomic U layers or a larger system of 11 atomic U layers.
This is depicted in Fig. 4 (a) and (c). For comparison, the system with 9 atomic U layers is depicted in Fig. 4 (b) as
well. The absolute extremal values match rather well, but especially for the 9 layer system and the 11 layer system the
inner structure does differ significantly. While the extremal value of accumulation of Cu tends to decrease compared
to the thin film with 3 layers, the extremal values for Pt increase in both methods. In the case of U, compared to
the very thin film, each system shows a smaller extremal value. However, this extremal value is increasing from the
7 layer system to the 11 layer system except only for the 9 layer Boltzmann calculation. Also, the position of the
extremal value slightly changes compared between Keldysh and Boltzmann. Again, we attribute this also to the strong
influence of finite size effects in very thin films. However, the trend between the three systems remains qualitatively
the same. For a detailed comparison of the smaller systems refer to the main text and Table I in the main text.

Figure 3. Magnetization for a thin film of 9 (a) Cu, (b) Pt and (c) U atoms (highlighted in grey). The agreement is very
good for Cu. U and Pt differ in absolute values. U also shows a more complex inner structure of the accumulation. While the
extremal values of accumulation decrease for Cu and U, for Pt they increase. We attribute this to the strong influence of finite
size effects.
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Figure 4. Magnetization for a thin film of (a) 7, (b) 9 and (c) 11 U atoms (highlighted in grey). While the sign change is
evident for the system with 9 layers, it vanishes for the smaller and the larger systems. The position of the extremal value in
(a) and (c) differs slightly between the two methods.
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III. FERMI SURFACES

In Fig. 5 the group velocity is colour encoded on the Fermi surface. Cu, Ag, and Au show simple Fermi surfaces
without too much variation of the group velocity. Ta, Pd, Pt, and U show a more complex structure with a more
elaborated variation of the group velocity on the surface. For the entire discussion of the influences on the accumulation
refer to the main text.

Figure 5. Fermi surfaces of the all the different systems (Cu, Ag, Au, Ta, Pd, Pt, U). The color code depicts the group velocity
on the Fermi surface.


