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Abstract

Dominating electron-electron scattering enables viscous electron flow exhibiting

hydrodynamic current density patterns such as Poiseuille profiles or vortices. The viscous

regime has recently been observed in graphene by non-local transport experiments and
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mapping of the Poiseuille profile. Here, we probe the current-induced surface potential

maps of graphene field effect transistors with moderate mobility using scanning probe

microscopy at room temperature. We discover micron-sized large areas appearing close

to charge neutrality that show current induced electric fields opposing the externally

applied field. By estimating the local scattering lengths from the gate dependence

of local in-plane electric fields, we find that electron-electron scattering dominates in

these areas as expected for viscous flow. Moreover, we suppress the inverted fields by

artificially decreasing the electron-disorder scattering length via mild ion bombardment.

These results imply that viscous electron flow is omnipresent in graphene devices, even

at moderate mobility.
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Introduction

Since electron-electron scattering is momentum conserving, if Umklapp scattering is absent,

the corresponding electric resistance is not related to momentum relaxation, but to viscous

properties of the electron liquid.1–3 Indeed, Navier-Stokes type equations have been em-

ployed to calculate resistance and charge flow patterns when electron-electron scattering1,4–6

dominates. This revealed that the resistance of a constriction can drop below its ballistic

Landauer-Büttiker-type value via lateral drag (as dubbed the Gurzhi effect7,8), that a Pois-

seuile flow implying an inverted parabolic velocity profile appears across a ribbon6,9–11 and

that vortices of current flow can develop12 sideways from a current injection point6,13–18 or

within a disorder potential.19

The first experimental evidence of Gurzhi effect was found for GaAs constrictions.20
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More recently, indications of a dominant viscous electron flow were observed in other 2D

materials such as graphene21–29 or PdCoO2
30 as well as in the 3D Dirac- and Weyl-type

materials PtSn4
31 and WP2,32 respectively. These experiments proved viscous flow indirectly

via electric or heat transport experiments, partly at optical frequencies,24,33 using the detailed

parameter dependence. A real-space visualization has been accomplished for graphene dis-

playing Poiseuille charge flow profile34,35 and its transition to ohmic36 or ballistic34 transport

profiles . Additionally, artificial constrictions in the viscous regime have been probed for

GaAs by scanning gate microscopy37 and for graphene by scanning tunneling potentiometry.38

Here, we employ Kelvin probe force microscopy (KPFM)39 and electrostatic force mi-

croscopy (EFM)40 on graphene field effect transistors under current flow at moderate mobility.

We screen the gate electrode by large contact pads such that its influence on the cantilever

is minimized. The resulting current-induced potential maps feature local textures that we

attribute to viscous electron flow.6,13,17 In these areas, the local potential drop opposes

the externally applied source-drain voltage VSD implying an inverted electric field. Such

areas appear with increasing frequency, if the sample is tuned towards charge neutrality, i.e.,

the Dirac point voltage VD. The inverted fields could be partly attributed to source-drain

voltage induced local doping (SDILD),28 i.e. we could reproduce them as a consequence of

SDILD using the previously measured electron concentration maps. For the areas of inverted

fields which could not be fully explained by SDILD, we use the gate dependence of the

measured current-induced potentials to estimate the local electron-disorder scattering length

ldis that, for low charge carrier densities, turns out to be larger than the local electron-electron

scattering length lee. Consistently, the areas of relatively short lee exhibit inverted electric

fields relating these fields to the hydrodynamic regime.1,17,21,29,41 Reducing ldis artificially by

low-energy ion bombardment, to establish ldis < lee for all Vgate, consistently removed the

areas of of current-induced inverted fields. Since the devices exhibit moderate mobilities

µ = 1000− 4000 cm2/Vs and the effects are observed at 300 K, our results imply that viscous
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electron flow is ubiquitous in graphene devices.

Results and discussion

We use a graphene monolayer (Graphenea SE) deposited on a Si(100)/SiN(150 nm) backgate

with edge-contacted source and drain electrodes (Ni/Al (12/50 nm)) structured via optical

lithography (Supplementary Section S1.1).42 The large drain contact (Fig. 1a), set to ground

during all measurements, protects the cantilever from direct influences of the gate voltage

Vgate. The remaining influence of penetration fields through the graphene is adequately

described by the quantum capacitance model (Supplementary Section S9). A commercial

atomic force microscope (Bruker Dimensions Icon PT) enables EFM and KPFM with lateral

resolution down to 20 nm, while applying Vgate and VSD. Both methods map the surface

potential of graphene as the contact potential difference VCPD(x, y) between the tip and

the surface below the tip, with a resolution of ∼ 10 mV for KPFM and ∼ 2 mV for EFM

(Supplementary Sections S2, S3). At VSD = 0 V, VCPD(x, y) is related to the charge carrier

density n0(x, y) (Supplementary Section S6). Comparing the VCPD(x, y) maps at VSD = 0 V

and VSD 6= 0 V enables us to produce the current-induced potentials and, via derivatives, the

current induced electric fields.

Of the two techniques, KPFM has faster acquisition times, so is generally more appropriate

for measurements at ambient conditions that are prone to temporal changes of the potential

landscape. In contrast, EFM is slower, provides better VCPD resolution and is less sensitive

to any remaining influences of undesired stray fields that penetrate to the cantilever.40,43

Hence, we mostly use KPFM, which requires us to subtract a smooth background from

the VCPD(x, y) images (Supplementary Section S2.2), and employ EFM only if quantitative

potential values matter, using smaller areas that are recorded more rapidly. For the latter, we

use three different tip voltages Vtip to deduce the maximum of the inverted parabola of the

phase lag ∆φEFM(Vtip) between applied voltage oscillation and resulting cantilever oscillation.
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Vtip at this maximum is directly VCPD (Fig. 1b, Supplementary Section S3).

Figure 1c shows two measured VCPD(x) profiles (x: lateral position) along the same line of

graphene at VSD = 0 V and VSD = 0.25 V for Vgate = VD. The corresponding topography (grey

areas) reveals the positions of the Ni/Al electrodes, where VCPD(x) exhibits steps due to a work

function difference between Al and graphene. Both VCPD(x) lines show fluctuations across the

graphene, attributed to charge puddles.44 Application of VSD changes the slope of VCPD(x)

indicating the current induced potential drop. To disentangle charge puddles and current

induced potential Vtransport(x), we subtract the two curves. Dividing Vtransport(x) by the applied

VSD reveals that about 80 % of VSD drops across graphene (Fig. 1d). Notably, Vtransport/VSD

exhibits negative slopes (highlighted areas in Fig. 1d), i.e. an inverted voltage drop with

respect to the applied VSD. The resulting in-plane electric field Emeas
x (x) = −dVtransport(x)/dx

is therefore also inverted with respect to the electric field direction caused by VSD (red line,

Fig. 1d). In this work, we consistently plot −Emeas
x (x, y) such that inverted electric fields

always appear negative in maps and curves. The electric field inversion is ubiquitous in

Emeas
x (x, y) maps, if recorded close to charge neutrality at Vgate ∈ [VD − 15 V, VD + 15 V]

(Fig. 1g). Areas of inverted Emeas
x (x, y) partly correlate with topographic features. For

example the diagonal fold starting at the lower left in the topography map (Fig. 1f) has

multiple inverted Emeas
x (x, y) areas to its right (Fig. 1g, discussion in Supplementary Section

S11). We determined the gate-dependent resistance of graphene from KPFM by spatially

averaging Emeas
x (x, y), multiplying by the sample length L = 18.5µm (Supplementary Section

S1.1) and dividing by the applied source-drain current ISD. We then crosschecked that this

agreed with the simultaneously recorded two-point resistance Rtransport (Fig. 1e). The two

data sets match except of an offset of 80-160 Ω. The offset is attributed to the metal-graphene

contact resistance as corroborated by 4-point measurements of identically prepared samples

(Supplementary Section S1.2).42

The inverted electric fields with respect to VSD (Fig. 1g) imply a complex charge redistribu-

tion by the current flow. Such charge redistribution is known to appear in the hydrodynamic
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Figure 1: Measurement scheme, sample characterization and inverted electric
fields. (a) Setup for mapping the lateral electric fields induced by charge transport Emeas

x (x, y),
Vgate: gate voltage, VSD: source-drain voltage, Vpiezo: piezo excitation for EFM, Vtip: tip
voltage excitation for KPFM, fdrive: drive frequency for both methods. The large, grounded
drain pad (beige) protects the cantilever (violet) from influences of Vgate. Black rectangle
between source and drain marks graphene. (b) Red: ∆φEFM(Vtip) measured by EFM. Black:
parabolic fit with deduced contact potential difference VCPD (Vtip at maximum). Blue dots:
∆φEFM(Vtip) at three Vtip probed at the same location as the red data points. These three
values are recorded for each position (x, y) to reconstruct the full parabola and, hence,
VCPD(x, y) (Supplementary Section S3). (c) Blue, red: VCPD(x) along the same line at
different VSD, KPFM, Vgate = 85 V (charge neutrality). Grey areas: topography along the
same line. Graphene, source and drain electrode are marked. (d) Blue: normalized current-

induced voltage drop across graphene Vtransport

VSD
(x) := VCPD(x,VSD)−VCPD(x,VSD=0 V)

VSD
using the two

VCPD(x, VSD) from c. Red: deduced lateral electric field Emeas
x (x) via the formula displayed

between c and d. Inverted Emeas
x (x) areas are highlighted in pink. (e) Blue: two point

resistance of the graphene device. Red: resistance of the graphene area only deduced by
the spatially averaged R = 〈Emeas

x (x, y)〉 · L/ISD with ISD: source-drain current, L: graphene
length, VD: deduced Dirac point. (f) Topography of graphene area (tapping mode AFM).
(g) Emeas

x (x, y) in the area of the white rectangle in f, KPFM, Vgate = 80 V, VSD = 500 mV.
Preferential electron flow direction velectron is marked.
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regime, e.g., via current induced vorticity (Supplementary Section S11).1,6,14,41 Hence, it is

tempting to assume that the inverted Emeas
x (x, y) is due to viscous electron flow.1–3

However, there is a known artifact leading to an apparent inverted Emeas
x (x, y) at Vgate '

VD.28 It results from the local doping by the applied VSD acting as a gate (Fig. 2a) and has

to be carefully distinguished from a current induced inverted Emeas
x (x, y). To understand the

artifact, we recall that Emeas
x (x, y) at given VSD is determined from VCPD(x, y) maps via

Emeas
x (x, y) = −d(VCPD(x, y, VSD)− VCPD(x, y, VSD = 0))

dx
. (1)

Assuming that the applied VSD drops linearly across the graphene, one straightforwardly

obtains (Supplementary Section S7, eq.S.16)

Emeas
x (x, y) = −VSD

L
−~vF

√
π

2|e|

(
1√
|n(x, y)|

dn(x, y)

dx
− 1√

|n0(x, y)|
dn0(x, y)

dx

)
:= ESDILD

x (x, y)

(2)

with graphene’s Fermi velocity vF ' 106 m/s and the charge carrier densities n(x, y) (n0(x, y))

at applied VSD (without VSD). We include quantum capacitance to calculate n(x, y) and

n0(x, y), but not negative compressibility, which is usually irrelevant for graphene45,46 (Sup-

plementary Section S9). The resulting field from source-drain voltage induced local doping

(SDILD) is dubbed ESDILD
x (x, y). ESDILD

x (x, y) diverges at n(x, y) = 0 and n0(x, y) = 0 with

sign depending on the spatial derivative of the corresponding charge carrier density, and being

opposite for n(x, y) and n0(x, y). After normalizing ESDILD
x (x, y) to VSD for easier comparison

(analogously to Emeas
x (x, y)):

ÊSDILD
x (x, y) =

ESDILD
x (x, y)

VSD

, Êmeas
x (x, y) =

Emeas
x (x, y)

VSD

, (3)

the sign of the divergence also depends on the sign of VSD.

Since VSD shifts each zero crossing of charge carrier density along x, parallel to VSD,

(Fig. 2b), one mostly obtains doublets of divergences with opposite sign in ÊSDILD
x (x) (Fig. 2c),
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Figure 2: Inverted Êmeas
x (x) by source-drain voltage induced local doping (SDILD).

(a) Sample sketch with exemplary charge carrier density n0(x) (black line, VSD = 0 V) and
resulting n(x) (red line, VSD > 0 V). Thin lines: n0(x), n(x) without charge puddles. The
drain remains grounded. (b) Calculated example of n0(x) and n(x) for a small scale structure
at multiple VSD with some zero crossings marked by vertical lines of identical color. The
n0(x) profile corresponds to a Gaussian shaped potential that crosses EF twice. (c) ÊSDILD

x (x)
deduced from b according to eq. (2) and (3) as displayed between b and c (β = ~vF

√
π/2|e|).

Note the extrema at the vertical lines corresponding to zeroes of charge carrier density
in b. (d) Graphene topography (tapping mode AFM). (e) Equilibrium doping n0(x, y) of
the same area as d, deduced from measured VCPD(x, y, VSD = 0) (Supplementary Section

S6), Vgate = VD = 85 V, KPFM. (f), (h) ÊSDILD
x (x, y) deduced from e by eq. (2) and (3)

(displayed between b and c) after tilting VCPD(x, y, VSD = 0) to get n(x, y) according to
eq.S.14 (Supplementary Section S6.1), VSD is marked on the right of g, i. (g), (i) Measured

Êmeas
x (x, y) at the same VSD as f, h. The similarity of inverted Êx(x, y) areas (yellow/red)

implies that the inverted fields in the experimental maps are largely caused by SDILD.
Remaining discrepancies are discussed in Supplementary Section S6.1
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one at n0(x) = 0 (VSD = 0) and one at the shifted n(x) = 0 (VSD 6= 0). Figure 2b and c

display a calculated example with two zero crossing n0(x) = 0 featuring an electron puddle

with diameter 1.4µm embedded into a hole density. Tilting the n0(x) profile by VSD shifts

the zero crossings laterally (Fig. 2b). Consequently, the resulting ÊSDILD
x (x) curves (Fig. 2c)

show two doublets with negative dip and positive peak each. It is also clear that the slope at

n0(x) = 0 and n(x) = 0 determines the strength of dips and peaks, respectively.

The SDILD effect is indeed identified in the experiments. Figure 2d, e display the

topography of a graphene area and the corresponding n0(x, y) for Vgate ≈ VD. They are

deduced from a recorded VCPD(x, y, VSD = 0 V) map (Supplementary Section S6, eq.S.13).

An electron puddle of size 5µm is apparent (blue area in e) surrounded by hole doped

areas. Figure 2f and h display ÊSDILD
x (x, y) as calculated from Fig. 2e for two opposite VSD

via eq. (2) and (3) after deducing n(x, y) by tilting the potential and including quantum

capacitance (Supplementary Section S6.1, eq.S.14). Êmeas
x (x, y) resulting from two recorded

VCPD(x, y, VSD) maps (eq. (1)) are displayed in Fig. 2g, i. These include both, current induced

electric fields and SDILD effects. As is evident, most details of the experiment are reproduced

by the simulation. Smaller discrepancies can be attributed to experimental noise, slightly

varying tip potentials during recording of the two VCPD(x, y) images and temporal fluctuations

in the doping distribution (Supplementary Section S7.1). Importantly, these discrepancies

(∼ 10 % with respect to the strongest signal) are more than an order of magnitude lower

than the discrepancy of ∼ 800 % between inverted fields attributed to viscous flow and the

expected inverted fields from SDILD in the same area as discussed below (Fig. 3).

Since SDILD leads to inverted electric fields, it is important to distinguish SDILD artifacts

from real current induced inverted Êmeas
x (x, y). Figure 3 shows an example, where this has

been accomplished. Figure 3a displays the charge carrier density n0(x, y) deduced from

VCPD(x, y, VSD = 0 V). Figure 3c displays the resulting ÊSDILD
x (x, y) according to eq. (2)

and (3) and Fig. 3e shows the measured Êmeas
x (x, y), both at VSD = 0.1 V. The Êmeas

x (x, y)

map features an extended doublet structure (total width: ∼ 4µm) consisting of two lobes
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with opposite fields showing the inverted electric field on the left (Fig. 3e). In contrast,

the weak doublet structure of ÊSDILD
x (x, y) is a factor of ten smaller in amplitude (note the

different extents of the color bars), a factor of four smaller in x extension and has the inverted

electric field on the right (Fig. 3c). Since the doping profile n0(x, y) temporarily fluctuates

at ambient conditions, we firstly minimized these fluctuations by adequate waiting times

before recording the VCPD(x, y) and by optimizing the sequences to change VSD and Vgate

(Supplementary Section S5.2, Fig. S8). Moreover, we recorded VCPD(x, y, VSD = 0 V) before

and after VCPD(x, y, VSD 6= 0 V) (eq. (1)). The resulting two image sets consisting of n0(x, y),

ÊSDILD
x (x, y), and Êmeas

x (x, y) are compared in Fig. 3 revealing that the small changes in

n0(x, y) (Fig. 3a, b) barely change the measured Êmeas
x (x, y) doublet (Fig. 3e, f) that in both

cases strongly deviates from ÊSDILD
x (x, y) (Fig. 3c, d).

Figure 3: Current induced inverted electric fields not caused by ÊSDILD
x . (a), (b)

Graphene doping maps n0(x, y) as deduced from measured VCPD(x, y, VSD = 0V ), EFM. Both
images display the same sample area recorded prior (a) and after (b) VCPD(x, y, VSD = 0.1 V)

as necessary to determine Êmeas
x (x, y) in e, f (eq. (1)), Vgate = VD = 85 V. (c), (d) ÊSDILD

x (x, y)

deduced from a, b using eqs. (2) and (3), VSD = 0.1 V. (e), (f) Experimental Êmeas
x (x, y) at

VSD = 0.1 V deduced from a measured VCPD(x, y, VSD = 0.1 V) map and the VCPD(x, y, VSD =
0 V) leading to a, b, respectively (eq. (1)). The strong discrepancy between c, d compared to
e, f rules out that the partially inverted field pattern in e, f results from SDILD. Note the
different color scales in c, d and e, f.
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Consequently, we attribute the Êmeas
x (x, y) doublet, including a large area of inverted

Êmeas
x (x, y) (Fig. 3e–f), to a spatially inhomogeneous current flow. Such inverted Êmeas

x (x, y)

can be rationalized by a strong, passing current that reduces the charge carrier density in a

nearby area with reduced current density by viscous friction, i.e. charge puddles are sucked

from the quieter area by the passing current without being compensated by the forward

electron flow (Supplementary Section S11). This has been observed in simulations for viscous

electron flow within a disorder potential1,18,29,41 where a lateral viscous force pulls electrons

out of a relatively quiet area protected from electron flow, e.g., by an upstream obstacle.1,14,17

However, inhomogeneous current induced potentials also appear in the ohmic and the ballistic

regime.15,47,48 Most prominently, the Landauer resistivity dipole around an obstacle produces

an enhanced-inverted-enhanced triplet-like electric field structure along the current path47,48

that is, however, not observed in our experiments. Ballistic patterns, which are unlikely in

our low mobility samples, can also produce field inversions depending on boundary conditions

(discussion in Supplementary Section S11).15,17

To corroborate our claim that electron viscosity is responsible for the field inversion,

we demonstrate that the puddles of inverted Êmeas
x (x, y) exhibit conditions favoring viscous

flow, namely lee < ldis.
1,29 Figures 4a−f show Êmeas

x (x, y) of graphene at various Vgate with

areas of inverted Êmeas
x (x, y) at Vgate ≈ VD, here at the electron side (Vgate > VD). The

measured n0(x, y) of the area does not exhibit any zeroes at Vgate − VD ≥ 3 V, hence, SDILD

is negligible.

We estimate lee(x, y) as local property via n(x, y) deduced from the measured n0(x, y)

(Supplementary Section S6.1, eq.S.14) by49,50

lee(x, y) =
4

π

(
~vF

kBT

)2
〈√

π|n(x, y)| 1

ln
2~vF

√
π|n(x,y)|
kBT

〉
(4)

(T = 298 K: temperature, kB: Boltzmann constant, ~: reduced Planck’s constant, 〈...〉: spatial

average). This formula is valid except very close to VD in the so-called quantum critical or
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Dirac liquid regime below |nQC| ≈ 2 · 1014/ m2.46,51 Even then, graphene at 0 T does not

exhibit negative compressibility45,46 in line with experiments.44 Outside the quantum critical

regime, only small deviations from eq. (4) by less than a factor of 1.5 are expected.51,52

To determine ldis(x, y), we firstly deduce whether short-range or long-range impurity

scattering dominates.53 We employ the local resistivity ρlocal(x, y) = Emeas
x (x, y) · W/ISD

(W = 28µm: width of sample) shown in the inset of Fig. 4g after averaging across 100µm2.

The maximum of 〈ρlocal(x, y)〉 (Vgate − VD) is close to VD as expected. More importantly,

a rather constant 〈ρlocal(x, y)〉 appears at large hole doping implying a dominant short-

range impurity scattering.53 At these large densities, electron-electron scattering is irrelevant

(eq. (4)) and the current flow is unidirectional. Moreover, electron-phonon contributions can be

neglected (Supplementary Section S10.2)52,53 such that deducing ldis(x, y) is straightforward

using:53,54

ldis(x, y) =

(
h

2e2

)〈
1√

π|n(x, y)| · ρlocal(x, y)

〉
. (5)

Equation (5) is derived from a graphene model with two Dirac cone valleys54 and is therefore,

applicable up to a Fermi energy EF ∼ 1.0 eV away from charge neutrality.55,56 At low densities,

it is valid down to the largest of |nQC|, the thermal limit nTh = 4 · 1014 m−2,50 the lateral

n0(x, y) fluctuations ∆n0(x, y) ≈ 2 · 1015/m2, and EF equaling the imaginary part of the

self energy54 (≈ 30 meV ⇒ |n| ≈ 7 · 1014/m2). Hence, we can extrapolate eq. (5) down to

|n| ≈ 2 · 1015/m2.53

For consistency, we always spatially average lee(x, y) and ldis(x, y) across areas larger

than the scattering lengths (Supplementary Section S10). Figure 4g displays 〈ldis(x, y)〉 and

〈lee(x, y)〉 within the black rectangle of Fig. 4d (area 1) and for a 100 µm2 area (large area).

As is evident, the Vgate range with lee < ldis is significantly larger for area 1, featuring inverted

Êmeas
x (x, y), than for the large area. Moreover, the Vgate range with lee < ldis extends well

into the valid regions for eqs. (4) and (5). Such an extended Vgate range with lee < ldis is

consistently observed in most regions of inverted Êmeas
x (x, y) (Supplementary Section S10.3,

Fig. S17f). Hence, the conditions for viscous electron flow are generally realized around
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Figure 4: Relation between inverted Emeas
x (x, y) and scattering lengths lee, ldis. (a)-(f)

Êmeas
x (x, y) of the same area at different Vgate − VD, VD = 81 V, KPFM. Black rectangle in d

highlights an area of inverted Êmeas
x (x, y) as analyzed in g. Multiple areas of inverted field

appear (red). (g) Gate dependence of electron-electron scattering length lee (blue, black,
eq. (4)) and electron-disorder scattering length ldis (pink, eq. (5)) averaged across the black
rectangle of d (large symbols) and across a larger area (12.5µm × 8.33 µm, small symbols).
At Vgate = VD, n0(x, y) = nTh is used to avoid an unphysical divergent ldis (eq. (5)). A
large gate voltage region features lee < ldis, in particular, for area 1 showcasing inverted
Êmeas
x (x, y) in c−e. Inset: Spatially averaged 〈Emeas

x (x, y)〉 scaled to represent the local
resistivity 〈ρlocal(x, y)〉 = 〈Emeas

x (x, y)〉 · W/ISD (W : sample width). Constant resistivity
appears at large hole doping and, thus, 〈ρlocal(x, y)〉 is attributed to short-range disorder
scattering.53
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Vgate ' VD in our sample, most pronounced in areas of inverted Êmeas
x (x, y). This is strong

evidence that the inverted Êmeas
x (x, y) areas (except if attributed to SDILD) are caused by

hydrodynamic electron flow.

Figure 5: Removing inverted electric fields by increasing disorder scattering. (a),
(b) Topography (tapping mode AFM) of the same graphene area prior and after Ar+ bom-
bardment (Ekin = 50 eV, fluence: 2 ·1016 m−2) leading to a vacancy density nvac = 7 ·1015 m−2.

(c)–(h) Êmeas
x (x, y) of the same area as a–b prior (c, e, g) and after (d, f, h) Ar+ bombardment

at the marked Vgate − VD and Vgate, VSD = 0.2 V. Inverted electric fields disappear after
bombardment due to the reduced ldis (eq. (6)). (i), (j) Histograms of the marked areas in (g),

(h) showing the suppression of fluctuations by the reduced ldis. (k)–(m) Êmeas
x (x, y) after ion

bombardment at Vgate values that are identical to c, e , g, respectively.

To further corroborate this evidence, we reduced ldis artificially by inserting vacancies

into the graphene using Ar+ bombardment at kinetic energy Ekin = 50 eV. This low energy

restricts the ion induced damage to single vacancies with density nvac as calibrated by scanning

tunneling microscopy images (Supplementary Section S1.5).57 For charge carrier densities

|n0| larger than nvac and larger than ∆n0, the resulting ldis is given by58,59

ldis =
EF

~π2vFnvac

ln

(
EFR0

~vF

)2

(6)

with vacancy radius R0 ' 0.14 nm (including the influence of midgap states).58 Using
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nvac = 7 · 1015 m−2, we get ldis = 40 (50) nm for |n0| = 2 · 1016 (1 · 1017) m−2. Hence, ldis < lee

for all gate voltages with n0 > ∆n0 (Fig. 4g). Figure 5 compares topography and Êmeas
x (x, y)

maps at various Vgate of the identical graphene area prior and after ion bombardment. This

graphene device was swept by contact-mode AFM60,61 prior to the experiment to remove

remaining resists from the surface (Supplementary Section S1.4, S8). The bombardment

reduced the mobility of the device from µ = 1000 cm2/Vs to µ = 700 cm2/Vs and the Dirac

point voltage from VD = 55 V to VD = 45 V. Hence, Fig. 5 displays both, the comparison

at the same Vgate − VD and at the same Vgate. The reduction of ldis removed most of the

inverted field regions except for a few remainders at charge neutrality that can be attributed

to SDILD. Thus, ldis > lee is indeed the central requirement for observing patches with

inverted Êmeas
x (x, y). This substantiates our central claim that electron viscosity is of prime

importance for observing current-induced inverted fields. This result is remarkable, since

we operate at moderate mobility, µ = 1000− 4000 cm2/Vs, and ambient conditions similar

to typical graphene devices.62 It implies that hydrodynamic electron flow is also relevant

to corresponding graphene applications. Currently, we cannot pinpoint a unique trigger

of the inverted electric fields in either the topography or the equilibrium potential maps

VCPD(x, y, VSD = 0), however some correlations are observed as discussed in Supplementary

Section S11.

Our results establish EFM and KPFM as commercially available methods to probe

consequences of hydrodynamic electron flow with high spatial resolution.41 This is helpful

for regimes where relatively short length scales of viscous patterns prohibit their detection

by negative vicinity resistance. For example, one could map inverted fields very close to a

constriction, where it appears that field inversion is distinctive between the viscous and the

ballistic regime,9,13,17,63 while vicinity resistance is not.21,64,65 EFM, since less sensitive to

background electric fields, could also map other signatures of viscous flow such as Poiseuille

profiles within less disordered samples, previously probed only by more elaborate scanning

probe methods.34–36,66,67 This also works at mK temperatures and high magnetic field,68,69
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but then looses its advantage of simplicity.

In conclusion, we have discovered areas of inverted electric field with respect to the

applied source-drain voltage in graphene field-effect transistors at room temperature and

moderate mobility. Via carefully analyzing artifacts such as SDILD, we attribute several of

these features to local viscous electron flow, in particular, by correlating its appearance with

strongly dominating electron-electron scattering compared to electron-disorder scattering and

by removing them via reducing ldis < lee artificially with the help of ion bombardment. This

indicates that viscous electron flow is relevant for material parameters used for applications

and provides a new method to study these intriguing electron transport phenomena with

high spatial resolution.
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S1 Sample Preparation and Transport Characteriza-

tion

S1.1 Preparation of Graphene Field Effect Devices

The field effect devices were made from commercially obtained CVD graphene grown on

copper (Graphenia SE) that has been transferred to a SiN (150 nm)/Si(100) substrate after

wet chemical etching of copper with FeCl3, using PMMA as a supporting layer for the

transfer.70 This partially leaves PMMA residues on the surface. It turned out that residues

with heights up to 2 nm do not leave any fingerprints in the surface potential maps (section S8).

Moreover, the VCPD(Vgate) curves at residues with height up to 5 nm can well be described by

the quantum capacitance model (section S9) indicating that they only cause local doping.

Larger clusters are partly appearing, but are carefully excluded for the quantitative analysis

of the images (section S8). In addition, sweeping the graphene by contact mode AFM prior to

mapping the surface potential removes all larger clusters and most of the small height residues

(section S1.4), but barely changes the surface potential maps as well as the presence of current

induced inverted electric fields (section S8). The thickness of the SiN tSiN = 151 ± 1 nm

has been determined via ellipsometry and its dielectric constant εSiN = 7.6± 0.3 has been

measured capacitively. The source and drain electrodes are connected to the graphene at its

edges according to a procedure described elsewhere.42 In short, the contacts are defined by a

polymer resist AZ5214E via optical lithography followed by removal of graphene from the

exposed areas by oxygen plasma in a reactive ion etching chamber operated at 100 W for 30

mins. The contact metals are deposited directly afterwards in order to contact the open bonds

of graphene. This implies a small contact resistance at negligible overlap of the contacts and

the graphene and, hence, negligible contact doping. For the contacts, firstly, a 12 nm thick

film of Ni is deposited by sputtering, which facilitates edge contact with low contact resistance.

Then, a 50 nm thick film of Al is deposited via e-beam evaporation followed by lift-off of
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the resist. Subsequently, optical lithography is used to remove undesired graphene areas in

the transversal direction of the current flow by etching in oxygen plasma. This leads to a

size of the remaining graphene with width W = 28µm and length L = 18.5µm (Fig. S1a–b).

Finally, the samples are carefully rinsed in acetone to remove remaining AZ5214E from the

surface.

Figure S1a shows an optical image of a typical device with the AFM cantilever on top.

The device design ensures minimum exposure of the cantilever body to the Si/SiN substrate

and, hence, to the electric fields of the gate voltage Vgate. Only 2.7 % of the cantilever are

in line of sight of the gate dielectric SiN as barely changing during scanning. Hence, gate

voltages as high as ±100V can be applied, while requiring less than 3 V of compensation

voltage in KPFM mode as enabled by the Bruker instrument. Furthermore, to reduce the

influences of the source and drain voltages, we restrict the measurements to graphene areas

away from source and drain as marked, e.g., by the central red rectangle in Fig.S1b exhibiting

an increased contrast.

The graphene flake is marked as a white rectangle in Fig. S1b barely reaching below the

contacts.

S1.2 Transport Characterization

The contact resistivity has been determined for identically prepared devices with four transport

contacts as ρC ∼ 1 kΩµm, slightly varying between samples and depending on the graphene

doping. Hence, we deduce a contact resistance RC ∼ 100 Ω for our samples. This matches

to the difference between the 2-point resistance and the deduced resistance of the graphene

from VCPD(x, y) maps (Fig, 1e, main text) as well as to the two-point saturation resistance

RC = 200 Ω (Fig. S1c). Note that the samples probed by EFM and KPFM are restricted to

two contacts in order to reduce the influence of the backgate onto the tip.

The device mobility µ, the gate voltage at charge neutrality VD, the residual doping ∆n0

at charge neutrality, and the contact resistance RC are deduced from fitting the two-terminal

20



Figure S1: Experimental Setup. (a) Optical image of the device in top view with the
cantilever above it. The graphene is the darker region below the cantilever. The dashed
rectangle marks the area of b. The x and y coordinates depict the scan directions. (b)
Topography of the area marked in a as recorded by tapping mode AFM. The white dashed
rectangle marks the graphene. The central, red rectangle marks the region analyzed in
Fig. S7a–f. It is displayed at increased contrast with respect to the color bar on top that is
valid for the rest of the image. (c) Gate dependent two terminal resistance for the device
analyzed in Fig. 4, main text. The curves are recorded after the time delays as marked,
recording time per curve: 8/40/40/1.5/13/2.8 min (from top (0 hrs) to bottom (3 days)),
0.5 s/measurement point. Mobilities µ and Dirac point voltages VD are deduced from fits
by eq. (S.1) revealing, additionally, the residual doping ∆n0 = (1.7± 1)× 1016 m−2 and the
saturation resistance at high doping RC = (230± 70) Ω. The arrow indicates the direction
of Vgate sweep for all curves. (d) Two-point resistance of the same device as c, but acquired
during imaging the maps of Fig. 4a-f, main text . Two VSD (blue, red) are applied subsequently
at each Vgate, recording time: 20 min/point. The arrow marks the direction of Vgate sweep.
Parameters µ, VD, ∆n0, and RC result from a fit by eq. (S.1).
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Rtransport(Vgate) using a relation developed for long range Coulomb type disorder53,71 (constant

mobility):

Rtransport = RC +
1

µ

L/W√
(Cgate(Vgate − VD))2 + (∆n0e)2

(S.1)

with the length L = 18.5µm and the width W = 28µm of the graphene area. The gate

capacitance per unit area reads Cgate = εSiNε0/tSiN with εSiN = 7.6 and tSiN = 150 nm as

dielectric constant and thickness of the dielectric, respectively, and ε0 as the vacuum dielectric

constant. The five devices featured µ = 1000− 4000 cm2/Vs, ∆n0 = (0.8− 3.8)× 1016 m−2,

and a saturation resistance at high doping RC = (160 − 300) Ω that we identify with the

contact resistance.

S1.3 Sequences of KPFM and EFM Images

Five devices from two different chips are probed by KPFM and EFM, each for about one

week and, at least, twice. Since the measurements were performed at ambient conditions,

the two terminal resistance Rtransport of the devices varied continuously with time, namely

the voltage at charge neutrality VD and the mobility µ. Moreover, a gate voltage hysteresis

appeared, where the sweeps with decreasing Vgate (reverse sweeps) were more reproducible.

A series of such sweeps for one device is shown in Fig. S1c. Most of the presented data are

recorded during sequences changing Vgate in reverse sweep direction with the only exception

of Fig. 1g. Moreover, we took care that VSD was changed in the same direction prior to

recording images that are compared directly. In addition, a waiting time was established

after setting Vgate and VSD for each EFM/KPFM image (section S5.2, Fig. S8) as given in

table S1. Finally, the two-point resistance Rtransport(Vgate) was continuously monitored during

imaging revealing minor variations as depicted in Fig. 1e, main text and Figure S1d. The

latter nicely reproduces the faster Rtransport(Vgate) sweeps of the same device recorded without

imaging (Fig. S1c).
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S1.4 Sweeping Graphene for Removal of Polymers

As discussed in section S1.1 and in more detail in section S8, there are remaining polymers

on the graphene with larger clusters being detrimental for KPFM and EFM studies. To

remove these polymers, we used contact mode AFM with a hard Si cantilever (µmasch

QQ-NSC15/AlBS, 40 N/m) serving as a broom.60,61 The broom was scanned in contact-mode

from drain to source with speed 4µm/s. The setpoint has been optimized manually, being

large enough to remove the polymers and low enough to avoid rupture of the graphene. After

cleaning an area of (∼ 10µm)2, ridges and hills of residues appear at the surroundings of the

swept area with heights of 50–100 nm and widths of about 500 nm, while the swept interior is

free of larger clusters (Fig.S14g). Subseqeuntly, we changed the cantilever back to the PtIr

covered SCM-PIT-V2 for KPFM or EFM.

S1.5 Ion Bombardment

For ion bombardment, the chip with multiple graphene field effect devices was firstly placed

into a contacted Cu box (8 × 8 × 5 mm3) shielding the ion flux that features a mm sized

hole for targeting the investigated device with ions. This device was contacted to the Cu

box via its bond wire such that charging effects on the chip by the ion flux are minimized

and the ion current could be comfortably measured across the relatively large area of the Cu

box. The Ar+ ions are produced by a plasma source equipped with a Wien filter for energy

selection. We checked that the ion current is homogeneous across the size of the Cu box on

the 10% level. Moreover, the vacancy production yield per ion has been carefully calibrated

by repetitively counting the produced defects per area with scanning tunneling microscopy in

ultra-high vacuum.57 This revealed a yield of 0.35 vacancies/ion at Ekin = 50 eV. It is well

known that only single vacancies can be produced at such low ion energy.72 We used a low ion

flux (3.5 · 1013/m2s) for moderate time (580 s) leading to a vacancy density nvac = 7 · 1015/m2,

i.e. the vacancies are on average 12 nm apart.
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S2 Kelvin Probe Force Microscopy

Figure S2: Kelvin Probe Force Microscopy. (a) Schematic of amplitude modulation
KPFM as implemented in the Dimension Icon AFM setup from Bruker.73 The lower image
shows a profile line z(x) (black) recorded by the cantilever (violet) in tapping mode AFM
with amplitude ATM

fdrive
excited via the voltage Vdrive sin (2πfdrivet) applied to the piezo drive

of the cantilever. The middle image shows the profile line from the lower image (full grey
line) and the same line lifted by ztip (dashed grey line) as traced during recording VCPD(x)
(green line). VCPD is determined at each point by the feedback loop depicted on top. It
minimizes the cantilever amplitude Afdrive

at frequency fdrive, while the AC voltage VAC is
applied to the tip with constant amplitude Vexc simultaneously with a DC voltage VDC, that
itself is optimized by the feedback. A remaining amplitude A2fdrive

appears at frequency
2fdrive (eq. (S.5)). φfdrive

measures the relative phase between VAC excitation and detected
cantilever oscillation. (b) Topography of graphene area for one of the measured devices
recorded by tapping mode AFM. (c) Corresponding VCPD(x, y) map, acquired by KPFM
at Vgate = VD = 87 V, VSD = 0 V. (d) Same map as in c after subtracting a second order
polynomial background for horizontal and vertical direction.74

One of the two scanning probe microscopy methods employed to image the current induced

electric fields is Kelvin Probe Force Microscopy with amplitude modulation (AM-KPFM).

Figure S2a illustrates its implementation in the Dimension Icon AFM setup from Bruker

as used here. It employs a two-path process conducted for each scan line. During the
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first path, the topography of the sample is acquired by tapping mode AFM with cantilever

amplitude of 30–33 nm. At the second path, called the lift mode, the tip retraces the

measured topography from the first path with an additional tip-sample distance ztip ≈ 30 nm,

while the contact potential difference of the tip with respect to the sample, VCPD(x, y),

is determined at each tip position (x, y). VCPD(x, y) measures the difference between the

work function of the tip Wtip and the the work function of the sample area below the tip

Wsample(x, y), i.e. VCPD(x, y) = Wtip −Wsample(x, y). During tapping mode, the cantilever

oscillation is mechanically driven by a piezo-electric element while the cantilever scans the

sample surface employing a z-feedback that regulates the tip-sample distance z to maintain

a constant amplitude of the cantilever oscillation ATM
fdrive

≈ 30 nm. The drive amplitude of

the piezoelectric element is Vdrive = 2− 3 V at a drive frequency fdrive that is chosen at 50 Hz

below the resonance frequency of the free cantilever fres and given in table S1.

During the second path, both the z-feedback and the piezo drive voltage are switched off,

while a potential feedback regulates the DC voltage applied to the cantilever VDC. An AC

modulation VAC(t) = Vexcsin(2πfdrivet) of constant amplitude Vexc is superposed to VDC such

that the total tip voltage reads Vtip(t) = VDC +Vexcsin(2πfdrivet). This causes the electrostatic

tip-sample interaction force Fes to be modulated as75

Fes(t) =
1

2

dCts(z)

dz
(Vtip(t)− VCPD)2 = F 0

es + (Fes)fdrive
(t) + (Fes)2fdrive

(t) (S.2)

where Cts(z) is the distance dependent tip-sample capacitance and

F 0
es =

1

2

dCts

dz

[
(VDC − VCPD)2 +

V 2
exc

2

]
(S.3)

(Fes)fdrive
(t) =

dCts

dz
(VDC − VCPD)Vexc sin(2πfdrivet) (S.4)

(Fes)2fdrive
(t) =

1

4

dCts

dz
V 2

exc cos(4πfdrivet) (S.5)
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It can be shown that the oscillating Fes(t) causes the cantilever to vibrate with zfdrive
(t) ∝

Q · (Fes)fdrive
(t)/k at excitation frequency fdrive, if fdrive is close to fres.

75 Here, k ≈ 3 N/m

is the stiffness constant of the cantilever and Q ≈ 250 its quality factor (SCM-PIT-V2,

Bruker76). An additional oscillation z2fdrive
(t) ∝ (Fes)2fdrive

(t)/k appears at frequency 2fdrive.

The amplitude and phase lag of the cantilever oscillation at zfdrive
(t) with respect to the

driving VAC(t) is detected by a lock-in amplifier and passed to the potential feedback that

nullifies zfdrive
(t) by adjusting VDC. Using VCPD as the adjusted VDC for each position (x, y),

a map VCPD(x, y) results as displayed in Fig. S2c.

Since zfdrive
(t) is rendered zero by the feedback, the cantilever oscillates only with z2fdrive

(t).

The amplitude can be estimated by eq. (S.5) using Vexc = 1.066 V, tip-sample distance

d = ATM
fdrive

+ ztip = 60 nm and assuming the simple model of a charged sphere above an

infinite metal surface for the tip-sample capacitance leading to77 dCts

dz
= 2πε0

R2

d(d+R)
with tip

radius R = 25 nm. One obtains an amplitude A2fdrive
≈ 0.6 pm � d.

S2.1 Cantilever Contribution

The above description is simplified by assuming a homogeneous surface potential and by

neglecting the influence of the electrostatic interaction of the cantilever body with the device.

Both are relevant due to the long range nature of electrostatic forces. More precisely, the

recorded VCPD(x, y) is described at each point (x, y) by a convolution of the surface potential

map with a point spread function (PSF) deduced from the tip geometry at distance ztip.40,78

Since AM-KPFM nullifies the fdrive component of the tip sample force Fes(t) (eq. (2)) and

not the force gradient dFes/dz as EFM (section S3), the cantilever body as well as tip

areas more distant from the apex influence the measured VCPD.40 This impact is known

to reduce the signal intensity, but barely the spatial resolution.40 For the cantilever of our

measurements (SCM-PIT-V2) and ztip = 30 nm, the approximate PSF has been given by Xu

et al.40 revealing a spatial resolution of 60 nm and a reduction of signal intensity by 20 %

assuming a homogeneous surface potential. This is compatible with our results. Indeed, the
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relative drop of transport potential across the graphene as measured by AM-KPFM is only

∼ 80 % of the applied VSD (Fig. S3), but it is 100 % using EFM (Fig. S3b, section S3).40

The relation for KPFM turns out to be independent on the applied VSD (Fig. S3a) and Vgate

(Fig. S3b), but changes with ztip (Fig. S3b) as predicted via its PSF.40 Note that the potential

drop across graphene was determined 3µm away from the lateral metal-graphene interface

avoiding influences of the potential inhomogeneities there. Hence, our results confirm the

considerations by PSF40 implying a residual long range influence.

Figure S3: Transport Potential Drop in KPFM. (a) Transport potential drops across
graphene (colored lines), each averaged from 50 distinct profile lines at the same VSD and
normalised by VSD (right vertical scale). Various VSD differing by 0.5 V are color coded,
ztip = 30 nm, Vgate = 85 V, ∆V := Vtransport(x = 25µm)− Vtransport(x = 0µm). A topography
profile probed by tapping mode AFM is added in grey (left vertical scale). (b) ∆V (VSD) for
different Vgate, ztip as marked (slopes: blue: 0.62, red: 0.84, green: 0.82, black: 1.0). For the
EFM data, ∆V is deduced from shifts of the maxima of the EFM parabolas measured on the
source (x = 41µm) while the drain is grounded (section S3).

S2.2 Background Subtraction

Figure S2c shows a KPFM map of a graphene area recorded at VSD =0 V and Vgate =87 V,

i.e., at charge neutrality. The displayed area is, at least, 3µm away from the source and drain

electrodes and from exposed SiN areas. Thus, residual backgrounds cannot result from the

tip apex rendering them long range. Indeed, a dominating, long range contrast developing

from the lower right to the upper left appears. It is likely caused by remaining interactions

of the cantilever body with exposed SiN areas. Such long-range background is only found in
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AM-KPFM maps but not in EFM maps corroborating that it is not caused by the tip apex.

The increase of VCPD(x, y) towards the upper left meets the expectation from the geometry

of the exposed SiN areas (Fig. S1a) and the positive Vgate. Due to the inclination of 10◦ of

the cantilever towards the tip, the distance of the cantilever body part above SiN decreases

relative to the SiN by moving the cantilever into this direction and, hence, the interaction

force to the SiN increases.

To get rid of the long-range background, we apply a 2nd order polynomial background

subtraction using Gwyddion.74 The resulting map after subtraction is displayed in Fig. S2d

featuring an obvious correlation with the simultaneously recorded topography (Fig. S2b),

e.g., at the two nearly vertically propagating wrinkles or at the two large bumps on the left

that obviously change the local doping. This justifies the subtraction method for background

removal featuring a spatial resolution of about 20 nm and a VCPD resolution below 10 mV.

Of course, the background subtraction also removes the spatial average of VCPD and the

linear potential drop induced by VSD. They are, however, required for the doping maps

(section S6) and the electric field maps(section S5), respectively. For the electric field maps,

we do not apply the background subtraction, but rely on the subtraction of two VCPD(x, y)

maps recorded at the same Vgate (eq. (S.10)) and, hence, removing the background, that

is dominated by the gate voltage that penetrates to the cantilever, automatically. For the

doping maps (eq. (S.13)), we add an averaged value V CPD to the background subtracted

VCPD(x, y) as deduced from a straightforward capacitive charging model of the graphene by

Vgate (section S6). This procedure is corroborated by the excellent agreement between the

simulated electric field maps (Fig. 2f,h, main text) as directly deduced from doping maps

(section S6) with the experimentally measured electric field maps (Fig. 2g,i, main text).

S2.3 Noise and Sensitivity

Two major sources of noise are known for KPFM.79 Firstly, thermal fluctuations of the

cantilever oscillation are present due to Brownian motion. Secondly, sensor noise from
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detecting the optical beam deflection (OBD) contributes. Using established formulas,79 we

find the thermal noise to be nthermal = 1.9 pm/
√

Hz using our parameters Q = 250, fres =

62.34 kHz and T = 300 K. A typical value for the OBD sensor noise is nOBD = 100 fm/
√

Hz,79

i.e., negligible. For the typical bandwidth of the feedback loop B ≈ 5 Hz, we get an

amplitude noise at fdrive of nthermal

√
B ≈ 4 pm. This imposes a lower limit on the VCPD

precision. At ztip = 30 nm and AC voltage amplitude VAC = 1.066 V, we find this limit to

be δVCPD = 10 mV.79 This is roughly consistent with the noise in VCPD(x, y) maps, e.g., in

Fig. S2d, i.e., we find RMS fluctuations within areas of 0.5µm ×0.5µm of 5–20 mV. It also

roughly agrees with the data sheet from Bruker promising a noise level of ∼ 10 mV and with

other experiments in the literature.75,80,81

S3 Electrostatic Force Microscopy

As second method, we employed Electrostatic Force Microscopy (EFM), well established

to map surface potentials with high resolution.82,83 Like KPFM (section S2), it uses a two

step process acquiring the topography during a first path in tapping mode. After lifting the

tip for the second path by ztip, the cantilever is oscillated by an AC voltage applied to a

piezo-electric element using a frequency fdrive ∼ 62 kHz slightly below the resonance frequency

of the free cantilever. A DC voltage Vtip is applied to the tip (Fig. S4a) inducing an attractive

electrostatic force between tip and sample due to image charges in the sample (eq. (S.2)).

This causes a decrease in resonance frequency of the cantilever f0 with resulting shift of the

phase vs. frequency curve φEFM(f) (Fig. S4e). Probing at the excitation frequency fdrive < f0,

the electrostatic force changes the phase lag ∆φEFM between cantilever oscillation and voltage

oscillation at the piezo (Fig. S4e) as well as the amplitude of the cantilever oscillation

AEFM. The measured ∆φEFM depicts the additional phase lag of the exciting oscillation with

respect to the cantilever oscillation after being nullified prior to each measurement at the

resonance frequency of the free cantilever oscillation. Both, AEFM and ∆φEFM are related to
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the electrostatic tip-sample force gradient that must be nullified to detect the local VCPD.

Figure S4: Electrostatic Force Microscopy. (a) Sketch of the cantilever (violet) during
the second path (lift mode) including the detection scheme (laser, photodiode). Full grey
line: Topography z(x) recorded during the first path. Dashed grey line: Topography line
after lifting the cantilever by ztip as tracked during the second path. Red line: phase lag
of cantilever oscillation ∆φEFM(x) as recorded during the second path. The cantilever is
continuously excited by VAC,piezo, applied to the piezo element at frequency fdrive slightly
below the resonance frequency of the free cantilever fres. A DC tip voltage Vtip changes the
amplitude AEFM and phase lag ∆φEFM of the cantilever oscillation at fdrive as recorded by
lock-in amplifier. (b–d) Three exemplary ∆φEFM(x, y) maps of one graphene area (topography
in Fig. S19h) recorded at three different Vtip as marked. (e) Simulation of ∆φEFM(f) for two
distinct Vtip − VCPD, f0 = 75 kHz, Q = 240 as present for the used SCM-PIT-V2 cantilever.
The downward arrow marks the decrease in ∆φEFM at fdrive due to the electrostatic force
induced by Vtip. (f) Measured AEFM (blue, left axis) and ∆φEFM (red, right axis) as function
of Vtip for a centrally located point on graphene, Vgate = 65 V, VSD = 0 V. VCPD marks the
voltage at the ∆φEFM maximum. ∆Φ marks the phase lag shift with respect to VCPD induced
by Vtip = 0.8 V. The vertical dashed lines with black dots indicate the three Vtip as used for
recording ∆φEFM(x, y) maps and subsequently deducing VCPD(x, y) maps.

The resulting ∆φEFM as function of tip voltage Vtip features an inverted parabola

∆φEFM(Vtip) (Fig. 1b, main text). This is due to the cantilever softening that is caused by

the attractive electrostatic interaction between the charged tip and the induced charge within

the sample. The maximum of the parabola is, hence, at vanishing electrostatic force, i.e., at

Vtip = VCPD.40

We repeat the derivation of ∆φEFM(Vtip) in the following.82,83 Assuming the cantilever
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as a damped, driven harmonic oscillator disturbed by a force that is small compared to

the restoring force of the cantilever and that varies slowly on the scale of the oscillation

amplitude, the following expression applies for the induced resonance frequency shift ∆f0
84

(k: cantilever stiffness constant, Fes: electrostatic force according to eq. (S.2)).

∆f0 = − f0

2k

∂Fes

∂z
. (S.6)

For fdrive ≈ f0 and Q ·∆f0/f0 � 1, the corresponding phase shift reads:83

∆φEFM(fdrive) = − arcsin

(
2Q

f0

∆f0

)
≈ −Q

k

∂Fes

∂z
. (S.7)

Hence, the change of ∆φEFM(fdrive) is proportional to the force gradient. This renders EFM

more sensitive to local surface potentials than AM KPFM, that minimizes the force instead

(section S2.1). Long range forces acting on the cantilever body contribute much less to

EFM via their less steep gradient.40 Indeed, ∆φEFM(x, y) maps are found devoid from any

significant long range background (Fig. S4b–d, Fig. S5a). The spatial resolution of EFM

improves with decreasing ztip. For the selected SCM-PIT-V2 cantilever and ztip = 20 nm

(Fig. 3, main text), the resolution is approximately 1.1 · ztip + 11 nm = 33 nm.40

Substituting Fes from eq. (S.2) into eq. (S.7) implies a quadratic dependence of ∆φEFM

on Vtip reading

∆φEFM(x, y) = −Q(x, y)

2k

d2Cts(x, y)

dz2
(Vtip − VCPD(x, y))2 , (S.8)

where the quality factor Q and the tip sample capacitance Cts are position dependent as

affected by local variations of dissipation and screening, respectively, due to, e.g., adsorbates

or doping fluctuations. Nevertheless, the maximum of ∆φEFM(Vtip) is a direct measure of

VCPD. Indeed, the measured ∆φEFM(Vtip) at a single point features a parabola as shown by

the fit in Fig. 1b, main text. Minor deviations at larger voltages are most likely caused by

the influence of quantum capacitance that is not captured by eq. (S.2). To determine VCPD
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for each position (x, y), we probe ∆φEFM(x, y) at only three Vtip = −1, 0, 1 V (Fig. S4f) and

use the three points for fitting a parabolic function

∆φEFM(x, y) = −κ(x, y) (Vtip − VCPD(x, y))2 + ∆φ0(x, y) (S.9)

via three parameters, namely the curvature κ(x, y) and the maximum at (∆φ0, VCPD)(x, y).

Hence, we take the local nature of all three parameters into account with ∆φ0(x, y) caused

by local forces that are not dependent on Vtip. We choose the extrema of Vtip = ±1 V large

enough to obtain high precision of the fit, but still small enough to avoid deviations from the

parabola due to quantum capacitance.

To illustrate the principle, Fig. S5a displays a VCPD(x, y) map of an electron doped

graphene area as obtained by a parabolic fit using eight Vtip for each position (x, y) instead

of three, hence, enabling better precision. Features are discernable at several graphene folds,

wrinkles and point defects (compare with the topography in Fig. S19h). These topographic

features obviously exhibit distinct surface potentials. Importantly, no long range background

had to be subtracted. Figure S5b shows two selected sets of measured ∆φEFM(Vtip) at the

eight Vtip together with a parabolic fit and a 7th order polynomial fit. The two fits reveal

nearly identical maxima.

Figure S5c displays the variation of the curvature of the fitted parabolas with Vgate

(main) and with position (inset). While the Vgate dependence is rather irregular exhibiting

fluctuations of about 5 % only, the position dependence exhibits features at folds and wrinkles

that likely exhibit different dissipation strengths leading to different local Q(x, y). Variations

in ∆Φ0, related to the forces that do not depend on Vtip, are about 0.6◦ for, both, Vgate

dependence and position dependence, but without obvious correlations to topographic features

(not shown).
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Figure S5: Parabolic fits of ∆φEFM(Vtip). (a) VCPD(x, y) map of graphene measured by
EFM via parabolic fits of eight recorded ∆φEFM(Vtip) values for each location (x, y) (eq. (S.9)),
Vgate = 100V, VSD = 0V, ztip = 30 nm. Corresponding topography: Fig. S19h. (b) Variation
of ∆φEFM with Vtip for the two marked regions in a. The solid/dashed lines are fits to the
measured data points with the specified polynomial order. The black curves are shifted
downwards for better visibility. (c) Curvature κ(Vgate) resulting from parabolic fits as in
b (eq. S.9) and displayed for a single location. Inset: κ(x, y) of the same area as in a,
Vgate = 100V, VSD = 0V, ztip = 30 nm.

S3.1 Noise and Sensitivity

As described above, for VCPD(x, y) mapping by EFM, we recorded only three ∆φEFM(Vtip)

at each location that are fitted by a parabola (eq. (S.9)). The resulting noise is estimated

in the following. Continuous sweeps of ∆φEFM(Vtip) consisting of 512 points and recorded

at different Vgate revealed an average RMS deviation from the parabola of δφEFM = 0.09◦

at a recording time per point of 1.5 ms. The RMS deviation with respect to the parabola

dropped continuously, if one employs Gaussian averaging of ∆φEFM(Vtip) prior to fitting, as

expected for uncorrelated deviations. Moreover, fits of higher polynomial order only slightly

decreased δφEFM, e.g., by less than 5% up to a fit order of ten. This corroborates that

the parabola is a very good approximation of ∆φEFM(Vtip). Since recording times of 3.4 ms

are employed for the three ∆φEFM(Vtip) used for VCPD(x, y) maps, the RMS error becomes

δφEFM = 0.09◦×
√

1.5/3.4 = 0.06◦. We used this δφEFM to deduce the resulting error in VCPD

by numerical simulations revealing δVCPD ≈ 2 mV at VCPD ≈ 0.2 V such as in Fig. 3, main

text. This largely fits with the uncorrelated noise that we observe in maps experimentally

(section S5.1).
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S4 Parameters for Recording KPFM and EFM Maps

The following table S1 describes all key parameters that are used to record VCPD(x, y) maps.

These maps are the base of all figures in the main text and in the supplement. Maps that are

used in multiple images are only described once. For the other images, a reference is given in

the caption to the image where the map is first used.

Table S1: Parameters for recording VCPD(x, y) maps. Most figures in the main text and
the supplement are based on several VCPD(x, y) maps numbered consecutively by VCPD No.,
ztip: lifting height after tapping mode AFM, Vtip,ac: amplitude of tip voltage for KPFM, Aac:
cantilever oscillation amplitude for EFM, fdrive: excitation frequency, ∆t: recording time of
VCPD(x, y) image, δt: waiting time without recording after last VCPD(x, y) image.

FigureMethod VSD VCPD ztip Vtip,ac Aac fdrive ∆t δt previous

(V) No. (nm) (V) (nm) (kHz) (mins)(mins) VCPD

1c KPFM 0.0 1 30 1.1 - 61.34 22 - -

1c KPFM 0.25 2 30 1.1 - 61.34 22 5 1

1g KPFM 0.0 1 30 1.1 - 61.34 11 - -

1g KPFM 0.5 2 30 1.1 - 61.34 11 5 1

2i KPFM -0.25 1 30 1.1 - 61.355 22 - -

2e KPFM 0.0 2 30 1.1 - 61.355 22 5 1

2g KPFM 0.25 3 30 1.1 - 61.355 22 5 2

3a EFM 0.0 1 20 - 31 61.72 34 - -

3e, f EFM 0.1 2 20 - 31 61.72 34 83 1

3b EFM 0.0 3 20 - 31 61.72 34 5 2

4a-f KPFM 0.0 1 30 1.1 - 61.344 20 5 -

4a-f KPFM 0.4 2 30 1.1 - 61.344 20 5 1

S19a–f KPFM 0.0 1 30 1.1 - 61.34 11 5 -

S19a–f KPFM 0.5 2 30 1.1 - 61.34 11 5 1

S19k EFM 0.1 1 30 - 31 62.34 21 - -
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Table S1 – continued from previous page

FigureMethod VSD VCPD ztip Vtip,ac Aac fdrive ∆t δt previous

(V) No. (nm) (V) (nm) (kHz) (mins)(mins) VCPD

S19l EFM 0.2 2 30 - 31 62.34 21 5 1

S19m EFM 0.1 3 30 - 31 62.34 21 5 2

S19i-m EFM 0.0 4 30 31 62.34 21 83 3

S19p KPFM -1.0 1 30 1.1 - 62.34 20 - -

S19o KPFM -0.5 2 30 1.1 - 62.34 20 5 1

S19n KPFM -0.25 3 30 1.1 - 62.34 20 5 2

S19n-s KPFM 0.0 4 30 1.1 - 62.34 20 5 3

S19q KPFM 0.25 5 30 1.1 - 62.34 20 5 4

S19r KPFM 0.5 6 30 1.1 - 62.34 20 5 5

S19s KPFM 1.0 7 30 1.1 - 62.34 20 5 6

S2c, d KPFM 0.0 1 25 1.1 - 61.35 11 5 -

S6a-h KPFM 0.0 1 30 1.1 - 61.35 11 5 -

S6a-h KPFM 0.5 2 30 1.1 - 61.35 11 5 1

S7a-f EFM 0.0 1 20 - 31 61.72 34 5 -

S7a-f EFM 0.1 2 20 - 31 61.72 34 83 1

S8a-f EFM 0.0 1 20 - 31 61.72 34 5 -

S9d-f KPFM 0.0 1 30 1.1 - 62.34 20 5 -

S10c-d KPFM 0.0 1 30 1.1 - 62.34 21 5 -

S10d KPFM -1.0 2 30 1.1 - 62.34 21 120 1

S14b-c EFM 0.0 1 30 - 31 62.34 21 5 -

S14c EFM 0.1 2 30 - 31 62.34 21 177 1

S14e-f EFM 0.0 1 20 - 31 61.72 27 5 -

S14f EFM 0.1 2 20 - 31 61.72 27 133 1

S14h-i KPFM 0.0 1 25 1.1 - 60.39 11 5 -
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Table S1 – continued from previous page

FigureMethod VSD VCPD ztip Vtip,ac Aac fdrive ∆t δt previous

(V) No. (nm) (V) (nm) (kHz) (mins)(mins) VCPD

S14i KPFM 0.2 2 25 1.1 - 60.39 11 5 1

S15b-c KPFM 0.0 1 20 1.1 - 62.34 20 5 -

S15c KPFM 0.4 2 20 1.1 - 62.34 20 5 1

S17a-d KPFM 0.0 1 30 1.1 - 61.34 11 5 -

S17a-d KPFM 0.5 2 30 1.1 - 61.34 11 5 1

S18b-c KPFM 0.0 1 30 1.1 - 61.34 11 5 5

S18c KPFM 0.5 2 30 1.1 - 61.34 11 5 1

S18e-f KPFM 0.0 1 20 1.1 - 62.34 20 5 5

S18f KPFM 0.4 2 20 1.1 - 62.34 20 5 1

S5 Electric Fields due to Current Flow

To map the current induced electric fields, we measure the change of the contact potential

difference VCPD(x, y) after applying a source-drain voltage VSD. This is dubbed the transport

voltage Vtransport(x, y, VSD) defined as.

Vtransport(x, y, VSD) = VCPD(x, y, VSD)− VCPD(x, y, VSD = 0V ) (S.10)

The negative spatial gradient of Vtransport(x, y, VSD) is the transport induced electric field

reading

Emeas(x, y) = −∇Vtransport(x, y). (S.11)
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The derivation implicitly assumes that the static work-function fluctuations of the two

subtracted VCPD(x, y) maps remain unchanged and therefore cancel (section S7).

Figure S6: Current Induced Electric Fields after Background Subtraction. (a)
Vtransport(x, y)/VSD map using KPFM for recording VCPD(x, y) at VSD = 0.5 V and VSD = 0 V
as input for eq. (S.10), Vgate − VD = −5 V, corresponding topography: Fig. 1f, main text. (b),
(c) Maps of x and y component of the electric field, respectively, as deduced by eq. (S.11)
using a. Average electric fields 〈Ex,y〉 and the RMS standard deviations σRMS are marked
below the images. The latter is determined within boxes of (1µm)2 and averaged over all
boxes afterwards. (d) Same as a, but after removal of a 2nd order polynomial background
from the two constituting VCPD(x, y) maps (section S2.2). (e), (f) Maps of x and y component
of the electric field derived from d via eq. (S.11). (g) Vector plot of in-plane electric field
Emeas(x, y) deduced via eq. (S.11) from a–c. The arrows are colored blue (red), if pointing
forward (backward) with respect to the applied VSD. The background color shows the doping
distribution n(x, y) at VSD = 0.5 V (eq. (S.14)). (h) Same as g, but deduced from d–f.

Figure S6a shows a Vtransport(x, y) map derived from VCPD(x, y) maps recorded by KPFM

according to eq. (S.10) and after normalizing to VSD. The image employs VSD = 0.5 V at

charge neutrality. The x and y components of the resulting in-plane electric field Emeas(x, y)

(eq. (S.11)) are displayed in Fig. S6b and c, respectively. Figure S6g shows a vector represen-

tation of Emeas(x, y) represented by arrows on the colored background of the deduced charge
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carrier density n(x, y) as present at VSD = 0.5 V (eq. (S.14)).

Figure S6d-f and h show the same data, but deduced from the VCPD(x, y) maps after

2nd order polynomial background subtraction (section S2.2). This naturally removes the

constant electric field along the applied VSD and, thus, highlights deviations from this average

electric field, but it prohibits the direct identification of inverted electric fields. Correlations

between doping and electric field get more apparent, e.g., hole (electron) doped regions in

this particular area tend to reduce (increase) the electric field in x direction with respect

to the average field. Moreover, it gets more easy within the vector maps with background

subtraction to identify electric fields pointing in different y directions (Fig. S6g). Finally, one

can identify source like areas (e.g. upper fold area) or sink like areas (e.g. upper left area) of

the current induced electric fields.

S5.1 Noise Filtering

Performing a nearest neighbor differentiation of Vtransport(x, y) to obtain Emeas(x, y) maps

(eq. (S.11)) revealed uncorrelated noise for both components with strength δEmeas
x ≈ δEmeas

y ≈

100 mV/µm (Fig. S7a). This uncorrelated noise obscured the observation of any feature. This

is likely of electric origin at the piezoelectric actuators reducing the accuracy to determine

VCPD in EFM (section S3).

To reduce the overwhelming noise, we employ two filtering processes. On one hand, we

apply a spatial Gaussian averaging with full width at half maximum Γ to Vtransport(x, y)

maps. On the other hand, we use locations that are further apart from each other for the

differentiation, i.e.,

Emeas
x (x, y) =

Vtransport(x, y)− Vtransport(x−∆x, y)

∆x

Emeas
y (x, y) =

Vtransport(x, y)− Vtransport(x, y −∆y)

∆y
(S.12)
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Figure S7: Filtering procedure for electric field maps. (a)–(c) Experimentally measured

Êmeas
x (x, y) (EFM) using eq. (S.12) with different values of ∆x as indicated, after mild

Gaussian averaging of Vtransport(x, y) with Γ = 61.5 nm. The upper left area of b corresponds

to Fig. 3e, main text. (d)–(f) Êmeas
x (x, y) using the same Vtransport(x, y) map as in a–c, but

using Gaussian averaging with different Γ before employing ∆x = 26 nm for differentiation
(eq. (S.12)). (g) Simulated dipolar feature of Êx(x) (black line) and the same feature after
superposition with white noise of strength δVtransport = 16 mV in the constituting Vtransport(x)
at VSD = 0.1 V and subsequent application of eq. (S.12) with the indicated ∆x (colored lines).
(h) Same as g concerning simulated dipole (black line) and noise superposition, but using
subsequently Gaussian averaging with different Γ as marked (colored lines). (i), (j) RMS
noise of experimental Emeas

x (x, y) maps, σEx(∆x), for different Vgate (i) and VSD (j), KPFM.
The noise for each ∆x is deduced within boxes of 0.3µm× 0.3µm covering the whole image.
Subsequently, the noise of all boxes is averaged. The solid lines are linear fits revealing
σEx ∝ ∆x−1.
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with ∆x and ∆y being the chosen distances in the respective directions. The RMS fluctuations

δEmeas
x and δEmeas

y scale with 1/∆x and 1/∆y, respectively, according to error propagation.

This naturally improves the signal to noise ratio at the expense of spatial resolution.

This second approach is visualized for an experimentally measured Vtransport(x, y) map

in Fig. S7a–c. Stable structures appear at ∆x ≥ 0.91µm, i.e., using a distance of 35

measurement points for ∆x. The remaining uncorrelated noise exhibits a standard variation

σEx = 5 mV/µm as deduced by analyzing multiple boxes of (0.3µm)2, much smaller than

the apparent features sizes. This can be compared with the error δVCPD = 2 mV resulting

from the ∆ΦEFM(Vtip) noise (section S3.1). Error propagation implies δVtransport = 3 mV

(eq. (S.10)) and, respectively, δEmeas
x = 5 mV/µm for ∆x = 0.91µm (eq. S.12) in very good

agreement with the measured noise of 5 mV/µm.

Figure S7g shows the same procedure of filtering via large ∆x for a fictitious electric

field Ex(x) featuring a dipolar structure (black line) that is mixed with uncorrelated noise in

Vtransport(x) of strength δVtransport = 16 mV prior to using different ∆x to determine Emeas
x (x)

according to eq. (S.12) (colored lines). Obviously, the feature width and height are barely

changed by the ∆x filtering, but the dipolar feature is slightly shifted to the right. In

contrast, the Gaussian averaging makes the features wider and weaker in amplitude, while

maintaining its center position (Fig. S7h). This is also visible in the accordingly Gaussian

filtered experimental images (Fig. S7d-f).

Since our main interest is the feature size and the feature strength, in particular, during

the analysis of Fig. 3, main text, we optimize ∆x (eq. (S.12)) towards the lowest possible

signal/noise ratio, where features get significantly stronger than the noise floor, but use only

a mild Gaussian averaging with Γ ≤ 100 nm. Table S2 summarizes the chosen ∆x and Γ for

all electric field maps presented in main text and supplement.

Eventually, Fig. S7i and j show the rms electric field noise σEx(∆x), determined within

multiple boxes of size (0.3µm)2 (average of all boxes within one image) for different Vgate and

VSD, respectively. The fitted slope in the double-logarithmic plots (lines) consistently reveals
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Table S2: Filter parameters for all electric field maps of main text and supplement. Γ: FWHM
of a Gaussian filter for Vtransport(x, y), ∆x, ∆y: length scales for determining Emeas

x (x, y) from
Vtransport(x, y) according to eq. (S.12).

Figure Method Γ ∆x ∆y
1d KPFM 92 nm 1.17 µm 0.12 µm
1g KPFM 81 nm 0.43 µm 0.12 µm

2f-i, S11 KPFM 93 nm 0.39 µm 0.08 µm
3c–d, EFM 86 nm 0.47 µm 0.03 µm

3e–f, S8m–n, S13e EFM 62 nm 0.91 µm 0.03 µm
4a–f, S15c, S18f KPFM 31 nm 0.39 µm 0.05 µm

5c–h, k–m KPFM 28 nm 0.23 µm 0.06 µm
S6b,e, S17a–d, S18c, S19a–f KPFM 61 nm 0.52 µm 0.12 µm

S6c,f KPFM 81 nm 0.52 µm 0.93 µm
S6g–h KPFM 61 nm 0.52 µm 0.93 µm
S10c KPFM 77 nm 0.33 µm 0.05 µm
S10d KPFM 99 nm 0.03 µm 0.05 µm

S14c, S19i–m EFM 77 nm 0.39 µm 0.04 µm
S14f EFM 53 nm 0.89 µm 0.01 µm
S14i KPFM 46 nm 0.29 µm 0.06 µm

S19n–s KPFM 77 nm 0.82 µm 0.05 µm

σEx ∝ ∆x−1, as expected from the discussion above. This evidences uncorrelated Emeas
x (x, y)

noise. In line, the correlation length of Emeas
x (x, y) at smallest possible ∆x = 26 nm (eq. S.12)

is ξ ≈ 30 nm only, i.e., the image resolution. Note that the noise depends barely on VSD and

Vgate.

S5.2 Temporal Stability of Dopant Distribution

The transport potential Vtransport(x, y) according to eq. (S.10) quantifies the potential drop

due to charge flow, if the work-function fluctuations in the measured region remain the

same while acquiring the two VCPD(x, y) maps, biased and unbiased. However, the ambient

conditions during recording partially lead to local charging and discharging depending on the

history of Vgate and VSD. An example is shown in Fig. S8a–c, where changes in VCPD(x, y)

appear, albeit the maps are recorded subsequently without changing Vgate or VSD and a full

day after setting these voltages. However, changes after recording Fig. S8c are much less
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Figure S8: Temporal Stability of Doping Distribution. (a)–(f) Subsequently recorded
VCPD(x, y) maps using EFM, VSD = 0 V, Vgate = VD = 85 V, Vtip = 2 V during tapping mode
traces. Vgate and VSD was changed one full day prior to the acquisition of a. Before recording
d (f), VSD was cycled to +0.2 V (−0.2 V) staying there for 10 min. (g) Two terminal resistance
Rtransport recorded between the setting of Vgate and the data acquisition of Fig. 3, main text,
Vgate = VD = 85 V. (h) Spatially averaged VCPD (larger dots, left axis) and simultaneously
acquired temporarily averaged device resistance (smaller dots connected by red line, right
axis) for a series of VCPD(x, y) maps measured in order as numbered, just after finishing
the time trace in g. Same colors belong to the same VCPD(x, y) map. The current induced
electric field map deduced from image 9 and image 6 (10) is also shown in Fig. 3e (f), main
text. (i)–(l) Vtransport(x, y)/VSD maps as deduced from the subtraction of the VCPD(x, y) maps
labelled in h as marked below each image (eq. (S.10)). Note that different reference maps at

VSD = 0 V are used for i, j and k, l. (m), (n) Deduced Êmeas
x (x, y) map (eq. (S.11)) from j

and l, respectively, using the VCPD(x, y) maps as marked below the image. The rectangular
area marked in l–n is displayed in Fig. 3e, f, main text.
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pronounced (Fig. S8d–f), albeit VSD was cycled in between indicating that a first imaging

itself leads to equilibration of the doping pattern.

Hence, it is crucial to reduce the uncontrolled charging processes. Therefore, we firstly

monitored the two-terminal Rtransport continuously. It changed minimally after ramping Vgate

to about 100 V and then ramp it down slowly by ∼ 0.1 V/s until the device resistance is

maximized signalling charge neutrality. Figure S8g shows a time trace of Rtransport after such

stabilization revealing only small fluctuations of about 5 % after a waiting time of roughly

5 hours. Using this procedure, stability at the local scale has still to be ensured. This was

more involved and not always successful. There is no direct way to experimentally map the

doping distribution, while applying a finite VSD. Hence, we checked the doping distribution

by recording VCPD(x, y, VSD = 0 V) maps before and after recording VCPD(x, y, VSD 6= 0 V)

maps. Figure S8h–n display characteristic features of a successful image sequence, namely a

minimum change in Vtransport while cycling VSD and very similar spatially averaged VCPD values

for images recorded at the same VSD but after a distinct VSD history (Fig. S8h). Obviously, the

first two images exhibit a rather different 〈VCPD(x, y)〉 in line with the changes in Fig. S8a–c,

implying again that the first maps within a certain area change the lateral doping distribution

more strongly, likely via the applied tip voltages. However, stable subsequent images can

be often recorded afterwards. Consequently, the Vtransport(x, y) maps deduced from a stable

sequence are nearly identical, if distinct reference images recorded at VSD = 0 V are employed

(eq. (S.10)). This is visible by comparing Fig. S8i and k as well as Fig. S8j and l, that used

image 6 and image 10 as reference, respectively. The similarity naturally also applies for

the resulting electric field maps in Fig. S8m–n. These kind of images, selected by adequate

monitoring, are, hence, reliably attributed to consequences of the applied VSD.
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S6 Doping Distribution from VCPD(x, y) Maps

Spatial fluctuations of the contact potential difference between tip and graphene are related

to doping fluctuations of the graphene.85 In the absence of current, the corresponding doping

density n0(x, y) can be deduced via |e| (VCPD(x, y)− V 0
CPD) = EF−ED(x, y), where EF := 0 eV

is the Fermi energy of graphene, ED(x, y) is the local Dirac point energy, and V 0
CPD is the

contact potential difference between the tip and charge neutral graphene. The resulting

doping distribution n0(x, y) at VSD = 0 V reads

n0(x, y) =
e2

π
sign

[
VCPD(x, y, VSD = 0 V)− V 0

CPD

] (VCPD(x, y, VSD = 0 V)− V 0
CPD

~vF

)2

,

(S.13)

whith the Fermi velocity of graphene vF = 1 × 106 m/s. Thus, one needs V 0
CPD. It can

be deduced from VCPD(x, y, VSD = 0 V) maps recorded by EFM at charge neutrality, i.e.,

at Vgate = VD as the spatial average of VCPD(x, y), but not by KPFM due to the required

background subtraction. To determine charge neutrality, we use the maximum in 2-point

resistance (Fig. 1(e), main text), that fits to the maximum in average resistance deduced

from the maps of current-induced potentials.

For VCPD(x, y) maps acquired by EFM, we then construct doping maps by applying

eq. (S.13) straightforwardly. However, for KPFM, we have to consider that VCPD(x, y)

maps are obtained after subtracting a second order polynomial background (section S2.2)

that largely removes the spatial average of VCPD(x, y) (Fig. S9g). In order to restore the

average, we calculate the average contact potential difference for a particular Vgate using

VCPD = V 0
CPD + sign(ngate) ~vF

√
π|ngate| with ngate = Cgate (Vgate − VD) /e as doping density

induced by the gate via a capacitive model (Fig. S9h). Subsequently, the histograms of

the VCPD(x, y) maps (Fig. S9a–c), i.e., each value of the map, are shifted such that the

histogram maxima (Fig. S9g) are aligned with the calculated values of Fig. S9h. These
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adjusted VCPD(x, y) maps are then used to apply eq. (S.13) resulting straightforwardly in

the doping maps n0(x, y). Figure S9d-f displays resulting doping maps of the same area at

different Vgate. The whole map changes from hole doping to electron doping due to the added

V 0
CPD. Moreover, folds and wrinkles (topography in Fig. S19h) charge less via gating, which

is likely due to the larger distance from the gate.

Figure S9: Doping Maps.(a)–(c) Histograms of VCPD(x, y, VSD = 0 V) as recorded by KPFM
after background subtraction (section S2.2), Vgate − VD as marked, VD = 81 V, red line in
b: deduced V 0

CPD = −1.3 mV. (d)–(f) Doping maps n0(x, y) corresponding to the adjacent
histograms and deduced from VCPD(x, y, VSD = 0 V) via eq. (S.13) using the capacitively
calculated background shift of (h), corresponding topography: Fig. S19h, black rectangle in
e: region of Fig. 4a–f, main text. (g) Maximum of VCPD histograms for various Vgate deduced
from KPFM images after background subtraction. (h) 〈VCPD〉 as derived from a capacitive
gating model (VD = 81 V, text) and as added to the background subtracted VCPD(x, y) maps
prior to applying eq. (S.13) for calculating n0(x, y).
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S6.1 Source Drain Induced Local Doping (SDILD)

As discussed in the main text, the doping distribution n(x, y) is subject to a linear gradient

at finite VSD. The gate voltage reference at the graphene is ground for the drain electrode and

shifted by VSD with respect to ground for the source electrode (Fig. 2a, main text). Hence,

we define a local gate voltage V local
gate (x, VSD) = Vgate − VSD

L
(x− x0), where x = x0 is the edge

of the drain electrode and x = 0 the left side of the image (closest to the drain). We will use

V local
gate (x, VSD) to calculate the resulting n(x, y) iteratively. Firstly, we regard the doping n0(x, y)

at VSD = 0 V. Its fluctuations change the local charge neutrality point at finite Vgate reading

V local
D (x, y) = Vgate − e n0(x,y)

Ceff(x,y,VSD=0 V)
. Here, Ceff(x, y, VSD = 0 V) =

(
1

Cgate
+ 1

CQ(x,y,VSD=0 V)

)−1

is the effective capacitance consisting of geometric capacitance Cgate and quantum capacitance

CQ(x, y, VSD = 0 V) = 2e2

π

√
π|n0(x,y)|
~vF

.

In a second step, we set up the iterative loop for n(x, y) at finite VSD reading

n(x, y, VSD) =
Ceff(x, y, VSD)

e

(
V local

gate (x, VSD)− V local
D (x, y)

)
=

Ceff(x, y, VSD)

Ceff(x, y, VSD = 0 V)
n0(x, y)−

(
VSD

eL

)
Ceff(x, y, VSD)(x− x0), (S.14)

where Ceff(x, y, VSD) is the effective capacitance for the changed doping n(x, y, VSD) via VSD.

Thus, both sides of the equation depend on n(x, y, VSD) suggesting a self-consistent loop that

we applied for solving. Far away from charge neutrality, the second term is negligible, since

|VSD| � Vgate and Ceff(x, y, VSD) ≈ Cgate implying n(x, y) ≈ n0(x, y), i.e., SDILD is negligible.

However, when Vgate → VD, the first term is almost zero raising the importance of the second

term. Consequently, VSD induced gating (SDILD) has to be considered carefully, in particular,

close to charge neutrality.
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S7 Electric Field from SDILD

In section S5, we assigned the difference between biased and unbiased VCPD(x, y) maps to

the current induced voltage drop Vtransport(x, y) (eq. (S.10)) using the assumption that the

doping distribution in the sample remains unchanged. However, section S6.1 reveals that VSD

changes the doping via SDILD (eq. (S.14)), most strongly close to charge neutrality. Even

for a linear potential drop along the sample by VSD, we get non-linearities in Vtransport(x, y)

(eq. (S.10)) via the non-linear local doping due to quantum capacitance (eq. (S.14)). We dub

the resulting electric field via SDILD ESDILD(x, y) (eq. (S.11)). Here, we present a formalism

to calculate it for known VSD and n0(x, y) (eq. (S.13)). A comparison of ESDILD(x, y) with

Emeas(x, y) then allows to distinguish between non trivial transport features and those due to

SDILD.

The Fermi energy of graphene reads EF−ED = ~vF sign(n)
√
π|n| with n(x, y, VSD) being

the doping distribution including SDILD (eq. (S.14)). If we assume that the applied VSD

drops linearly along the graphene, implying a potential VSD

L
(x− x0) (x0: edge of the drain

electrode), we obtain

VCPD(x, y, VSD) = V 0
CPD +

(EF(x, VSD)− ED(x, y, VSD))

|e|
+
VSD

L
(x− x0)

= V 0
CPD +

~vF

|e|
sign(n(x, y, VSD))

√
π|n(x, y, VSD)|+ VSD

L
(x− x0). (S.15)

The contact potential difference in the unbiased case is (section S6)

VCPD(x, y, 0) = V 0
CPD +

~vF

|e|
sign(n0(x, y))

√
π|n0(x, y)|.

The resulting x component of the electric field (eqs. (S.10), (S.11)) becomes
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ESDILD
x (x, y, VSD) = − d

dx
[VCPD(x, y, VSD)− VCPD(x, y, 0)]

= −VSD

L
− ~vF

|e|
d

dx
[sign(n(x, y, VSD))

√
π|n(x, y, VSD)| − sign(n0(x, y))

√
π|n0(x, y)|]

= E0
x −

~vF

√
π

2|e|

(
1√

|n(x, y, VSD)|
dn(x, y, VSD)

dx
− 1√

|n0(x, y)|
dn0(x, y)

dx

)
,

(S.16)

using d
dx

(
sign(n)

√
π|n|

)
=
√
π

2
1√
|n|

dn
dx

. The term E0
x = −VSD/L is the trivial electric field

by the linear voltage drop due to VSD. Normalising the electric field to VSD, we get

ÊSDILD
x (x, y, VSD) = − 1

L
− β

VSD

(
1√

|n(x, y, VSD)|
dn(x, y, VSD)

dx
− 1√

|n0(x, y)|
dn0(x, y)

dx

)

:= Ê0
x −

β

VSD

χ(x, y, VSD) (S.17)

with β = ~vF

√
π/2|e| = 6.425 · 10−10 Vm and Ê0

x = −1/L ≈ −0.055µm−1.

Obviously, ÊSDILD
x diverges, if n0(x, y) or n(x, y, VSD) crosses zero as naturally appearing

close to charge neutrality. This implies pronounced local maxima and minima in the measured

electric field maps that are not caused by the current flow.

As an example, we consider a one-dimensional parabolic profile n0(x) along x with

negative curvature crossing zero twice and being located in the center between source and

drain electrode (black line, Fig. S10a). Applying VSD results in a vertical and horizontal shift

(grey line, Fig. S10a). The vertical shift is more pronounced than the horizontal one, since

the total length within Fig. S10a is much smaller than the distance to the drain electrode.

Since the drain is grounded, half of the VSD induced potential drops towards the displayed

center region. Naturally, the two zero crossings of the n(x) parabola are shifted inwards with

respect to the zero crossings of n0(x) such that eq. (S.17) implies four distinct divergences of
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Figure S10: Electric fields from SDILD. (a) Doping profiles (left axis): parabolic n0(x)
at VSD = 0 V (black line) using the equation above with ∆ = 2.5µm, γ = −8.3 · 1025 m−4 and
resulting n(x, VSD = 0.1 V) (grey lines) according to eq. (S.14) either neglecting quantum

capacitance (dashed line) or including it (full line). In addition, the deduced ÊSDILD
x (x) (red

line, right axis) is shown using eq. (S.17) without quantum capacitance (dashed) or with it

(full). (b) 2D color map of ÊSDILD
x (x, y, VSD = 0.1 V) for a rotational symmetric parabolic

doping profile (formula and parameters as in a) located in the center between source and drain

electrode. The trivial field Ê0
x has been subtracted. (c) ÊSDILD

x (x, y, VSD) map calculated
from a measured VCPD(x, y, VSD = 0 V) map (KPFM) at charge neutrality (Vgate = 72 V) for

VSD = −1 V. (d) Measured Êmeas
x (x, y) of the same area as c. The red arrows in c, d mark

features present in both images and, hence, attributed to SDILD. The black arrow in d points
at an encircled feature not present in c, and, hence, assigned to the current flow.
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ÊSDILD
x (x) along x. The direction of divergence, peak or dip, changes between the zeroes of

n(x) and the zeroes of n0(x) at the same slope of the parabola (eq. (S.17)). It also changes

with direction of slope for the same density, either n(x) or n0(x). Consequently, a quartet of

ÊSDILD
x (x) divergences appears for the inverted n0(x) parabola with order dip-peak-dip-peak

from left to right (red line, Fig. S10a). Quantum capacitance barely changes this scenario

(full and dashed grey line, Fig. S10a).

Figure S10b shows a 2D plot of ÊSDILD
x (x, y) for a rotationally symmetric parabolic doping

profile n0(x, y) with the same apex and curvature as in Fig. S10a. It features four lobes,

one for each of the four divergences that we have already discussed in Fig. S10a. The inner

lobes appear more extended along x than the outer lobes as consequence of the weaker slopes

dn(x, y)/dx at the zeroes of n(x, y) compared to the stronger slopes dn0(x, y)/dx at the

zeroes of n0(x, y).

Figure S10c displays an ÊSDILD
x (x, y) map deduced from a measured VCPD(x, y, VSD = 0 V)

map by KPFM using eqs. (S.13), (S.14) and (S.16). For comparison, the measured Êmeas
x (x, y)

map of the same area is displayed in Fig. S10d. The features that are similar in both

images (red arrows) are attributed to artifacts from SDILD, while additional features in the

Êmeas
x (x, y) map, such as the encircled yellowish area of inverted electric field, can be assigned

to current induced features.

S7.1 Origin of discrepancies between ÊSDILD
x (x, y) and Êmeas

x (x, y)

As discussed in the main text, there are some remaining discrepancies between the calculated

SDILD images ÊSDILD
x (x, y) (Fig. 2f,h, main text, and Fig. S11e, f) and the measured

Êmeas
x (x, y) (Fig. 2g,i, main text, and Fig. S11c, d). The rms values of difference images

Êmeas
x (x, y)− ÊSDILD

x (x, y) are 0.04µm−1, i.e. about 10 % of the difference between maximum

and minimum of the dominating structures (e.g. around the white dot in Fig. S11) that

we regard as SDILD features. The possible origin of these discrepancies is discussed in the

following.
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Figure S11: Sources of Error in SDILD images. (a), (b) ÊSDILD
x (x, y) deduced from

Fig. 2e, main text, according to eqs. (S.15)–(S.17), but with a manually optimized V 0
CPD =

−14 meV. (c), (d) Same as a, b for V 0
CPD = −4 meV as deduced from the average VCPD

of the VCPD(x, y) map recorded via Vgate = VD (same as Fig. 2f, h, main text). (e), (f)

Experimentally determined Êmeas
x (x, y) using eqs. (1) and (3), main text (same as Fig. 2g, i,

main text). (g), (h) Same as c, d, but adding the noise of the experimental VCPD(x, y, VSD) to

the artificially tilted VCPD(x, y, VSD = 0) (eq. (2), main text) prior to calculating ÊSDILD
x (x, y).

(i), (j) Same as c, d with modified background subtraction of the KPFM images (see text).
Upper row: VSD = 0.25V , lower row: VSD = −0.25V . Average direction of electron flow
velectron is indicated. White dots mark the same position in all images.

51



Firstly, the noise within the two KPFM images (section S2.3), that are used to determine

Êmeas
x (x, y) (Fig. S11e, f), is uncorrelated. In contrast, the determination of ÊSDILD

x (x, y) em-

ploys the same noise twice by tilting the recorded VCPD(x, y, VSD = 0) to mimic VCPD(x, y, VSD).

This leads to cancellation, i.e. to a reduced noise in ÊSDILD
x (x, y) (Fig. S11c, d) with respect

to the experiment (Fig. S11e, f). In order to compensate this error, we deduce the noise map

of the experimental VCPD(x, y, VSD) via Gaussian smoothing (σ = 200 nm) of the recorded

VCPD(x, y, VSD) and subsequently subtracting the smoothed image from the recorded one.

The resulting noise map is then added to the tilted VCPD(x, y, VSD = 0) prior to calculating

ÊSDILD
x (x, y). The result is shown in Fig. S11g, h. It adequately accounts for the noise

strength in the measured Êmeas
x (x, y) (Fig. S11e, f). In line, the rms discrepancy of these

ÊSDILD
x (x, y) maps to Êmeas

x (x, y) drops to 0.02µm−1, hence, improving by a factor of two.

Secondly, there is a slight lateral offset (∼ 0.5µm) between the observed SDILD features

in Êmeas
x (x, y) and the calculated ones (white dots in Fig. S11c–h). Using the simultaneously

recorded topography images, we checked that this offset is not caused by lateral drift or

creep that amounts to below 250 nm between subsequent images. The lateral offset can be

avoided by changing V 0
CPD by ∼ 10 meV (Fig. S11a,b). However, such change is larger than

the precision in determining V 0
CPD of 2 meV (Fig. S9). Hence, we assume that the work

function of the tip slightly changes during the recording of subsequent images,86 which is

reasonable since we are operating at ambient conditions on a sample partially covered by

polymers.

Thirdly, the width of the experimentally observed features (Fig. S11e, f) is slightly larger

than in the simulation (Fig. S11g, h) and also the intensity is partially larger in the experiment

(right feature in Fig. S11e, g). These deviations can be reduced by manually adapting the

background subtraction of the KPFM images with respect to the numerically determined

background V BG
CPD(x, y) =

∑3
i=1

∑3
j=1 aijx

i−1yj−1 (section S2.2, Fig. S2c–d). As an example,

Fig. S11i, j show ÊSDILD
x (x, y) calculated after reducing a13 by 8 % with respect to the

numerically determined value as employed in Fig. S11c, d. Obviously, the right feature in
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Fig. S11i becomes more prominent and the right feature in Fig. S11j becomes slightly wider,

both, improving the agreement with the experimental data, but at the expense of a lateral

shift of the features not matching the experiment. Since we assume that temporal fluctuations

of the doping profile (Fig. S8) are, at least, similarly important for the detailed shape of the

SDILD features, we refrain from a manual adaption of aij to optimze ÊSDILD
x (x, y).

Most importantly, the discrepancies between Êmeas
x (x, y) and the various ÊSDILD

x (x, y) in

Fig. S11 are of order 10 % of the Êmeas
x (x, y) variations featured by the prominent SDILD

features. On the other hand, the features expected from SDILD in Fig. 3 are nearly one

order of magnitude weaker in strength than the observed inverted fields that we attribute

to hydrodynamic electron flow. Thus, the minor discrepancies between Êmeas
x (x, y) and

ÊSDILD
x (x, y) cannot account for any of the features attributed to electron viscosity.

S7.2 Simulation of the Measured Electric Fields in Fig. 3 by SDILD

Figure 3e, f, main text, showcase a doublet Êmeas
x (x, y) structure as determined by EFM that

exhibits a spatial extent and an intensity of its two lobes much larger than the apparent

electric field generated by SDILD (Fig. 3c, d, main text). Hence, we attribute this feature to

viscous electron flow. This structure is shown again in Fig. S13e. Since we can not avoid

small temporal fluctuations of the doping profile n0(x, y) (section S5.2), we attempted to

reproduce the recorded doublet Emeas
x (x, y) structure by an arbitrary, artificial doping profile

n0(x, y). Eventually, we found such a doping profile (black line, Fig. S13d) that, however,

appears to be impossible in reality. We describe the reasoning in the following after recalling

that the doping profiles recorded prior and after the VCPD(x, y, VSD = 0.1 V) map necessary

for Emeas
x (x, y) are, both, not capable to reproduce Emeas

x (x, y) via SDILD (Fig. 3, main text).

We firstly consider a one dimensional doping profile n0(x) and later extend the analysis to

two dimensions. To observe a divergence of the electric field via SDILD, either n0(x) or n(x)

must cross zero (eq. (S.17)). As shown in Fig. S10a–b, ÊSDILD
x rapidly decreases away from

such crossings. Hence, we firstly focus on the area close to such crossings. If, both, n0(x) and
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the shifted n(x) cross zero with the same direction of slope, one gets a dipolar divergence of

ÊSDILD
x (x) (Fig. S10a). Around the crossing point, we apply a Taylor expansion of n0(x) and

n(x), here given for n0(x) around a crossing at x = 0, to deduce leading terms reading

n0(x) =
∑
m

αm

(x
L

)m
, m = 1, 2, 3..... (S.18)

Here, m is an integer exponent, αm the corresponding prefactor and L a constant length.

Considering eq. (S.17), we find for the individual terms of the expansion

dn0(x)/dx√
n0(x)

=
m
√
αm
L

·
(x
L

)m/2−1

. (S.19)

Consequently, the linear term of the expansion (m = 1) produces the divergence, while the

other terms contribute (in first order) by zero (m > 2) or m
√
αm/L (m = 2) to ÊSDILD

x (x) at

the crossing point. Thus, the width of the prominent SDILD feature around n0(x) = 0 is

largely dominated by the linear term of the Taylor expansion (see discussion below for the

influence of higher order terms). A resulting dipolar ÊSDILD
x (x) for a linear n0(x) term, as

calculated numerically via eq. (S.17), is shown in Fig. S12a. It exhibits a very small width

wlobe of its two lobes at the required strength |ÊSDILD
x (x)| > 0.25/µm that has been found in

the experiment (Fig. S13e). This width wlobe in x direction, where |ÊSDILD
x (x)| > 0.25/µm,

is plotted as a function of the linear prefactor α1 in Fig. S12f (pink lines) revealing a

maximum of wlobe for both lobes (dashed, full line). Thus, albeit the extremal |ÊSDILD
x (x)|

increases monotonously with α1 (Fig. S12e), wlobe is non-monotonous with a maximum at

wlobe ≈ 0.1µm, exactly for the n0(x) slope as used in Fig. S12a. Thus, a linear zero crossing

of n0(x) can not reproduce the width of the experimentally observed Êmeas
x (x) dipolar feature

with wlobe ' 1.7µm. Numerical tests of various shapes around the n0(x) = 0 crossing

corroborated this result for more general crossings within reasonable limits.

As alternative, we consider n0(x) functions that are touching n0(x) = 0 with zero slope

dn0(x)/dx = 0 (argument applies analogously for n(x)). Again, we apply a Taylor expansion
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Figure S12: ÊSDILD
x (x, y) for different exponents of n0(x, y). (a)–(d) Simulated doping

profiles n0(x) (black lines) according to the formula on top with αm = 1 · 1015/m2 and n(x) at
VSD = 0.1 V (grey lines) according to eq. (S.14) for different exponents m as marked (left axis).

The resulting electric field from SDILD ÊSDILD
x (x) according to eq. (S.17) is drawn in red

(right axis). Full (dashed) lines include (do not include) quantum capacitance. (e) Extremal
electric field within the two lobes of the simulated dipolar structures (as shown in a, b, d) for
different m. Solid and dashed lines refer to the lobe with enhanced and inverted electric field,
respectively. (f) Width along x of the simulated two lobes with |ÊSDILD

x (x, y)| ≥ 0.25µm.

Large pink dot marks the width deduced from a. (g) ÊSDILD
x (x) for different m using n0(x)

as given above a, b, αm = 1 · 1015/m2. (h)–(l) ÊSDILD
x (x, y) − Ê0

x (eq. (S.17)) for different
exponents m as marked using a rotational symmetric n0(|~x|) with radial dependence as given
above a, b, αm = 5 · 1018/m2 (b), h–j have the same size, k–l have the same size. All images
use VSD = 0.1 V.
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of n0(x) around n0(x) = 0. This also adresses the higher order terms of the zero crossings

on the same footing. We realize that the odd powers of the Taylor expansion with m > 1

cannot produce a dipolar structure at all (Fig. S12c), while for m = 1 the same argument

as above applies. As illustrated for m = 5 in Fig. S12c, the functions with odd exponent

m > 1 produce a strong divergence of ÊSDILD
x (x) at the shifted n(x) = 0 due to its large slope

|dn/dx|. In addition, two weaker features appear that are symmetric around the touching

point n0(x) = 0. These two weaker features originate from n0(x) and naturally exhibit the

same strength on both sides of n0(x) = 0 and the same distance from x = 0 (eq. (S.17)). Thus,

each odd power produces either a monopolar or a tripolar structure, but not a dipolar one as

crosschecked numerically. In contrast, the even powers of n0(x) result in an antisymmetric

ÊSDILD
x (x) feature around the touching point provided that n(x) is moved completely away

from n(x) = 0 via VSD (Fig. S12b,d). Hence, a dipolar structure naturally appears for an

even power function of n0(x) (n(x)) with negative (positive) curvature in case of the applied

positive VSD. However, numerically, it turns out that also the lobes of these dipolar ÊSDILD
x (x)

structures exhibit a maximum width of 0.3µm at the required ÊSDILD
x > 0.25/µm (Fig. S12f).

This is again much too small to reproduce the experiment (Fig. S13e).

However, the numerical analysis of the different exponents reveals that the extrema of the

dipolar (even m) and tripolar (odd m > 1) ÊSDILD
x (x) structures move continuously outwards

with increasing m. This is displayed in Fig. S12g showing ÊSDILD
x (x) profiles for each exponent

m, in this case using αm = 1 · 1015/m2 independent of m. The systematic shift to larger

distances with m is due to the increasingly flat n0(x) part in the center (Fig. S12a–d). While

eq. (S.19) indicates a continuously increasing ÊSDILD
x (x) with increasing |x| and increasing

m, this increasing strength due to n0(x) gets increasingly compensated by the additional

n(x) term in eq. (S.17). Basically, the offset between n0(x) and n(x) within the square root

denominators looses its importance. Very roughly, the extrema appear at the x positions,

where n0(x) has a similar value than n(x = 0). This naturally explains that the extrema

move outwards with increasing m. Nevertheless, its width wlobe always remains far below the
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experimental wlobe ' 1.7µm (Fig. S12f). In addition, Fig. S12g nicely shows the alternating

tripolar and dipolar structures for increasing m.

The extension to 2D isotropic profiles does not change the above arguments as shown

exemplarily in Fig. S12h–l.

Figure S13: Patching doping profiles to reproduce Êmeas
x (x, y) by SDILD. (a)

ÊSDILD
x (x) at VSD = 0.1 V for different exponents m of the employed one-dimensional n0(x)

function given on top using eqs. (S.14). (S.17). (b) Two-dimensional doping distribution
n0(x, y) using eq. (S.20) and the patched m sequence as in a, but rotationally symmetric.

(c)–(d) ÊSDILD
x (x, y) using n0(x, y) from b, but with different constants βm as marked. Black

and red curves are cross sections through the doping profiles n0(x, y = 0) and n(x, y = 0, VSD)

along x at the horizontal center of the image. (e) Êmeas
x (x, y) at VSD = 0.1 V via eq. (S.12),

(S.10) (same as Fig.3e, main text), same colorbar for c–e.

Since the single components of the Taylor series are not able to reproduce inverted field

lobes with intensity above 0.25µm−1 and width wlobe > 1.7µm, we have to patch n0(x)

piecewise in order to get a large enough width of the dipolar structure. Since a patched

sequence of crossings would produce a sequence of dipolar structures via their dominating

linear term instead of a single extended dipolar structure, the option of patching crossing
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points does not exist.

The fact that the extrema of the dipolar structure for each even m shift outwards with

increasing m (Fig. S13a) suggests a natural way of patching by choosing x ranges of extremal

ÊSDILD
x for each even m until the extrema position of the largest m matches the x extension

of the experimental dipolar Êmeas
x (x, y) structure. More formally, we use

n0(x) = −βm ·
(x
L

)m(x)

(S.20)

with m(x) being a step function that is a piecewise constant integer along x, featuring

subsequently m = 1, 2, 4, 6, 8, ... and using L = 2.5µm (Fig. S13a,b). Increasing the parameter

βm tunes the intensity of the dipolar structure (Fig. S12e), but increases the number of required

patches simultaneously by decreasing wlobe (Fig. S12f). Using this construction, we found

that ∼ 50 patches are required to reproduce the width and strength of the experimentally

observed dipolar structure (Fig. S13c–e). However, this necessarily requires that each area

of different m is adjusted to n0(x) = 0/m2 in the center (at x = 0) implying jumps of n0(x)

as displayed by the black line in Fig. S13c, d. It implies ∼ 50 jumps in n0(x) on a width of

3µm (lines in Fig. S13c, d). Each jump returns n0(x) basically back to zero. Such doping

profiles are experimentally very unlikely, in particular, to be present in a certain region but

not in its surrounding.

Importantly, albeit distinct patching profiles might reproduce the experimental dipolar

structure as well, the patching method with its multiple jumps back to n0(x) ≈ 0 cannot by

avoided. Any type of a smooth return to n0(x) ≈ 0 would lead to the opposite electric field

such that instead of an extended lobe, one would get multiple dipolar structures within the

lobe area. The resulting requirement of the jumps strongly excludes a physical possibility

that the observed dipolar structure is caused by SDILD, even in the unlikely case that the

doping profile during recording VCPD(x, y, VSD) is substantially different from the one prior

and after the recording.
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S8 Influence of Dirt on Potential Maps and Current

Induced Electric Field Maps

The transfer process of graphene from Cu to SiN as well as the subsequent lithography

(section S1.1) leaves polymer residues on the surface that might influence the surface potential

VCPD(x, y). These polymers are visible in topography (tapping mode AFM) as corrugations

with rms values 0.3− 4 nm that are varying between images. The lowest corrugation (rms

value 0.3 nm) remains identical after sweeping the graphene carefully in AFM contact mode

(section S1.4) indicating that it is induced by the substrate. Individual larger clusters of

residues with heights up to 60 nm appear in some areas prior to sweeping, mostly close to

folds and bubbles (Fig. S14a). Since all residues result from resists and, hence, are insulating,

they affect the work-function of graphene by the formation of interface dipoles87–90 or by

trapped charges.91

Dipoles from residues on top or below graphene are known to locally dope graphene.92

This has been evidenced, e.g., via intentionally preparing self-assembled polymer films on

the substrate prior to graphene deposition.93 A self-assembled PMMA film below graphene

changes the work function by ∼ 10 meV only. It is, moreover, well known that such small VD

shifts barely affect the square-root dependence of VCPD(Vgate − VD) arising from the Dirac

cone dispersion.80,85,94 Hence, the interface dipoles only lead to a local shift of VCPD (see also

section S9). This can not lead to inverted electric fields induced by VSD except by SDILD

(section S7).

However, the residues on the surface could also trap charges changing the doping in

graphene abruptly. Residues that can be charged imply a stronger change in doping and,

thus, in VCPD(x, y) and, hence, can be identified. Generally, we find that residues with

height appearing lower than 2 nm in tapping mode AFM can not be identified in VCPD(x, y)

(Fig. S14d-e) independent of Vgate such that their doping effect is negligible. Clusters larger

than 2 nm in height cause a local increase of the Fermi level by 20−100 meV corresponding to
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Figure S14: Influence of Polymer Residues. (a) Topography of a graphene area with
multiple larger clusters of dirt (height > 10 nm) partly marked by circles, tapping mode
AFM. The arrow points to an inverted field area visible in c. (b) VCPD(x, y) map displayed as
(EF − ED)(x, y) of the same area as in a with the same circles and arrow, VGate = VD = 82 V.

Large clusters exhibit an increased potential. (c) Êmeas
x (x, y) map of the same area as a–b

revealing inverted electric field areas (red) that are not related to dirt clusters (arrow), same
circles and arrow as in a–b, VSD = 0.1 V, VGate = 82 V. (d)–(f) Same as a–c recorded on
an area without larger clusters of dirt (height corrugations < 3 nm). Smaller clusters are
marked by circles. No clear fingerprints of polymer residues appear in the potential map,
while inverted fields are still observed in the Êmeas

x (x, y) map, VSD = 0.1 V, VGate = VD = 86 V.
(g)–(i) Same as a–c recorded after sweeping the area by contact mode AFM. Polymer residues
largely disappeared and the roughness drops to 0.36 nm leading to a similar potential map as
in e and still to inverted current induced electric fields, VSD = 0.2 V, VGate = 57 V, VD = 52 V.
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electron doping (Fig. S14a-b) with a tendency of larger doping for larger height. Figure S14a

shows a rather dirty area of graphene. Such areas have been discarded for analysis in the

main text. Large clusters of polymers with height up to 60 nm appear in the tapping mode

AFM image as partly encircled. The rms roughness in this area amounts to 4 nm. The

measured surface potential map of the same area is displayed as (EF−ED)(x, y) in Fig. S14b.

Dark spots appear at the positions of the clusters as well as at the wrinkles that appear to

be decorated by polymers. In line with the above reasoning, we deduce that the polymers

attract electrons in the graphene indicating that they are positively charged. The observed

change in EF by 20 − 100 meV around the clusters corresponds to a local electron doping

n0(x, y) = 0.3− 6 · 1015 /m2, that is surrounded by areas of hole doping. Indeed, we observe

the typical doublet structures caused by SDILD (Fig. 3, section S7) in Êmeas
x (x, y) (Fig. S14c)

at the positions of the large polymer structures, respectively, around the positions of EF ≈ ED.

However, in the upper left of Fig. S14c, a larger patch of inverted field (red area marked by

black arrow) appears that is not correlated to features in the topography with heights larger

than 2 nm or to features in the surface potential map. Thus, the presence of the dirt clusters

does not prohibit the appearance of current-induced inverted fields close to charge neutrality

within its surrounding.

Figure S14d shows an area where the largest polymer cluster is smaller than ∼ 3 nm and

the surface roughness is reduced to 0.35 nm. Here, the fingerprints of the remaining dirt in

the surface potential map (Fig. S14e) are negligible and again patches of inverted field not

correlated with the positions of dirt are apparent in the Êmeas
x (x, y) map (yellow arrow in

Fig. S14f). To exclude the influence of the polymer residues with smaller height completely,

we swept a larger area (10 × 10µm2) in contact mode AFM (section S1.4) removing the

polymers that afterwards appear as ridges surrounding the swept area.60,61,95 An inner part

of the swept area is shown in Fig. S14g-i. It barely exhibits residues on the surface and a

rms roughness of 0.35 nm, probably dominated by roughness of the substrate. None of the

residues has a height large than 2 nm. Nevertheless, the area exhibits a very similar potential
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fluctuation (Fig. S14h) as with remaining minor residues on the surface (Fig. S14e) and areas

of inverted field in the Êmeas
x (x, y) map (Fig. S14i). This swept area of graphene has also been

used to demonstrate the removal of current-induced inverted field areas by ion bombardment

(Fig. 5, main text).

Thus, we conclude that the presence of polymers on the surface does not prohibit the

observation of current induced potential maps that show fingerprints of hydrodynamic electron

flow. Larger clusters of polymers imply a relatively strong local doping that causes pronounced

SDILD effects overlapping with current induced features, but are avoided by preselecting

adequate areas as for the images discussed in the main text.

Table S3 summarizes the roughnesses and the relative areas covered with clusters larger

than 2 nm for all figures evaluated in the main text. The rms roughness of the whole area

is dubbed δz and the percentage covered with clusters larger than 2 nm is dubbed ∆A.

Additionally, we show the same numbers for the areas exhibiting inverted electric field.

Therefore, we firstly applied a stronger smoothing, for obtaining Êmeas
x (x, y), than described

in section S5.1 by using ∆x = 1.5µm (eq. S.12) in order to remove all inverted fields caused

by noise, cut out the remaining areas of inverted Êmeas
x (x, y) and evaluated its rms roughness

and its areas with clusters larger than 2 nm. It appears that the areas of inverted field barely

show larger clusters and, moreover, less clusters and roughness than observed in general on

the surface.

Table S3: Contamination by polymers for the figures in the main text: δz describes the rms
roughness of the total area of the image. ∆A describes the percentage of area that is covered
with clusters larger than 2 nm in height. The same numbers are given for the preselected
areas with inverted current-induced electric fields dubbed δzinv and ∆Ainv.

Figure δz (nm) ∆A (%) δzinv (nm) ∆Ainv (%)
1f,g 1.6 10.4 0.97 5.6
2d-i 1.9 0.6 1.7 0.25
3a-f 0.3 0.14 0.14 0
4a-f 1.2 14 0.9 4.2
5a-d 0.35 0.5 0.35 0.26

.

62



S9 Influence of Penetration Fields and Compressibility

Generally, graphene is not a perfect metal such that electric fields penetrate the material as

captured in first order by the quantum capacitance model.96 Moreover, the compressibility

can be influenced by electron-electron interactions, in particular, at low charge carrier

densities.97–99 In other materials such as GaAs, this leads to negative compressibility,100 as not

expected for graphene due to its linear dispersion.45,46 Indeed, so far negative compressibilities

have not been reported for monolayer graphene44 except if combined with other conducting

2D materials.101

However, since deviations of compressibility from the quantum capacitance model could

vary locally, it is important to rule out that the observed inverted electric fields are caused

by such artifacts. Therefore, we recorded maps of VCPD(Vgate) curves by EFM in an area

covering inverted electric fields as displayed in Fig. S15. We display the VCPD(Vgate) data

separately for more clean graphene areas with small clusters of residues only (Fig. S15d) and

areas with polymer clusters of large heights > 8 nm (Fig. S15e) (Section S1.1). It is obvious

that the more clean areas do not exhibit negative slopes beyond error bars that would imply

negative compressibility. This holds true for all graphene areas with corrugation below 5 nm,

but is often different on top of larger contaminations that must, hence, be excluded from the

analysis of negative electric fields.

On the more clean areas, we compare the experimental data with the quantum capacitance

model reading:

VCPD(Vgate) =
~vF

e
· sign(Vgate − VD) ·

√
πCeff |Vgate − VD|

e
+ V 0

CPD (S.21)

with effective capacitance per area Ceff calculated by

1

Ceff

=
1

Cgate

+
1

CQ

(S.22)
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Figure S15: Applicability of the Quantum Capacitance Model. (a) Topgraphy of
graphene recorded by tapping mode AFM. (b) VCPD(x, y) map of the same area displayed

as (EF − ED)(x, y), VGate = 86 V. (c) Êmeas
x (x, y, VSD = 0.4 V) map of the same area as a–b

revealing inverted electric fields (red). Marked rectangles in a–c refer to the positions where
curves in d–e are recorded. (d) Colored dots connected by lines: VCPD(Vgate) probed by EFM
and averaged across the areas marked in a–c in comparison with the result from the quantum
capacitance model (eq. S.21) using V 0

CPD = 0.18 V and VD = 93 V as fit parameters (grey line).
Only areas of graphene, where contaminations have less height than 5 nm are considered
showing only minor deviations from the quantum capacitance model. Area 4 is recorded on a
small topographic bump in the region of inverted electric field. It exhibits slightly reduced
EF − ED with respect to its surroundings (b), but no feature in the Êmeas

x (x, y) map (c). (e)
Same as d, but measured at spots of larger clusters (height > 8 nm). A strong deviation from
the quantum capacitance model appears including negative VCPD(Vgate) slopes.
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using geometric capacitance Cgate = εε0
dSiN

(dSiN = 151 nm, ε = 7.6, section S1.1) and quantum

capacitance CQ as determined iteratively (section S6.1). The result is displayed as a grey line

in Fig. S15d matching the experimental curves on the more clean graphene areas satisfactorily.

The experimental curves are more straight than the model calculation. This is expected due

to the influence of disorder, respectively puddles, that implies a cut-off density prohibiting

steeper slopes of VCPD(Vgate).
53,102,103 The offsets between different experimental VCPD(Vgate)

curves largely match the differences in EF − ED (Fig. S15b). For two selected curves, the

comparative variation of VCPD distance along Vgate is about 20 mV, such that penetration

voltages not covered by the quantum capacitance model are on the order of only 10 % of VCPD

within the Vgate regime of inverted electric fields (e.g. Fig. S15b). The slope variations between

different VCPD(Vgate) curves at the same Vgate are about 50 %. This is the relevant number

for describing possible spatial variations of the screening properties that are relevant during

application of VSD. Only these deviations could imply electric fields due to inhomogeneities

in the compressibility at finite VSD that are not captured by the SDILD model and are not

caused by the current flow (Section S7). They are compared with the observed inverted fields

in the following.

In the investigated area of Fig. S15, located at the center of the graphene device, the

applied VSD = 400 mV changes the effective gate voltage by ∆V SD
gate ≈ VSD/2 = 200 mV such

that the average shift of VCPD by VSD amounts to ∆V SD
CPD ≈ ∆V SD

gate · dVCPD

dVgate
≈ 8 mV only,

extracting dVCPD

dVgate
from Fig. S15d straightforwardly. The spatial variations of ∆V SD

CPD via the

local slope differences are about 50 % of this value, i.e 4 mV. This must be compared with

the observed inverted electric fields in Fig. S15c that amount up to |Emeas
x (x, y)| ≈ 60 mV/µm

(Fig. S15c). Using the selected point distance ∆x = 0.39µm for determination of Emeas
x (x, y)

(table S2), the respective VCPD(x, y) differences are −24 mV as crosschecked directly from the

recorded VCPD(x, y) maps. This is a factor of six larger than the observed slope variations.

Moreover, the variations have to oppose the applied VSD making the discrepancy even larger.

Correspondingly strong spatial variations in slope of VCPD(Vgate) by 300-350 % are not found
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experimentally for the equilibrium VCPD(Vgate) curves, at VSD = 0 V in the regimes that are

analyzed in the main text. Hence, we can safely exclude that the observed inverted fields are

caused by spatial variatons of the screening properties of graphene or by deviations from the

quantum capacitance model.

S10 Estimates of Local Scattering Lengths

S10.1 Electron Electron Scattering Length lee

The electron-electron scattering length lee is associated with the quasiparticle decay rate τ−1
ee

due to inelastic electron electron scattering via lee = vFτee. This is directly related to the

imaginary part of the retarded self energy ΣR
s (k, ξk,s) of monolayer graphene as104

1

τee

= 2 Im
[
ΣR
s (k, ξk,s),

]
(S.23)

where s = +/− is the conduction/valence band index and ξk,s = s~vF|k| − µ is the single

particle band energy relative to the non-interacting chemical potential µ at finite temperature.

Since graphene on SiN is a weakly correlated material (interaction parameter rs = 0.51),53

the GW approximation is adequate49 leading to105

Im[ΣR
s (k, ω)] =

∑
q,s′=±

Vq [nB (ξk+q, s′ − ~ω) + nF (ξk+q, s′ − ~ω)]

× (1 + ss′ cos θ) Im

[
1

ε (q, ξk+q, s′/~− ω)

]
, (S.24)

where Vq = 2πe2

κq
is the Coulomb interaction for momentum transfer q, κ = 4.25 is the

background dielectric constant combining SiN and vacuum, nB and nF are the Bose and Fermi

distribution functions, respectively, and θ is the angle between electron wave vectors k and

k + q. The finite temperature dynamic dielectric function ε(q, ω) reads within random phase
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approximation (RPA) ε(q, ω) = 1 + VqΠ(q, ω), where Π(q, ω) is the irreducible polarizability.

In the limit of small ξk and low temperature, ξk � kBT � EF, where EF = ~vF ·

sign(n)
√
π|n| is the Fermi energy for charge carrier density n, an asymptotic form of eq. (S.24)

has been derived by Li et al.52 (eq. (10), there), that by substituting into eq. (S.23) results in

an electron-electron scattering length lee:
25,50,51

lee =
4

π

(
~vF

kBT

)2√
π|n| 1

ln
(

2EF

kBT

) (S.25)

as also given as eq. (4), main text. For the gate voltages of Fig. 4g, main text, where lee(Vgate)

is plotted for T = 298 K, we have kBT/EF ∈ [0.08− 0.24], except at charge neutrality, such

that the required limit of eq. (S.25) applies.52

The formalism is, moreover, not applicable in the quantum critical regime that appears

at room temperature for carrier concentrations n < 2× 1014 m−2,46 far lower than n for all

data points in Fig. 4g, main text, and Fig. S17e, except at charge neutrality. But even at

charge neutrality, the lateral charge fluctuations ∆n0 ≈ 1× 1015 m−2 (puddles) are one order

of magnitude larger than the threshold for quantum criticality. Finally, the threshold carrier

concentration nTh above which eq. (S.25) is valid ( EF(nTh) = kBT ) is nTh ≈ 4× 1014 m−2,

i.e., larger than the quantum critical threshold, but lower than ∆n0.

S10.2 Electron Disorder Scattering Length ldis

All scattering processes of electrons with external perturbations as point defects, Coulomb

type impurities, sample edges, or phonons change the momentum of the electron system.

We dub the respective scattering length ldis (disorder scattering length). A straightforward

approach to determine ldis uses the resistivity of graphene at high carrier densities where

electron-electron scattering is negligible (eq. (S.25)), such that the effective mean free path

reading lMFP =
(
l−1
ee + l−1

dis

)−1
is dominated by ldis.

Although we are not able to directly map the resistivity with KPFM or EFM, the recorded
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Figure S16: Disorder Scattering Length. (a) Map of local resistivity ρloc(x, y) =
〈Emeas

x (x, y, VSD = 0.4 V, Vgate)〉Vgate
/(ISD/W ) with Emeas

x (x, y) averaged across Vgate =

−141 − −91 V (rectangle in b), ISD: source-drain current during imaging, W : sam-
ple width. Corresponding topography: Fig. S19h. Black rectangles mark the
spatial averaging areas for the data in b. (b) Spatially averaged ρloc(Vgate) =
〈Emeas

x (x, y, VSD = 0.4 V, Vgate)〉x,y /(ISD/W ). Full colored lines: areas marked in a, black
line: whole region of a, red dashed line: two-terminal device resistivity, L: sample length. (c)
Simulated Vgate dependence (eq. S.26) of the electron-phonon scattering length le−ph due to
gate independent resistivity ρA = 30 Ω from longitudinal accoustic phonon scattering52,106

(blue), the complete electron disorder scattering length ldis deduced from the measured
ρlocal = 500 Ω at large |Vgate| (dashed black), and the deduced short range disorder scattering
length lSR (magenta) employing the Matthiesen rule shown as inset. The upper electron
density axis (n) in b and c is deduced from a capacitive model.
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electric field maps at high doping give a reasonable estimate assuming homogeneous current

density ISD/W (ISD: source-drain current, W : sample width) in first order, since non-trivial

viscous properties disappear at large |Vgate| (Fig. S19a, section S12, Fig. 4, main text). This

allows to approximately map local variations in resistivity ρlocal(x, y) =
〈Emeas

x (x,y,Vgate)〉Vgate

ISD/W
by

averaging Emeas
x (x, y) across Vgate = −141−−91 V for each position as displayed in Fig. S16a.

Averaging instead across a spatial area results in ρlocal(Vgate) =
〈Emeas

x (x,y,Vgate)〉x,y
ISD/W

as shown

in Fig. S16b for a few areas and compared to the measured two probe resistivity of the

device. While differences appear around charge neutrality, all curves display a largely gate

independent similar resistivity for n ≤ −2× 1017 m−2.

Independence of resistivity from Vgate, respectively from carrier concentration n, is in-

dicative of scattering dominated by short range disorder, while ρ ∝ n−1 indicates dominant

long range disorder scattering.53 Therefore, we deduce that the former dominates at large

hole density. Electron-phonon scattering at longitudinal accoustic phonons results as well in

n-independent resistivity,52 but can be estimated as ρA ≈ 30 Ω,52,106 i.e., much lower than

the measured resistivity of ρ = 500 Ω. Finally, scattering at remote interfacial phonons (polar

optical phonons of the substrate) can play a role for graphene at room temperature53,106

exhibiting a resistivity contribution ρremote ∝ ~ωs

e~ωs/kBT−1
,107 where ωs is the frequency of the

remote surface polar optical phonon being 110 meV for Si3N4
108 (59 meV for SiO2).

106,107

Since the remote phonon contribution on SiO2 has been measured as ρremote ≈ 26 Ω,106 we

get for Si3N4: ρremote ≈ 26 Ω
(

110 meV
59 meV

)
e59 meV/kBT−1
e110 meV/kBT−1

= 5 Ω � ρA � ρloc. Thus, the remote

phonon contribution can be neglected as well. This implies a dominating scattering at short

range defects for large hole doping with scattering length lSR ≈ ldis.

To calculate the gate dependence of the resulting ldis(EF), we use the semiclassical

Boltzmann transport equation for the scattering time τ(EF) = ldis(EF)/vF reading53

1

ρ
=
e2v2

F

2
D(EF)τ(EF) =

e2vF

2
D(EF)ldis(EF) (S.26)
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with density of states of graphene D(EF) = 4 ·
√
π|n(EF)|
hvF

. Substituting D(EF) into eq. (S.26)

and solving for ldis, we obtain eq. (5), main text, when using ρ = ρlocal(x, y) in order to

maintain the spatial character of ldis(x, y) and n(x, y). Figure S16c displays the resulting

ldis(n), respectively ldis(Vgate) using a capacitive model together with its contributions lSR and

the electron-phonon contribution le−ph ∝ 1/ρA as discussed above. Importantly, ldis increases

towards charge neutrality (VD), oppositely to the behaviour of lee (eq. (S.25)), such that

dominating electron-electron scattering naturally results at low doping.

S10.3 Comparing Local Scattering Lengths

Figure S17: Comparison of Different Scattering Lengths. (a–d) Êmeas
x (x, y, VSD =

0.5 V) at the marked gate voltages, VD = 85 V. Corresponding topography: Fig.1f, main text.
The white rectangle highlights an area with patches of inverted electric fields. (e) Dependence
on Vgate (bottom axis) and carrier concentration (top axis) of electron-electron scattering
length lee (dark lines) and electron-disorder scattering length ldis (pink lines) for the marked
area in b (area 1, thick symbols) and the whole area of a–d (thin symbols). Dashed lines
with distance ∆V lee<ldis

gate mark the range where lee < ldis for the thick symbols. Inset: Vgate

dependence of ρloc for area 1. (f) Map of ∆V lee<ldis
gate (x, y) for the same area as displayed in

a–d using a spatial average of 0.2µm× 0.2µm for each point (x, y). The rectangle marks the
same area as in b.

The ability to map, within the same area, the doping distribution n0(x, y) and the transport

induced electric fields Emeas
x (x, y), leading to ρlocal(x, y) at high hole doping, allows us to

derive corresponding maps of electron-electron scattering length lee(x, y) and electron-disorder

scattering length ldis(x, y) via eq. (4) and eq. (5), main text, respectively. Hence, we are able
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to locally compare these length scales as shown in Fig. 4g, main text, revealing that inverted

electric fields appear preferentially in areas where the Vgate range with lee < ldis is largest. In

the particular case of Fig. 4, the inverted electric fields appeared on the electron side close

to charge neutrality. Here, we add an example, where the inverted fields are observed on

the hole side close to charge neutrality (Fig. S17a–d), in particular, at the right of the fold

penetrating the whole image (topography: Fig. 1f, main text). This area also shows lowest

−Emeas
x (x, y) far away from charge neutrality (Fig. S17a) implying low ρloc(x, y) and, thus,

large ldis(x, y) (eq. (S.26)), hence, favoring electron viscosity around charge neutrality. In line,

again the areas with largest Vgate range, where lee dominates with respect to ldis (Fig. S17e),

showcase inverted electric fields as more directly corroborated by mapping the Vgate range

with lee < ldis called ∆V lee<ldis
gate (x, y) (Fig. S17f) and comparing it with the Emeas

x (x, y) maps

of the identical region (Fig. S17a–d).

The inset in Fig. S17e displays ρloc(Vgate) for the highlighted area 1 exhibiting a wide

Vgate range with constant ρloc. This confirms our previous conclusion of dominating short

range disorder scattering for ldis, particularly for the area with inverted electric fields.

S11 Origin of Inverted Electric Fields

After relating the observed inverted electric fields to a locally increased ratio ldis/lee, we

compare the Êmeas
x (x, y) maps with other local properties in more detail. Generally, for

two dimensions, electric fields resulting from viscous flow can be linked to the vorticity

ω(x, y) = ∇× v(x, y) of the velocity field v(x, y) of the charge carriers via41

dω(x, y)

dx
=
en(x, y)

η(x, y)
Ey(x, y),

dω(x, y)

dy
= −en(x, y)

η(x, y)
Ex(x, y), (S.27)

where η(x, y) is the shear viscosity. Such vorticity is established by a gradient in velocity

perpendicular to the flow direction as naturally appearing at obstacles. Consequently, a

transversal curvature of the velocity profile implies electric fields along the current flow as
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familiar from Poiseuille flow profiles.41 In turn, a positive curvature of flow would imply an

inverted electric field. Thus, a quiet area in flow (v(x, y) = 0 m/s ) caused by an obstacle

that is surrounded by laminar flow prone to shear viscosity naturally leads to inverted electric

fields. More intuitively, inhomogeneous disorder scattering can lead to varying charge carrier

velocities that develop viscous flow patterns on the scale of the slip length (≈ lee).
109 This

eventually exposes relatively quiet areas of low velocity to sucking of their charge density by

the strong neighboring currents such that the electric field gets locally inverted by charge

rearrangements opposite to the global flow.

To estimate the length scales of the resulting velocity profiles, we use the result for the

kinematic viscosity ν of graphene9,25,110

ν ≈ vFlee

4
(S.28)

that describes viscous flow via9,25

eE(x, t)

m∗
= ν∇2v(x, t). (S.29)

Here, we neglect the influence of thermodynamic pressure and momentum relaxation scattering

for the sake of simplicity. Using the strength of the inverted electric fields from the KPFM

and EFM measurements, Emeas
x ≈ 0.01 V/µm, and m∗ = ~

√
π · n/vF,111 we get, e.g., for

n ≈ 2 · 1016/m2 and lee ≈ 100 nm at |Vgate − VD| = 10 V (Fig. 4g, main text) :

∇2vx(x) =
e

~
· 4Emeas

x (x)

lee(x)
√
π · n(x)

≈ 2 · 1018/ms. (S.30)

The average charge carrier velocity vx = VSD/(RWn0e) along x direction amounts to vx =

6 · 103 m/s using VSD = 500 mV, sample width W = 26µm (section S1.1), and resistance

R = 1 kΩ for |Vgate − VD| = 10 V (Fig. 4g, main text). Assuming a parabolic profile vx(y)
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connecting an area exhibiting vx with an area of vx = 0 m/s, we find a length scale ξ:

ξ =

√
2 · vx
∇2vx(x)

≈ 80 nm (S.31)

This reasonably fits with the lengths scales of observed patches of inverted electric fields that

are in the few hundred nm regime.

Figure S18: Comparison of Topography, Electrostatic Potential, and Current In-
duced Electric Field. (a) Topgraphy of graphene recorded by tapping mode AFM. (b)
VCPD(x, y) map of the same area displayed as (EF − ED)(x, y), Vgate = 80 V, VD = 85 V. (c)

Êmeas
x (x, y) map of the same area as a–b, VSD = 0.5 V (same as Fig. 1g). (d)–(f) same as

a–c, but for electron doping in another area, Vgate = 86 V, VD = 81 V, VSD = 0.4 V. The main
direction of electron flow velectron is marked on top of c. The identical area exhibiting inverted
electric fields (red in c, f) is encircled in a-c and d-f, respectively.

Figure S18 displays a direct comparison of the measured topography of graphene, the

equilibrium potential map and the resulting Êmeas
x (x, y) map of the same area (see also

Fig. S14). The gate voltages for the two cases are ±5 V away from charge neutrality, i.e. in
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the regime where lee > ldis. Moreover, the images feature a unique type of charge carriers

within the whole image being either holes (a-c) or electrons (d-f). Hence, these images do

not probe the more complex Dirac fluid regime.19,46

Firstly, we discuss the possibility that the negative electric fields are caused by the

Landauer resistivity dipole, i.e. by the diffusive properties of the charge carriers in presence

of an obstacle.47 This implies a current induced electric field along the flow direction with

sequence enhanced field-inverted field-enhanced field resulting from a dipolar distribution

of the potential, respectively, the current-induced charge around the obstacle. The inverted

field is expected rather precisely at the position of the obstacle.47 Resistivity dipoles have

been mapped previously by scanning tunneling potentiometry at a step edge of graphene81

and around a hole at a topological insulator surface.112 A region of inverted electric field has

been resolved in the latter case being as large as the diameter of the defect (' 5 nm), as

expected, but much shorter than ldis ' 40 nm of this sample.

Thus, one expects a small scale triple structure of field enhancement-inverted field- field

enhancement, that is centered at an obstacle, i.e. either at a topographic feature and/or at a

feature in the potential map. Both is not observed, neither in Fig. S18 nor in Fig. S14d–i.

Moreover, the inverted fields appear on a scale significantly larger than ldis and not smaller

than ldis ruling out that the inverted fields are caused by Landauer dipoles. We are not aware

of other diffusive effects leading to inverted electric fields, hence, discarding ohmic current

flow as the origin of field inversion.

Inverted electric fields also appear in the ballistic regime, if current is injected via

a constriction.16,64,113 The dilution of current density in the diffraction pattern behind a

constriction naturally leads to current vorticity that eventually causes inverted electric

fields via boundary scattering.16,64,113 We cannot exclude that such effects contribute to

the observed field inversion in our experiments, if one substitutes the boundaries by local

obstacles. However, since the patches of inverted fields are significantly larger than the total

scattering length lMFP = (l−1
ee + l−1

dis)
−1, ballistic flow cannot be the main effect. Moreover,

74



since inverted fields are observed preferentially in close vicinity of VD (Fig. 4, main text,

Fig. S19a–f), where lMFP is relatively small, we conclude, that a large ratio ldis/lee is more

important for inverted fields than a large lMFP such that viscosity obviously dominates with

respect to the consequences of locally ballistic flow.

Thus, we conclude that viscous friction is the main driving force for the inverted fields.

The microscopic origin of the inverted fields is, however, not always obvious and the inherent

non-locality of viscosity complicates the identification of correlations, albeit topography and

doping profile of the area are known. Figure S18 highlights two extreme cases. In Fig. S18a–c,

the encircled area of prominent inverted field (red) is related to a topographic fold on the left

(height: ∼ 1.4 nm ) that is decorated by multiple clusters of dirt with heights of 10-30 nm.

These structures are also visible in the potential map as decreased EF−ED, respectively, as a

larger hole density (section S8). This constitutes an irregular potential barrier likely leading to

inhomogeneous flow such that the scenario described above of rather quiet areas surrounded

by areas of stronger flow of charge carriers might apply implying a transversal gradient of

the vorticity ω(x, y) leading to inverted electric fields (eq. (S.27)). The gate dependence

of Êmeas
x (x, y) of this area is shown in Fig. S19a–f revealing the consistent appearance of

inverted fields around the fold. Another example where the inverted fields are likely caused

by a potential obstacle is shown in Fig. 3, main text, where the dipolar field structure is

centered at an area of increased electron density.

In contrast, the inverted field area marked in Fig. S18d–f is not related to a topographic

feature or to an exceptional variation of (EF−ED)(x, y). In line with the discussion concerning

Fig. 4, main text, we conjecture that the origin of inverted field in that case is a varying density

of short range scatterers that are not visible by AFM or EFM directly. The inhomogeneity of

short range scatterers, that is related to gradients of the local resistivity, probably establishes

both, the inhomogeneous flow patterns leading to vorticity ω(x, y) as well as the emerging

viscous flow by local absence of short range scatterers implying gradients of the vorticity.
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S12 Outlook

Figure S19 showcases additional experimental observations highlighting further opportunities

for future studies. Figure S19a−f display Êmeas
x (x, y) of the area of Fig. S18a–c at different

Vgate. Inverted Êmeas
x (x, y) areas appear around Vgate ' VD, but not far away from Vgate ' VD

(Fig. S19a). They appear most prominently at left of the topographic fold as discussed in

section S11. Figure S19g shows an arrow plot of the in-plane electric field Emeas(x, y) =

−∇Vtransport(x, y) of the same area at charge neutrality displayed on top of a color plot

showcasing n(x, y) (section S5, S6). This visualizes the correlation between local charge

carrier density and current induced curvatures of E that dominate in areas of low |n(x, y)|.

Moreover, Fig. S19h−m demonstrate the disentangling of SDILD and current induced electric

fields via comparing Êmeas(x, y) and ÊSDILD(x, y) of the same area. Obviously, most of the

calculated SDILD patterns are reproduced by the measured Êmeas(x, y), such that additional,

more extended features can be attributed to current induced features likely due to viscous

electron flow. Finally, Fig. S19n−s demonstrate how areas of inverted Êmeas
x (x, y) develop

with applied VSD. We generally observe that they weaken with increasing |VSD| without a

clear understanding yet.
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(81) Willke, P.; Möhle, C.; Sinterhauf, A.; Kotzott, T.; Yu, H. K.; Wodtke, A.; Wenderoth, M.

Local transport measurements in graphene on SiO2 using Kelvin probe force microscopy.

Carbon 2016, 102, 470–476.

(82) Girard, P. Electrostatic force microscopy: Principles and some applications to semicon-

ductors. Nanotechnology 2001, 12, 485–490.

(83) Altvater, M. A.; Wu, S.; Zhang, Z.; Zhu, T.; Li, G.; Watanabe, K.; Taniguchi, T.;

Andrei, E. Y. Electrostatic imaging of encapsulated graphene. 2D Mat. 2019, 6, 045034.

(84) Giessibl, F. J. Advances in atomic force microscopy. Rev. Mod. Phys. 2003, 75, 136802.

(85) Samaddar, S.; Coraux, J.; Martin, S. C.; Grévin, B.; Courtois, H.; Winkelmann, C. B.
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