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Abstract

The flow of gas through networks of pipes can be modeled by coupling hyperbolic
systems of partial differential equations that describe the flow through the pipes
that form the edges of the graph of the network by algebraic node conditions that
model the flow through the vertices of the graph. In the network, measurements
of the state are available at certain points in space. Based upon these nodal
observations, the complete system state can be approximated using an observer
system. In this paper we present a nodal observer, and prove that the state of
the observer system converges to the original state exponentially fast. Numerical
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Introduction

In this contribution we study the problem to construct an observer for the
flow of gas through networks of pipelines. In this application, in general, many
pipelines are very long and the graph of the network can be quite complex.
We consider a semilinear model for a gas pipeline network where at the nodes
the solutions for the adjacent pipes are coupled by algebraic node conditions
that require the conservation of mass and the continuity of the pressure. The
semilinear model is a resonable simplification of the quasilinear isothermal Euler
equations if the Mach number of the flow is quite small. In the operation of
gas transportation systems this is the case, since the velocity of the gas flow is
much smaller than the sound speed. The eigenvalues of the quasilinear system
have the form c + v and −c + v, where v denotes the velocity of the gas and c
denotes the sound speed. In order to obtain a semilinear model the eigenvalues
are replaced by the sound speed, that is by −c and c, at some reference density.
While we linearize the convection, in our semilinear model we keep the nonlinear
source term. This source term plays an essential role in the model of gas network
flow, since the friction effects lead to a decrease of the pressure along each pipe
in the direction of the flow.

In this paper, we present a nodal observer system for the network flow where
the coupling to the original system is governed at each vertex v by a parameter
µv ∈ [−1, 1]. We show that the observer system yields an approximation of
the state in the original system where the error decays exponentially fast in the
sense of the L2-norm if the L∞-norm of the initial state is sufficiently small.
Moreover, we also show that the H1-norm of the approximation error decays
exponentially fast if the state of the original system is sufficiently regular (i.e.
in W 1,∞). It is desirable to have such an observer since it allows to obtain
a reliable approximation for the complete state in the original system. The
state estimation that is obtained with the observer system can be used in the
construction of feedback laws. The proofs are based upon nodal observability
inequalities for the flow.

Observers, using distributed measurements, have been constructed for semi-
linear hyperbolic equations [6, 7] and quasi-linear hyperbolic equations [1]. The
results for semi-linear hyperbolic equations are based on stabilization results for
(locally) damped wave equations [17]. The result for quasi-linear problems is
based on a kinetic formulation and, thus, uses a rather different approach. In
[18] the backstepping method has been used to construct a boundary observer
for semi-linear hyperbolic problems. For results about the recovery of an un-
known initial state using an observer see [20]. In [10], the design of boundary
observers for a linear system of ODEs in cascade with hyperbolic PDEs is stud-
ied and more references on observer design are given. We want to emphasize
that the novelty of our contribution is the construction of an observer for a sys-
tem that is governed by networked semilinear pdes and uses observations that
are located pointwise in space, whereas in the previous contributions distributed
observations coming from subdomains in space have been considered.

This paper has the following structure. In Section 1.1 we introduce the quasi-
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linear isothermal Euler equations. In Section 1.2, we present the corresponding
Riemann invariants and transform the system in diagonal form. In Section 2
we present the node conditions that model the flow through the junctions in
a gas pipeline network. Then we derive the semilinear model that provides an
approximation for small gas velocities.

We are working in the framework of solutions that are defined through a
fixed point iteration along the characteristics. The definition of the fixed point
mapping is derived from the integral equations along the characteristic curves
that are known a priori for the semilinear model. A well–posedness result that
is based on this approach is presented in Section 3.

In Section 6 we show that the error of the observer converges to zero in L2

exponentially fast. For the proof, in Section 4 we first introduce a quadratic
L2-Lyapunov function and show that it decays exponentially fast on finite time
intervals without additional constraints on the lengths of the pipes. In the proof
we use an observability inequality for the L2-norm. Then in Section 5 we define
a quadratic Lyapunov function with exponential weights to show that the time
derivatives also decay exponentially fast. This yields the exponential decay of
the H1-norm of the state for initial states with sufficiently small H1-norm. This
is also shown in Section 6. However, the result about the exponential decay in
H1 requires strict bounds on the lengths of the pipes. In Section 7 at the end
of the paper, numerical results are presented.

1. Motivating the semilinear model from the Euler equations

1.1. The isothermal Euler equations along the pipes

The isothermal Euler equations as a model for the flow through gas pipelines
have been stated for example in [3]. Let a finite graph G = (V, E) of a pipeline
network be given. Here V denotes the set of vertices and E denotes the set
of edges. Each edge e ∈ E corresponds to an interval [0, Le] that represents a
pipe of length Le > 0. Let De > 0 denote the diameter and λefric > 0 the

friction coefficient in pipe e. Define θe =
λefric
De . Let ρe denote the gas density,

pe the pressure and qe the mass flow rate. Since we will linearize the convective
part of the equations, we will not specify any pressure law. The isothermal
or isentropic Euler equations are hyperbolic provided the pressure p = p(ρ) is
given as a monotone increasing function of the density. We will assume that
this monotonicity is strict. Typical examples are isentropic law p(ρ) = aργ with
a > 0 and γ > 1 and the model of the American Gas Association (AGA), see
[15],

p(ρ) =
RsTρ

1− α̃ρ
where T is the temperature of the pipe, Rs is the gas constant and α̃ 6 0. Note
that for α̃ = 0 the AGA model reduces to the isothermal law p(ρ) = RsTρ. We
study a model that is based upon the 2 Euler equations, i.e. there is no energy
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conservation equation,{
ρet + qex = 0,

qet +
(
pe + (qe)2

ρe

)
x

= − 1
2θ
e q

e |qe|
ρe

(1)

that govern the flow through pipe e. In order to deal with large networks, it
is desirable to replace the quasilinear Euler equations by a simpler semilinear
model. In the sequel, we will present such a model. We proceed in the following
way. First we transform the system to a system in diagonal form for the Riemann
invariants. Then we observe that in the normal operational of range gas pipeline
flow (that is for slow transients), the matrix in the diagonal form is close to a
constant matrix. We obtain a semilinear model by replacing the system matrix
by this constant matrix.

1.2. The system in terms of Riemann invariants

Hyperbolic systems of conservation laws can be diagonalized by Riemann
invariants, i.e. quantities whose derivatives with respect to the conserved vari-
ables are orthogonal to all but one of the left eigenvectors of the Jacobian of the
flux.

Here the flux, its Jacobian, and the eigenvectors are given by

f(ρ, q) =

(
q

q2

ρ + p

)
, Df(ρ, q) =

(
0 1

− q
2

ρ2 + p′(ρ) 2 qρ

)
, `±(ρ, q) =

(
−1

q
ρ ±

√
p′(ρ).

)
As explained in [8, Chapter 7.3] every 2 × 2 system of hyperbolic conservation
laws is endowed with a system of Riemann invariants. For the Euler equations
with general pressure law they are given by

R±(ρ, q) = R̃(ρ)± q

ρ

where R̃ is defined by R̃(ρ) =
∫ ρ

1

√
p′(r)

r dr. Specific formulas for Riemann invari-
ants for the isentropic law p(ρ) = aργ can be found in [8, Chapter 7.3] while the
specific formulas for the AGA model was computed in [15]. Note that Riemann
invariants are only unique up operations that leave the direction of the gradient
unchanged.

2. The Node Conditions for the Network Flow

In this section we introduce the coupling conditions that model the flow
through the nodes of the network. For any node v ∈ V let E0(v) denote the set
of edges in the graph that are incident to v ∈ V and let xe(v) ∈ {0, Le} denote
the end of the interval [0, Le] that corresponds to the edge e that is adjacent to
v. Let V0(e) denote the set of nodes adjacent to some edge e. Define

s(v, e) :=

 −1 if xe(v) = 0 and e ∈ E0(v),
1 if xe(v) = Le and e ∈ E0(v),
0 if e 6∈ E0(v).

(2)
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We impose the Kirchhoff condition∑
e∈E0(v)

s(v, e) (De)2 qe(xe(v)) = 0 (3)

that expresses conservation of mass at the nodes.
In order to close the system, additional coupling conditions are needed . A

typical choice, leading to well-posed Riemann problems [3], is to require the
continuity of the pressure at v, which means that for all e, f ∈ E0(v) we have

p(ρe(t, xe(v))) = p(ρf (t, xf (v))). (4)

another choice, which was advocated by [23] is continuity of enthalpy: for all e,
f ∈ E0(v) we have

P ′(ρe(t, xe(v))) +
(qe(t, xe(v))2

(ρe(t, xe(v))2
= P ′(ρe(t, xf (v))) +

(qf (t, xe(v))2

(ρf (t, xe(v))2
(5)

where P = P (ρ) is the pressure potential that is defined by

P (ρ) = ρ

∫ ρ

1

p(r)

r2
dr, (6)

Our interest is in simplified models where velocities are much smaller than
the speed of sound. Let us note that in the q

ρ → 0 limit both (4) and (5) enforce

continuity of densities, since p(ρ) and P ′(ρ) are both strictly monotone increas-
ing. Since both conditions coincide (asymptotically) in the limit of interest, we
will use (4) for our further discussions, irrespective of the question of which
coupling is correct for general flows.

Now also state the node conditions in terms of Riemann invariants.
Define the vectors Rvin(t), Rvout(t) ∈ R|E0(v)| in the following manner:

If e ∈ E0(v) and s(v, e) = 1, Re+(t, xe(v)) is a component of Rvin(t) that we
refer to as Rein(t, xe(v)) and if e ∈ E0(v) and s(v, e) = −1, Rvin(t) contains
Re−(t, xe(v)) as a component that we also refer to as Rein(t, xe(v)).
Moreover, if e ∈ E0(v) and s(v, e) = 1, Re−(t, xe(v)) is a component of Rvout
that we refer to as Reout(t, x

e(v)) and if e ∈ E0(v) and s(v, e) = −1, Rvout(t)
contains Re+(t, xe(v)) as a component that we also refer to as Reout(t, x

e(v)).
We assume that the components are ordered in such a way that the j-

th component of Rvout corresponds to the same edge e ∈ E0(v) as the j-th
component of Rvin.

Lemma 1. For any node v ∈ V of the graph and e ∈ E0(v) the node conditions
(4), (3) can be written in the form of the linear equation

Reout(t, x
e(v)) = −Rein(t, xe(v)) + ωv

∑
g∈E0(v)

(Dg)2Rgin(t, xg(v)). (7)

where

ωv :=
2∑

f∈E0(v)

(Df )2
. (8)
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Proof: Equation (7) implies that for all e ∈ E, the value of Re+(t, xe(v)) +

Re−(t, xe(v)) is the same, which implies that the value of R̃(ρe) is independent

of e. Since ρ 7→ R̃(ρ) is strictly monotone increasing, this implies (4). Moreover,
(7) implies ∑

e∈E0(v)

(De)2 [Reout(t, x
e(v))−Rein(t, xe(v))] = 0.

Due to (4) this implies that equation (3) holds.
For each v ∈ V , let a number µv ∈ [−1, 1] be given.
For a boundary node v ∈ V where |E0(v)| = 1 we state the boundary

conditions in terms of Riemann invariants in the form

Reout(t, x
e(v)) = (1− µv)ue(t) + µvRein(t, xe(v)). (9)

Remark 1. For µv = 0, (9) encodes Dirichlet boundary conditions for the in-
coming Riemann invariant. For µv = 1 (9) expresses a Dirichlet boundary
condition for the velocity, and for µv = −1 we obtain a Dirichlet boundary
condition for the pressure.

For e ∈ E, let νe = 1
4θ
e be given and define

σe(Re+, R
e
−) = νe

∣∣Re+ −Re−∣∣ (Re+ −Re−). (10)

Define ∆̃e as the diagonal 2× 2 matrix that contains the eigenvalues

λ̃e± =
Re+ −Re−

2
±

√
p′
(
R̃−1

(
Re+ +Re−

2

))
(11)

In terms of the Riemann invariants, the quasilinear system (1) has the following
diagonal form:

∂t

(
Re+
Re−

)
+ ∆̃e∂x

(
Re+
Re−

)
= σe(Re+, R

e
−)

(
−1

1

)
With a reference density ρref > 0, define the number c =

√
p′(ρref ).

In order to simplify the model, we replace the eigenvalues by the constants

λe± = ±c, (12)

This definition implies that λe− = −λe+. Moreover, for all e, f ∈ E we have

λe+ = λf+. Define ∆e as the diagonal 2× 2 matrix that contains the eigenvalues

λe+ and λe−. The approximation of λ̃e+ by λe+ and λ̃e− by λe− is justified by the
fact that in the practical applications, the fluid velocity is several meters per
second while the speed of sound is several hundred meters per second, i.e., v
can be neglected relative to c. In addition, the variation of the speed of sound
due to density variations is rather small. In contrast, the friction term cannot
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be neglected as this would cause a large relative error. In this way, we obtain
a semilinear model. We do not claim that solutions to the isothermal Euler
equations and the semilinear system are close to each other for all times, but we
do expect that solutions to both systems share important qualitative features.
Let us note that the difference between the models becomes smaller the closer
solutions get to equilibrium. This is in agreement with the simplifications that
we have made for the coupling conditions, as discussed below equation (5). With
the diagonal matrix ∆e, the semilinear model has the following form:

(S)



Se+(0, x) = ye+(x), x ∈ (0, Le), e ∈ E,
Se−(0, x) = ye−(x), x ∈ (0, Le), e ∈ E,
Seout(t, x

e(v)) = (1− µv)ue(t) + µvSein(t, Le), t ∈ (0, T ), if |E0(v)| = 1,
Seout(t, x

e(v)) = −Sein(t, xe(v)) + ωv
∑

g∈E0(v)

(Dg)2 Sgin(t, xg(v)), t ∈ (0, T ),

if |E0(v)| > 2,

∂t

(
Se+
Se−

)
+ ∆e∂x

(
Se+
Se−

)
= σe(Se+, S

e
−)

(
−1

1

)
on [0, T ]× [0, Le], e ∈ E.

Note that for any given (Se+, S
e
−) ∈ R2 we have

pe = p

(
R̃−1

(
Se+ + Se−

2

))
For the special case of the isentropic and AGA model we have

pe = a−
1
2γ

(
Se+ + Se−

2
+ a

1
2

) 2γ
γ−1

and pe = exp

(
Se+ + Se−

2

)
,

respectively. In particular, this implies pe > 0. On account of the physical
interpretation of the pressure it is very desirable that for the solutions we have
pe > 0. This is an advantage of the model that is given by system (S).

A similar semilinear model for gas transport has been studied in [19] in the
context of identification problems. The model in [19] has the disadvantage that
the matrix of the linearization of the source term is indefinite. However, the
results from [19] can be adapted to the model that we consider in this paper.

We introduce the observer system (R) that depends on numbers µv ∈ [−1, 1]
that are given for all v ∈ V and control the flow of information from the original
system to the observer system. For an interior node with µv = 0, the values at
the node v in the observer system are fully determined by the information from
the original system.
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The observer system has a similar structure as (S):

(R)



Re+(0, x) = ze+(x), x ∈ (0, Le), e ∈ E,
Re−(0, x) = ze−(x), x ∈ (0, Le), e ∈ E,
Reout(t, x

e(v)) = (1− µv)ue(t) + µv Rein(t, xe(v)), t ∈ (0, T ), if |E0(v)| = 1,
Reout(t, x

e(v)) = Seout(t, x
e(v))− µv [Rein(t, xe(v))− Sein(t, xe(v))]

+µv ωv
∑

g∈E0(v)

(Dg)2 [Rgin(t, xg(v))− Sgin(t, xg(v))] ,

t ∈ (0, T ), if |E0(v)| > 2,

∂t

(
Re+
Re−

)
+ ∆e∂x

(
Re+
Re−

)
= σe(Re+, R

e
−)

(
−1

1

)
on [0, T ]× [0, Le], e ∈ E.

The initial state (ze+, z
e
−) represents an estimation of the initial state of the

original system. Note that the data Se−(t, 0) from the original system (S) enter
the system state through the node conditions. Indeed, for µv = 0 the Riemann
invariants of the observer coincide with the Riemann invariants of the observed
system. In contrast, for µv = 0 the observer satisfies the same coupling condi-
tions as the observed system, i.e. no measurement information is inserted.

For the analysis of the exponential decay, we study the difference

δ = R− S

between the state R that is generated in the observer (R) and the original state
S. For the difference δ we obtain the system

(Diff)



δe+(0, x) = ze+(x)− ye+(x), x ∈ (0, Le), e ∈ E,
δe−(0, x) = ze−(x)− ye−(x), x ∈ (0, Le), e ∈ E,
δeout(t, x

e(v)) = µv δein(t, xe(v)), t ∈ (0, T ), if |E0(v)| = 1,
δeout(t, x

e(v)) = −µv δein(t, xe(v)) + µv ωv
∑

g∈E0(v)

(Dg)2 δgin(t, xg(v)),

t ∈ (0, T ), if |E0(v)| > 2,

∂t

(
δe+
δe−

)
+ ∆e∂x

(
δe+
δe−

)
=
(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)( −1
1

)
on [0, T ]× [0, Le], e ∈ E.

For the values of the solutions of (Diff) at the nodes, we have the following
lemma.

Lemma 2. Let {δe±}e∈E be a solution of (Diff). Then, at any node v ∈ V∑
e∈E0(v)

(De)2 |δeout(τ, xe(v))|2 = |µv|2
∑

e∈E0(v)

(De)2 |δein(τ, xe(v))|2, (13)

Proof: We only give the proof for inner nodes since the result is straight-
forward for boundary nodes, i.e., for |E0(v)| = 1. Let v be arbitrary but fixed.
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Let us note that∑
e∈E0(v)

(De)2
[
δeout(τ, x

e(v))− µvδein(τ, xe(v))
]

=
∑

e∈E0(v)

(De)2
[
− 2µvδein(τ, xe(v)) + µv ωv

∑
g∈E0(v)

(Dg)2 δgin(t, xg(v))
]

= 0

(14)

where we have used the definition of ωv in the last step. We multiply (14) with
δeout(t, x

e(v)) + µv δein(t, xe(v)) and obtain∑
e∈E0(v)

(De)2
[
|δeout(τ, xe(v))|2 − |µv|2|δein(τ, xe(v))|2

]
= 0 (15)

where we have used that δeout(t, x
e(v)) + µv δein(t, xe(v)) is independent of e.

Equation (15) is equivalent to the statement of the lemma by elementary oper-
ations.

3. A well–posedness result

In the semilinear model that we consider, the constant eigenvalues in the
diagonal system matrix define two families of characteristics with constant slopes
c and −c. For e ∈ E, define the sets

Γe+ = {0} × [0, Le] ∪ [0, T ]× {0}, Γe− = {0} × [0, Le] ∪ [0, T ]× {Le}.

For t > 0, e ∈ E and the space variable x ∈ [0, Le] we define the R2-valued
function ξe±(s, x, t) as the solution of the initial value problem{

ξe±(t, x, t) = (t, x),
∂sξ

e
±(s, x, t) = (1, ±c).

This implies that

ξe+(s, x, t) = (s, x+ c(s− t)), ξe−(s, x, t) = (s, x− c(s− t)).

Define the points

P e±0 (t, x) = Γe± ∩ {ξe±(s, x, t), s ∈ R} ∈ R2.

For the t-component of P e±0 (t, x) we use the notation te±(x, t) > 0. For the
discussion of the well–posedness we focus on the discussion of (S). The discus-
sion for the observer system (R) and the error system (Diff) is analogous. The
solution of (S) can be defined by rewriting the partial differential equation in
the system as integral equations along these characteristic curves, that is

Se±(t, x) = Se±(P e±0 (t, x))−
∫ t

te±(x, t)

±σe(Se+, Se−)(ξe±(s, t, x)) ds. (16)
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Note that almost everywhere the values of Se±(P e±0 (t, x)) are given on Γe± either
by the initial data, that is ye+, ye− respectively (if the t-component of P e±0 (t, x),
that is te±(x, t) is zero), the boundary condition (9) (if the x-component of
P e±0 (t, x) is zero or Le and for the corresponding node we have |E0(v)| = 1) or
by the node condition (7) if for the corresponding node we have |E0(v)| > 2.
For a finite time interval [0, T ], the characteristic curves that start at t = 0 with
the information from the initial data reach a point at the terminal time after a
finite number of reflections at the boundaries x = Le (e ∈ E) or x = 0.

The definition of the solutions of semilinear hyperbolic boundary value prob-
lems based upon (16) is described for example in [5]. For L∞-solutions, we have
the following theorem.

Theorem 1. Let T > 0, a real number J and a number M > 0 be given.
Then there exists a number ε(T, M) > 0 such that for initial data ye+, ye− ∈

L∞(0, Le) (e ∈ E) such that

‖ye± − J‖L∞(0,Le) 6 ε(T, M)

and control functions ue ∈ L∞(0, T ) (e ∈ E) such that

‖ue − J‖L∞(0,T ) 6 ε(T, M)

there exists a unique solution of (S) that satisfies the integral equations (16) for
all e ∈ E along the characteristic curves with Se+, Se− ∈ L∞((0, Le) × (0, T ))
(e ∈ E) and the boundary condition (9) at the boundary nodes and the node
condition (7) at the interior nodes almost everywhere in [0, T ] such that for all
e ∈ E we have

‖Se± − J‖L∞((0, T )×(0, Le)) 6M. (17)

This solution depends in a stable way on the initial and boundary data in the
sense that for initial data ‖ze±−J‖L∞(0,Le) 6 ε(T, M) and control functions ve ∈
L∞(0, T ) (e ∈ E) such that ‖ve − J‖L∞(0,T ) 6 ε(T, M) for the corresponding

solution S̃e± we have the inequality

‖S̃e± − Se±‖L∞((0, T )×(0, Le)) 6 C(T ) max
e∈E
{‖ye± − ze±‖L∞(0,Le); ‖ue − ve‖L∞(0,T )}

where C(T ) > 0 is a constant that does not depend on ze± or ve. If

T 6 min
e∈E

Le

c
(18)

the solution satisfies the a priori bound

ess sup
s∈[0, T ]

max
e∈E

{
‖Re+(s, x)− J‖L∞(0, Le), ‖Re−(s, x)− J‖L∞(0, Le)

}
(19)

6 ε(T, M) exp(16 max
e∈E

νeM T ).
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Proof: The proof is based upon Banach’s fixed point theorem with the canonical
fixed point iteration. It has to be shown that this map is a contraction in the
Banach space X = ×e∈E (L∞((0, T )× (0, Le)))

2
on the set B(M)

= ×e∈E
{

(Se+, S
e
−) ∈ X : (17) and the initial conditions of (S) at t = 0 hold

}
.

In order to show this, we use an upper bound for the source term in (16) that
is given by the continuously differentiable function σe(Re+, R

e
−). In fact, for

R ∈ B(M) for all e ∈ E due to (10) we have |σe(Re+, Re−)| 6 4 νeM2.
Moreover, it has to be shown that the iteration map maps from B(M) into

B(M). This is true if M and ε(T, M) are chosen sufficiently small.
In this analysis, it has to be taken into account that the characteristic curves

can be reflected at the boundaries of the edges a finite number of times. Due
to the linear node condition (7) in each such crossing the absolute value of the
outgoing Riemann invariants can be at most three times as large as the largest
absolute values of the incoming Riemann invariants. For t ∈ [0, T ] almost
everywhere and v ∈ V with |E0(v)| > 2 we have the inequality

|Seout(t, xe(v))− J | 6 3 max
f∈E0(v)

|Sfin(t, xe(v))− J |. (20)

In a first step, we assume that the time horizon is sufficiently small in the
sense that

T <
1

16

1

maxe∈E νeM
. (21)

holds. For given (Re)e∈E = ((Re+, R
e
−))e∈E ∈ B(M) we define

Φe+(Re+, R
e
−)(t, x) = Ξe+(te+(x, t), ξe+(te+(x, t), x, t))

−
∫ t

te+(x,t)

σe(Re+, R
e
−)
(
τ, ξe+(τ, x, t)

)
dτ

with σe as defined in (10). Here we define

Ξe+(te+(x, t), ξe+(te+(x, t), x, t))

=


(1− µv)ue+(te+(x, t)) + µvRe−(te+(x, t), ξe+(te+(x, t), x, t))

if te+(x, t) > 0, 0 = xe(v) and |E0(v)| = 1;
ye+(ξe+(0, x, t)) if te+(x, t) = 0;

Ωev R
v
in(te+(x, t)) if te+(x, t) > 0, 0 = xe(v) and |E0(v)| > 2.

Here Ωv is the square matrix that describes the linear interior node conditions
(7).

The components of Rvin(t) that appear in the last line are in turn obtained
by integrating along the characteristic curves ξe±. Due to (18), they can be
followed back to the initial state, that is for f ∈ E0(v) the components of Rvin(t)
have the form

Rf±(t, xf (v)) = yf±(ξf±(0, x, t))∓
∫ t

0

σf (Rf+, R
f
−)
(
τ, ξf±(τ, x, t)

)
dτ (22)
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without further reflections. Analogously we define

Φe−(Re+, R
e
−)(t, x) = Ξe−(te−(x, t), ξe−(te−(x, t), x, t))

+

∫ t

te−(x,t)

σe(Re+, R
e
−)
(
τ, ξe−(τ, x, t)

)
dτ.

Here we define
Ξe−(te+(x, t), ξe−(e+(x, t), x, t))

=


(1− µv)u−(te−(x, t)) + µvRe+(te+(x, t), ξe−(e+(x, t), x, t))

if te−(x, t) > 0, Le = xe(v) and |E0(v)| = 1;
y−(ξe−(0, x, t)) if te−(x, t) = 0;

Ωev R
v
in(te−(x, t)) if te−(x, t) > 0, Le = xe(v) and |E0(v)| > 2.

Again the components of Rvin(t) are obtained by integrating along the corre-

sponding characteristic curves ξf± for f ∈ E0(v) going back to the given initial
values as in (22).

In this way we get the fixed point iteration where for all e ∈ E we define(
ρ
e,(k+1)
+ (t, x)

ρ
e,(k+1)
− (t, x)

)
=

(
Φe+(ρ

e,(k)
+ , ρ

e,(k)
− )(t, x)

Φe−(ρ
e,(k)
+ , ρ

e,(k)
− )(t, x)

)
(23)

and that we start with functions (ρ
e,(1)
+ , ρ

e,(1)
− )e∈E ∈ B(M). Our aim is to apply

Banach’s fixed point theorem. We check in several steps that the assumptions
hold. First we show that the fixed point iteration is well–defined.

Step 1 (The fixed point iteration is well–defined) In order to show
that the fixed point iteration is well–defined, we show that the iterates remain

in B(M). Assume that ρe,(k) =
(
ρ
e,(k)
+ , ρ

e,(k)
−

)
∈ B(M). For e ∈ E, define

Se,(k+1)(t) := ess sup
x∈[0,Le]

{
|ρe,(k+1)
± (t, x)− J |

}
and S(k+1)(t) := max

e∈E
Se,(k+1)(t).

(24)
As long as there is at most one crossing of a characteristic curve through an
edge the definition of (S) implies

Se,(k+1)(t) 6 3 ε(T, M) + 16 max
e∈E

νeM2 T.

Define ν̄ = maxe∈E ν
e. Then we have Se,(k+1)(t) 6 3 ε(T, M) + 16 ν̄ M2 T .

Thus we have

ess sup
t∈[0,T ], x∈[0,Le]

|ρe,(k+1)
± (t, x)− J | 6 3 ε(T, M) + 16 ν̄ M2 T.

Now M and ε(T, M) have to be chosen in such a way that

3 ε(T, M) + 16 ν̄ M2 T 6M. (25)

12



Due to (21) this is possible for ε(T, M) = M
3 (1− 16 ν̄ M T ) > 0. Then we have

|ρe,(k+1)
± (t, x)− J | 6M.

By induction this implies that for all k ∈ {1, 2, 3, ...} we have (ρ
e,(k)
+ , ρ

e,(k)
− ) ∈

B(M). Hence all the iterates of the fixed point iteration remain in the set B(M).
Step 2: Contractivity The next step is to show that Φ is a contraction.

Let (Re+, R
e
−), (Se+, S

e
−) ∈ B(M). For (t, x) ∈ [0, T ] × [0, Le], the definition of

Φ± implies the inequality∣∣Φe±(Re+, R
e
−)− Φe±(Se+, S

e
−)
∣∣ (t, x) 6 Ae + Ie,

with

Ae =
∣∣Re±(te±(x, t), ξe±(te±(x, t), x, t))− Se±(te±(x, t), ξe±(te±(x, t), x, t))

∣∣ ,
Ie =

∫ t

0

∣∣σe(Re+, Re−)
(
τ, ξe±(τ, x, t)

)
− σe(Se+, Se−)

(
τ, ξe±(τ, x, t)

)∣∣ dτ.
We have the inequality

Ie 6
∫ t

0

4 νeM
∣∣Re+ (τ, ξe±(τ, x, t)

)
− Se+

(
τ, ξe±(τ, x, t)

)∣∣ dτ
+

∫ t

0

4 νeM
∣∣Re− (τ, ξe±(τ, x, t)

)
− Se−

(
τ, ξe±(τ, x, t)

)∣∣ dτ
6 4T νeM ‖Re − Se‖L∞([0,T ]×[0,Le])2 .

Hence we have the inequality

Ie 6 4T νeM ‖Re − Se‖L∞([0,T ]×[0,Le])2 .

Now we look at the term Ae. We consider three cases i)-iii). Case i): If
te±(x, t) = 0, due to the initial conditions, we have Ae = 0. Case ii): If
te±(x, t) > 0, P e±0 (t, x) = (te±(x, t), xe(v)) and for the corresponding v ∈ V we
have |E0(v)| = 1, then due to the fact that (18) implies that the characteristics
entering v can be traced back directly to the initial time, and |µe| < 1 we have

|Ae| 6 |µe|max
f∈E

If 6 12T M max
f∈E

νf‖Rf − Sf‖L∞([0,T ]×[0,Lf ])2 .

Case iii): Similarly, if te±(x, t) > 0, P e±0 (t, x) = (te±(x, t), xe(v)) and for the
corresponding v ∈ V we have |E0(v)| > 1, due to the fact that (18) implies
that there is at most one crossing through a node that can result at most
by an increase by the factor 3, we obtain |Ae| 6 12T M maxf∈E νf‖Rf −
Sf‖L∞([0,T ]×[0,Lf ])2 .

Hence for the term Ae we have the Lipschitz constant 12 maxe∈E T ν
eM .

With our results for Ie and Ae we obtain the Lipschitz inequality for Φe±∥∥Φe±(Re+, R
e
−)− Φe±(Se+, S

e
−)
∥∥
L∞([0, T ]×[0,Le])

6 Ie +Ae 6 max
f∈E

[
16T νf M

]
‖Rf − Sf‖L∞([0,T ]×[0,Lf ])2 .

13



With the notation Y e = L∞([0, T ]× [0, Le]) this implies

max
e∈E

{∥∥Φe+(Re+, R
e
−)− Φe+(Se+, S

e
−)
∥∥
Y e
,
∥∥Φe−(Re+, R

e
−)− Φe−(Se+, S

e
−)
∥∥
Y e

}
6 Lkontr max

e∈E

{∥∥Re+ − Se+∥∥Y e , ∥∥Re− − Se−∥∥Y e}
with the contraction constant Lkontr = maxe∈E [16T νeM ] . Due to (21) we
have Lkontr < 1. Hence the map Φ = (Φ+,Φ−) is a contraction. Thus Banach’s
fixed point theorem implies the existence of a unique fixed point of the map,
which solves our semilinear initial boundary value problem (S) if T satisfies (21)
and (18). For t ∈ [0, T ], define the number

U(t) = ess sup
s∈[0, t]

max
e∈E

{
‖Re+(s, x)− J‖L∞(0, Le), ‖Re−(s, x)− J‖L∞(0, Le)

}
.

Since the solution Re± is a fixed point of Φe±, the definition of Φe± implies the
integral inequality

U(t) 6 U(0) +

∫ t

0

16 max
e∈E

νeM U(τ) dτ

for all t ∈ [0, T ]. Now we can apply Gronwall’s Lemma (see for example [16])
and obtain for all s ∈ [0, T ] the upper bound

U(s) 6 U(0) exp(16 max
e∈E

νeM s) 6 ε(T, M) exp(16 max
e∈E

νeM T ).

Thus we have shown the a–priori bound (19) for sufficiently small time-horizons
T that satisfy (18) and (21).

For arbitrarily large T > 0, we obtain a solution in the following way: Define
T0 = mine∈E L

e/c. Then we obtain a solution on the interval [0, T0] as shown
above, and the a priori bound (19) yields the bound

‖Re±(T0, ·)− J‖L∞(0,Le) 6 ε(T, M) exp(16 max
e∈E

νeM T0) (26)

for the state at time T0. Define ε1(T, M) = ε(T, M) exp(−16 maxe∈E ν
eM T0).

Then if we start with data that satisfy

‖ye± − J‖L∞(0,Le) 6 ε1(T, M)

and control functions ue ∈ L∞(0, 2T0) (e ∈ E) such that

‖ue − J‖L∞(0,2T0) 6 ε1(T, M)

we obtain first a solution on [0, T0]. Due to (26) and the definition of ε1(T, M)
we can use the same argument again to obtain the solution on the time interval
[T0, 2T0]. More generally, for n ∈ {1, 2, 3, ...} if the data satisfy

‖ye± − J‖L∞(0,Le) 6 εn(M) and ‖ue − J‖L∞(0, n T0) 6 εn(T, M)

where εn(T, M) = ε(T, M) exp(−16n maxe∈E ν
eM T0) then we obtain a solu-

tion on the interval [0, n T0]. Thus we have proved Theorem 1. �
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Remark 2. An analogous existence result holds for more regular solutions in
C([0, T ], H1(0, Le)), (e ∈ E) (in the space C([0, T ], W 1,∞(0, Le)), (e ∈ E)
respectively) for initial and boundary data that are compatible with each other
and with the node conditions such that ye±−J and ue−J have sufficiently small
norms in H1 (W 1,∞ respectively).

The existence result for solutions with H2-regularity (more precisely in the
space ×e∈EC([0, T ], H2(0, Le))) for quasilinear systems given in [4] requires
C2-regularity of the source term. In our case, the source term only has C1-
regularity. Therefore, the result from [4] cannot be applied.

For the proof of the exponential decay of the L2-norm of δ, we need an
observability inequality for the L2-norm which is presented in Section 4. An
observability inequality for the H1-norm is shown in Section 5. It allows to
analyze the exponential decay of the H1-norm of δ,

4. An L2–observability inequality for a network

In this section we derive an observability inequality for a network. The aim
is to get an upper bound for the L2-norm of the system state on any edge e at
the time t in terms of the L2-norm of the trace of the state at one of the nodes
adjacent to e on the time interval [t − T, t + T ] with T > 0 sufficiently large.
In [9], an observability inequality for a star-shaped network of strings (without
source term) is derived.

Theorem 2. Let v ∈ V , e ∈ E0(v). Assume that T > Le

c and t > T . Assume
that system (Diff) has a solution on [0, t+T ] such that for x almost everywhere
in [0, Le] we have δe+(·, x), δe−(·, x) ∈ L2(0, T + t) and that there exists a

constant M̃ such that for almost all x in [0, Le] for the solution of (S) we
have the inequalities

|Se+(s, x)− Se−(s, x)| 6 M̃, |Se+(s, x)− Se−(s, x) + δe+(s, x)− δe−(s, x)| 6 M̃
(27)

for s almost everywhere in [0, t+T ]. Then, there exists a constant Ce0(M̃) such
that for all t > T the following inequality holds:∫ Le

0

|δe+(t, x)|2 + |δe−(t, x)|2 dx

6 Ce0(M̃)

∫ t+T

t−T
|δe+(s, xe(v))|2 + |δe−(s, xe(v))|2 ds (28)

Remark 3. In Theorem 2, we observe from one end xe(v) of e only. If we
observe from both sides, the constant improves by a factor of 2.

Remark 4. Since (17) with M = 1
2 M̃ implies (27) , Theorem 1 applied to R

and S yields sufficient conditions for (27) if M̃ is sufficiently small.
An a priori upper bound (27) also holds for classical solutions (even in the

sense of a maximum), see [21]. Also for solutions in C([0, T ], H1(0, Le)), (27)
holds.
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Proof: Let us give the proof of (28):
For v ∈ V , e ∈ E0(v), t > T and x ∈ [0, Le] consider

He(x) =
1

2

∫ t+
Le−|xe(v)−x|

c

t−L
e−|xe(v)−x|

c

∣∣δe+(s, x)
∣∣2 +

∣∣δe−(s, x)
∣∣2 ds > 0. (29)

Then we have He(Le − xe(v)) = 0.
In order to make the proof more readable, we only give it in case xe(v) = Le.

The case xe(v) = 0 is analogous. For the derivative of He with respect to x we
have almost everywhere

d

dx
He(x) =

∫ t+ x
c

t− xc
δe+(s, x) ∂xδ

e
+(s, x) + δe−(s, x) ∂xδ

e
−(s, x) ds

+
1

2 c

[∣∣∣δe+(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe−(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe+(t− x

c
, x)
∣∣∣2 +

∣∣∣δe−(t− x

c
, x)
∣∣∣2] .

Due to the partial differential equation in system (Diff) this yields d
dxH

e(x)

=

∫ t+ x
c

t− xc
−δe+(s, x)

1

c
∂tδ

e
+(s, x) +

1

c
δe−(s, x) ∂tδ

e
−(s, x)

−1

c
(δe+ + δe−)

[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
ds

+
1

2 c

[∣∣∣δe+(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe−(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe+(t− x

c
, x)
∣∣∣2 +

∣∣∣δe−(t− x

c
, x)
∣∣∣2]

=

∫ t+ x
c

t− xc
− 1

2c
∂t
∣∣δe+(s, x)

∣∣2 +
1

2c
∂t
∣∣δe−(s, x)

∣∣2
−1

c
(δe+ + δe−)

[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
ds

+
1

2 c

[∣∣∣δe+(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe−(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe+(t− x

c
, x)
∣∣∣2 +

∣∣∣δe−(t− x

c
, x)
∣∣∣2]

=
1

2c

[
−
∣∣δe+(s, x)

∣∣2 +
∣∣δe−(s, x)

∣∣2] ∣∣∣∣∣
t+ x

c

s=t− xc

−
∫ t+ x

c

t− xc

1

c
(δe+ + δe−)

[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
ds

+
1

2 c

[∣∣∣δe+(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe−(t+
x

c
, x)
∣∣∣2 +

∣∣∣δe+(t− x

c
, x)
∣∣∣2 +

∣∣∣δe−(t− x

c
, x)
∣∣∣2]

> −
∫ t+ x

c

t− xc

1

c

[
2 νe M̃

]
|δe+ + δe−| |δe+ − δe−| ds

+

[
1

2 c
+

1

2c

] ∣∣∣δe−(t+
x

c
, x)
∣∣∣2 +

[
1

2 c
+

1

2c

] ∣∣∣δe+(t− x

c
, x)
∣∣∣2 .
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Here the last inequality follows with the mean value theorem from the definition
(10) of the function σe, since the function z 7→ νe z |z| is differentiable with the
derivative z 7→ 2 νe |z|. Then, assumption (27) is applied to obtain an upper
bound. This implies the inequality

d

dx
He(x) > −4

νe

c
M̃ He(x) (30)

for x ∈ [0, Le] almost everywhere. With (27), due to Gronwall’s Lemma, this
implies the inequality

He(x) 6 exp

(
4
νe

c
M̃ (Le − x)

)
He(Le) (31)

for all x ∈ [0, Le]. Since for real numbers r1, r2 we have (r1 + r2)2 6 2 r2
1 + 2 r2

2,
for x ∈ [0, Le] almost everywhere we obtain

|δe+(t, x)|2

=

∣∣∣∣∣δe+(t+
Le − x
c

, Le)− 1

c

∫ Le

x

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
(t+

s− x
c

, s) ds

∣∣∣∣∣
2

6 2

∣∣∣∣δe+(t+
Le − x
c

, Le)

∣∣∣∣2 + 2

∣∣∣∣∣1c
∫ Le

x

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
(t+

s− x
c

, s) ds

∣∣∣∣∣
2

6 2

∣∣∣∣δe+(t+
Le − x
c

, Le)

∣∣∣∣2 + 2

∣∣∣∣∣1c
∫ Le

x

2 νe M̃
[
|δe+|+ |δe−|

]
(t+

s− x
c

, s) ds

∣∣∣∣∣
2

6 2

∣∣∣∣δe+(t+
Le − x
c

, Le)

∣∣∣∣2 + 16
1

c2
Le (νe)2 (M̃)2

∫ Le

x

[
|δe+|2 + |δe−|2

]
(t+

s− x
c

, s) ds.

Thus we have

∫ Le

0

|δe+(t, x)|2 dx

6 2

∫ Le

0

∣∣∣∣δe+(t+
Le − x
c

, Le)

∣∣∣∣2 dx
+

16

c2
Le (νe)2 (M̃)2

∫ Le

0

∫ Le

x

[
|δe+|2 + |δe−|2

]
(t+

s− x
c

, s) ds dx

6 2

∫ Le

0

∣∣∣∣δe+(t+
Le − x
c

, Le)

∣∣∣∣2 dx
+

16

c
Le (νe)2 (M̃)2

∫ Le

0

∫ t+ x
c

t− xc

∣∣δe+(s, x)
∣∣2 +

∣∣δe−(s, x)
∣∣2 ds dx.
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Hence, using the definition (29) of He(x) and inequality (31), we obtain∫ Le

0

|δe+(t, x)|2 dx

6 2

∫ Le

0

∣∣∣∣δe+(t+
Le − x
c

, Le)

∣∣∣∣2 dx+
32Le (νe M̃)2

c

∫ Le

0

He(x) dx

6 2

∫ Le

0

∣∣∣∣δe+(t+
Le − x
c

, Le)

∣∣∣∣2 dx+
32

c
Le (νe)2 (M̃)2

∫ Le

0

exp

(
4
νe M̃ (Le − x)

c

)
dxHe(Le)

6 2 c

∫ t+Le

c

t

∣∣δe+(s, Le)
∣∣2 ds

+4Le νe M̃ exp

(
4
νe

c
M̃ Le

) ∫ t+Le

c

t−Lec

∣∣δe+(s, Le)
∣∣2 +

∣∣δe−(s, Le)
∣∣2 ds

6

[
2 c+ 4Le νe M̃ exp

(
4
νe M̃ Le

c

)] ∫ t+Le

c

t−Lec

∣∣δe+(s, Le)
∣∣2 +

∣∣δe−(s, Le)
∣∣2 ds.

Similarly as above, this yields∫ Le

0

|δe−(t, x)|2 dx

6

[
2 c+ 4Le νe M̃ exp

(
4
νe

c
M̃ Le

)] ∫ t+Le

c

t−Lec

∣∣δe+(s, Le)
∣∣2 +

∣∣δe−(s, Le)
∣∣2 ds.

Adding up the inequalities for δe+ and δe− yields the observability inequality
(28) with

Ce0(M̃) = 2

[
2 c+ 4Le νe M̃ exp

(
4
Le νe M̃

c

)]
. (32)

5. An H1–norm–observability inequality

Now we prove an observability inequality where the norm of the time deriva-
tive is included. This yields an observability inequality for the H1-norm.

Theorem 3. Assume that T > maxe∈E
Le

c and t > T . Assume that systems
(Diff) and (S) have a solution on [0, t+T ] such that for all e ∈ E and x almost
everywhere in [0, Le] we have δe+(·, x), δe−(·, x), Se+(·, x), Se−(·, x), ∂tδ

e
+(·, x),

∂tδ
e
−(·, x), ∂tS

e
+(·, x), ∂tS

e
−(·, x) ∈ L2(0, T + t) and that there exists a constant

M̃ such that (27) holds for all e ∈ E and for s almost everywhere in [0, t+T ] for
the solutions of (Diff) and (S). Assume that there exists a real number B̃ > 0
such that

‖∂t(Se+ − Se−)(·, x)‖
L∞(t−L

e−|xe(v)−x|
c , t+

Le+|xe(v)−x|
c )

6 B̃ (33)
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for x almost everywhere in (0, Le). Then there exists a constant C1(M̃, B̃) such
that for all v ∈ V , e ∈ E0(v) and for all t > T , we have the inequalities∫ Le

0

|∂tδe+(t, x)|2 + |∂tδe−(t, x)|2 dx+

∫ Le

0

|δe+(t, x)|2 + |δe−(t, x)|2 dx

6 C1(M̃, B̃)

∫ t+T

t−T
|∂tδe+(s, xe(v))|2 + |∂tδe−(s, xe(v))|2 ds

+ C1(M̃, B̃)

∫ t+T

t−T
|δe+(s, xe(v))|2 + |δe−(s, xe(v))|2 ds. (34)

Remark 5. Note that (33) assumes more regularity of the observed solution
than we can expect, i.e. than is guaranteed by our well-posedness result Theorem
1. It is possible to obtain the same result (with a larger constant C1) if (33) is
replaced by the weaker assumption that there exist ε > 0 and B <∞ such that

‖∂t(Se+ − Se−)‖L2+ε([0,T ]×[0,Le]) 6 B. (35)

Note that (35) is weaker than (33) but also not guaranteed by Theorem 1.
The key ingredient in the proof that uses (35) is the observation that when-

ever ∂t(S
e
+ − Se−) appears it is multiplied by δe+ − δe− and the fact that (in two

space dimensions), every Lp-norm with p <∞ is controlled by the H1-norm.
In what follows, we present the proof under the stronger assumption (33) as

it is clearer and seems more appropriate to convey the main ideas.

Proof. In order to prove (34), we note that the evolution of the space
derivatives (δe±)x is governed by the following partial differential equations:

∂xt
(
δe+
)

=
1

c

[
−∂tt

(
δe+
)
− 2 νe |δe+ − δe− + Se+ − Se−| ∂t(δe+ − δe− + Se+ − Se−)

+2 νe |Se+ − Se−| ∂t(Se+ − Se−)
]

(36)

∂xt
(
δe−
)

=

1

c

[
∂tt
(
δe+
)
− 2 νe |δe+ − δe− + Se+ − Se−| ∂t(δe+ − δe− + Se+ − Se−)

+2 νe |Se+ − Se−| ∂t(Se+ − Se−)
]
. (37)

For v ∈ V, e ∈ E0(v), t > T and x ∈ [0, Le] consider

Ke(x) :=
1

2

∫ t+
Le−|xe(v)−x|

c

t−L
e−|xe(v)−x|

c

∣∣∂tδe+(s, x)
∣∣2 +

∣∣∂tδe−(s, x)
∣∣2 ds > 0. (38)

Then we have Ke(Le − xe(v)) = 0.
Now for the sake of readability, we consider the case xe(v) = Le. For the

derivative of Ke with respect to x we have almost everywhere

d

dx
Ke(x) =

∫ t+ x
c

t− xc
∂t δ

e
+(s, x) ∂xtδ

e
+(s, x) + ∂t δ

e
−(s, x) ∂xt δ

e
−(s, x) ds

+
1

2 c

[∣∣∣∂t δe+(t+
x

c
, x)
∣∣∣2 +

∣∣∣∂t δe−(t+
x

c
, x)
∣∣∣2 +

∣∣∣∂t δe+(t− x

c
, x)
∣∣∣2 +

∣∣∣∂t δe−(t− x

c
, x)
∣∣∣2] .
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Due to (36) this yields d
dxK

e(x)

=

∫ t+ x
c

t− xc
−1

c
(∂t δ

e
+(s, x)) ∂ttδ

e
+(s, x) +

1

c
(∂t δ

e
−(s, x)) ∂ttδ

e
−(s, x)

−1

c
(∂t δ

e
+ + ∂t δ

e
−) ∂t

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
ds

+
1

2 c

[∣∣∣∂t δe+(t+
x

c
, x)
∣∣∣2 +

∣∣∣∂t δe−(t+
x

c
, x)
∣∣∣2 +

∣∣∣∂t δe+(t− x

c
, x)
∣∣∣2 +

∣∣∣∂t δe−(t− x

c
, x)
∣∣∣2]

=

∫ t+ x
c

t− xc
−1

c
(∂t δ

e
+ + ∂t δ

e
−) ∂t

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
ds

+
1

c

[∣∣∣∂t δe−(t+
x

c
, x)
∣∣∣2 +

∣∣∣∂t δe+(t− x

c
, x)
∣∣∣2]

> −
∫ t+ x

c

t− xc

1

c
(∂t δ

e
+ + ∂t δ

e
−) ∂t

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
ds .

Using the specific form of σe from (10), the reverse triangle inequality, assump-
tion (27) and (33) we obtain

(∂t δ
e
+ + ∂t δ

e
−) ∂t

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
= 2 νe(∂t δ

e
+ + ∂t δ

e
−) [|δe+ + Se+ − δe− − Se−|∂t(δe+ + Se+ − δe− − Se−)− |Se+ − Se−| ∂t(Se+ − Se−)]

= 2 νe(∂t δ
e
+ + ∂t δ

e
−)
[
∂t(δ

e
+ − δe−)|δe+ + Se+ − δe− − Se−|

+∂t(S
e
+ − Se−)(|δe+ + Se+ − δe− − Se−| − |Se+ − Se−|)

]
6 2 νe|∂t δe+|2 M̃ + 2 νe |∂t δe+ + ∂t δ

e
−| B̃ |δe+ − δe−|

6 2 νe|∂t δe+|2 M̃ + νe B̃
[
|∂t δe+ + ∂t δ

e
−|2 + |δe+ − δe−|2

]
6 2 νe B̃

(
|δe+|2 + |δe−|2

)
+ 2 νe

[
M̃ + B̃

] [
|∂t δe+|2 + |∂t δe−|2

]
.

This yields

d

dx
Ke(x) > −2 νe

c

∫ t+ x
c

t− xc
B̃
(
|δe+|2 + |δe−|2

)
+
[
M̃ + B̃

] [
|∂t δe+|2 + |∂t δe−|2

]
dx

> −4 νe

c
B̃He(x)− 4 νe

c

[
M̃ + B̃

]
Ke(x).

Thus, using (30), we obtain

d

dx
(He(x) +Ke(x)) > −4

νe (M̃ + B̃)

c

(
Ke(x) +He(x)

)
(39)

for x ∈ [0, Le] almost everywhere. Due to Gronwall’s Lemma for all x ∈ [0, Le]
this implies

He(x) +Ke(x) 6 exp

(
4
νe

c
(M̃ + B̃) (Le − x)

)
(He(Le) +Ke(Le)) . (40)
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This enables us to estimate |∂tδe+(t, x)|2

=
∣∣∣∂tδe+(t+

Le − x
c

, Le) +
2 νe

c

∫ Le

x

|δe+ − δe− + Se+ − Se−| ∂t(δe+ − δe− + Se+ − Se−)

−|Se+ − Se−| ∂t(Se+ − Se−) ds
∣∣∣2

6
∣∣∣∣∣∂tδe+(t+

Le − x
c

, Le)
∣∣

+
2 νe

c

∫ Le

x

∣∣∣∣∣δe+ − δe− + Se+ − Se−
∣∣ ∂t(δe+ − δe− + Se+ − Se−)− |Se+ − Se−| ∂t(Se+ − Se−)

∣∣∣ ds∣∣∣2
6

∣∣∣∣∣∣∣∂tδe+(t+
Le − x
c

, Le)
∣∣

+
2 νe

c

∫ Le

x

∣∣δe+ − δe−∣∣ ∣∣∂t(Se+ − Se−)
∣∣+
∣∣δe+ − δe− + Se+ − Se−

∣∣ ∣∣∂t(δe+ − δe−)
∣∣ ds∣∣∣∣∣

2

6 2
∣∣∂tδe+(t+

Le − x
c

, Le)
∣∣2

+
8 (νe)2

c2

∣∣∣∣∣
∫ Le

x

∣∣δe+ − δe−∣∣ ∣∣∂t(Se+ − Se−)
∣∣+
∣∣δe+ − δe− + Se+ − Se−

∣∣ ∣∣∂t(δe+ − δe−)
∣∣ ds∣∣∣∣∣

2

6 2
∣∣∣∂tδe+(t+

Le − x
c

, Le)
∣∣∣2 +

8 (νe)2

c2

∣∣∣∣∣
∫ Le

x

B̃
∣∣δe+ − δe−∣∣ + M̃

∣∣∂t(δe+ − δe−)
∣∣ ds∣∣∣∣∣

2

6 2
∣∣∣∂tδe+(t+

Le − x
c

, Le)
∣∣∣2 +

16 (νe)2 Le

c2

∫ Le

x

(B̃)2
∣∣δe+ − δe−∣∣2 + (M̃)2

∣∣∂t(δe+ − δe−)
∣∣2 ds

where the integrands are to be evaluated at (t+ s−x
c , s). Thus we have

∫ Le

0

|∂tδe+(t, x)|2 dx

6 2

∫ Le

0

∣∣∣∂tδe+(t+
Le − x
c

, Le)
∣∣∣2 dx

+
16 (νe)2 Le

c2

∫ Le

0

∫ Le

x

(B̃)2
∣∣δe+ − δe−∣∣2 + (M̃)2

∣∣∂t(δe+ − δe−)(t+ s−x
c , s)

∣∣2 ds dx
6 2

∫ Le

0

∣∣∣∂tδe+(t+
Le − x
c

, Le)
∣∣∣2 dx

+
16 (νe)2 Le

c

∫ Le

0

∫ t+ x
c

t− xc
(B̃)2

∣∣(δe+ − δe−)(s, x)
∣∣2 + (M̃)2

∣∣∂t(δe+ − δe−)(s, x)
∣∣2 ds dx.
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Hence using definition (29) of He(x) and definition (38) of Ke(x) we obtain

∫ Le

0

|∂tδe+(t, x)|2 dx 6 2

∫ Le

0

∣∣∣∂tδe+(t+
Le − x
c

, Le)
∣∣∣2 dx

+
64 (νe)2 Le

c

∫ Le

0

(B̃)2He(x) + (M̃)2Ke(x) dx . (41)

With (40) and the notation Υ = max{(B̃)2, (M̃)2}
M̃+B̃

this yields

∫ Le

0

|∂tδe+(t, x)|2 dx

6 2

∫ Le

0

∣∣∣∂tδe+(t+
Le − x
c

, Le)
∣∣∣2 dx

+
64 (νe)2 Le

c
max{(B̃)2, (M̃)2}

∫ Le

0

exp

(
4
νe

c
(M̃ + B̃) (Le − x)

)
(He(Le) +Ke(Le)) dx

6 2

∫ Le

0

∣∣∣∂tδe+(t+
Le − x
c

, Le)
∣∣∣2 dx

+ (16 νe Le) Υ exp

(
4
νe

c
(M̃ + B̃)Le

)
(He(Le) +Ke(Le))

6 2 c

∫ t+Le

c

t

∣∣∂tδe+(s, Le)
∣∣2 ds

+ (16 νe Le) Υ exp

(
4
νe

c
(M̃ + B̃)Le

)
(He(Le) +Ke(Le)) .

Similarly we obtain the same upper bound for
∫ Le

0
|∂tδe−(t, x)|2 dx.

Adding up the inequalities for ∂tδ
e
+ and ∂tδ

e
− yields∫ Le

0

|∂tδe+(t, x)|2 + |∂tδe−(t, x)|2 dx

6 4 cKe(xe(v)) + (32 νe Le) Υ exp

(
4
νe

c
(M̃ + B̃)Le

)
(He(xe(v)) +Ke(xe(v))) .

For the case xe(v) = 0 we obtain the analogous inequality. Adding up this
inequality and (28) yields the desired observability inequality (34) with

C1(M̃, B̃) = C0(M̃) + 2 c+ max
e∈E

(16 νe Le) Υ exp

(
4
νe

c
(M̃ + B̃)Le

)
.

6. Exponential decay of the observer error on the network

In this section, we analyse the evolution of the state R of the observer (R).
We show that R approaches the state S of system (S) exponentially fast on each

22



edge. In order to show this, we study the evolution of the error system (Diff)
and show that the solution δ decays exponentially fast.

Theorem 4 has two parts. In the first part, a sufficient condition for the
exponential decay of the L2-norm (42) on a finite time interval [0, T ] is provided
under the assumption (27). This first part of Theorem 4 can be applied to
L∞-solutions as discussed in Theorem 1. For the proof of the first part, the
observability inequality from Theorem 2 is used.

In the second part of Theorem 4, more regular H1-solutions are considered.
For the proof, the observability inequality from Theorem 3 is used.

Theorem 4. Define T0 = maxe∈E
Le

c . Let T > 2T0 be given. For all e ∈ E,
let initial states ye+, ye−, ze+, ze− ∈ L∞(0, Le) be given. Assume that for each
node v ∈ V a number |µv| 6 1 is given.

Assume that there exists a set Ṽ ⊂ V with the following property: For all
e ∈ E there exists v ∈ Ṽ such that e ∈ E0(v) and |µv| < 1.

Assume that there exists a real number J such that for the initial states
ye± − J , ze± − J and for the boundary controls (for all e ∈ E where |E0(v)| = 1)
ue − J ∈ L∞(0, T ) have a sufficiently small L∞-norm such that solutions of
systems (S) and (R) exist on [0, T ] in ×e∈EL∞((0, T ) × (0, Le)) and satisfy
(27). Then the solution of system (Diff) is exponentially stable in the sense
that there exist constants C1 > 0 and µ0 > 0 such that for all t ∈ [0, T ] the
following inequality holds:

∑
e∈E

(De)2

∫ Le

0

∣∣δe+(t, x)
∣∣2 +

∣∣δe−(t, x)
∣∣2 dx

6 C1 exp(−µ0 t)
∑
e∈E

(De)2

∫ Le

0

∣∣δe+(0, x)
∣∣2 +

∣∣δe−(0, x)
∣∣2 dx. (42)

Hence the L2-norm of the difference δ between the state R of the observer and
the state S of the original system decays exponentially fast.

Assume in addition that ∂ty
e
± has a sufficiently small L∞-norm and is com-

patible with the node condition and the boundary conditions such that a solution
of system (S) exists on [0, T ] in ×e∈EC([0, T ], W 1,∞(0, Le)) and satisfies (27)
and (33). Assume that

8T0 (∆(νT0))
2

max
e∈E

νe 6
c

C1(M̃, B̃)
min
e∈E

 ∑
v∈V0(e)

1− |µv|2

1 + |µv|2

 (43)

where

∆(νT0) := exp

(
8 max
e∈E

νeB̃ T0

)
. (44)

Then in addition to (42) also the L2-norm of the time-derivatives decay
exponentially fast in the sense that there exists a number µ1 ∈ (0, µ0) such that
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for some C̃ > 0 we have

∑
e∈E

(De)2

∫ Le

0

∣∣∂tδe+(t, x)
∣∣2 +

∣∣∂tδe−(t, x)
∣∣2 dx

6
C̃

eµ1 t

∑
e∈E

(De)2

[∫ Le

0

∣∣∂tδe+(0, x)
∣∣2+
∣∣∂tδe−(0, x)

∣∣2+
∣∣δe+(0, x)

∣∣2+
∣∣δe−(0, x)

∣∣2 dx].
Remark 6. It is important to note that for the exponential decay of the L2-
norm we do not need any restrictions on the lengths of Le.

Assumption (43) holds if for all e ∈ E, friction coefficients νe or the lengths
Le are sufficiently small. This is similar to the assumptions in [14] where the
decay of the L2-norm has been studied. Note that assumption (43) also holds
if the initial data have a sufficiently small H1-norm such that we can choose
M̃ and B̃ sufficiently small. This implies that for arbitrary large values of
the lengths Le, there exists an H1-neighbourhood of the constant state, such
for initial states in this neighbourhood the H1-norm of the system state decays
exponentially.

Remark 7. We can prove a similar result to Theorem 4 if we replace assump-
tion (33) by (35). Going to the weaker assumption (35) reduces the decay rates
µ0 and µ1 and leads to a much more restrictive condition on the problem pa-
rameters in place of (43).

Proof of Theorem 4. Let t̄ ∈ (0, t) be given. For e ∈ E the partial
differential equation in (Diff) implies that

∂tδ
e
+(t, x) = −c ∂xδe+(t, x)−

[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
.

We multiply this equation by δe+ and integrate over the interval (t− t̄, t+ t̄) to
obtain∫ t+t̄

t−t̄

∫ Le

0

δe+(τ, x) ∂tδ
e
+(τ, x) dx dτ

=

∫ t+t̄

t−t̄

∫ Le

0

−c δe+(τ, x) ∂xδ
e
+(t, x)

− δe+(τ, x)
[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
dx dτ. (45)

This yields

− c

2

∫ t+t̄

t−t̄

[
|δe+(τ, x)|2

]
|L
e

x=0

−
∫ Le

0

δe+(τ, x)
[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
dx dτ

=
1

2

∫ Le

0

[
|δe+(τ, x)|2

]
|t+t̄τ=t−t̄ dx. (46)
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Similarly, we obtain

c

2

∫ t+t̄

t−t̄

[
|δe−(τ, x)|2

]
|L
e

x=0

+

∫ Le

0

δe−(τ, x)
[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
dx dτ

=
1

2

∫ Le

0

[
|δe−(τ, x)|2

]
|t+t̄τ=t−t̄ dx. (47)

For e ∈ E and t ∈ [0, T ], we define

Le0(t) :=
(De)2

2

∫ Le

0

∣∣δe+(t, x)
∣∣2 +

∣∣δe−(t, x)
∣∣2 dx and L0(t) :=

∑
e∈E
Le0(t). (48)

Then we have

L0(t+ t̄)− L0(t− t̄) =
∑
e∈E
−c (De)2

2

∫ t+t̄

t−t̄

[
|δe+(τ, x)|2 − |δe−(τ, x)|2

] ∣∣∣Le
x=0

−
∫ Le

0

(De)2(δe+(τ, x)−δe−(τ, x))
[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

]
dx dτ.

Hence due to the definition of σe with the mean value theorem we obtain the
inequality

L0(t+ t̄)− L0(t− t̄) 6
∑
e∈E
−c (De)2

2

∫ t+t̄

t−t̄

[
|δe+(τ, x)|2 − |δe−(τ, x)|2

] ∣∣∣Le
x=0

dτ.

i.e.

L0(t+ t̄)− L0(t− t̄)

6
∑
e∈E

c (De)2

2

∫ t+t̄

t−t̄
−|δe+(τ, Le)|2 + |δe−(τ, Le)|2 + |δe+(τ, 0)|2−|δe−(τ, 0)|2 dτ.

(49)

At any interior node v ∈ V (i.e. |E0(v)| > 1) the node conditions imply∑
e∈E0(v)

(De)2 |δeout(τ, xe(v))|2 = |µv|2
∑

e∈E0(v)

(De)2 |δein(τ, xe(v))|2, (50)

hence we have∑
e∈E0(v)

(De)2
[
|δeout(τ, xe(v))|2 − |δein(τ, xe(v))|2

]
6
|µv|2 − 1

|µv|2 + 1

∑
e∈E0(v)

(De)2
[
|δe−(τ, xe(v))|2 + |δe+(τ, xe(v))|2

]
. (51)
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Similarly, the boundary conditions at any boundary node v ∈ V (with |E0(v)| =
1) imply

|δeout(τ, xe(v))|2 = |µv|2|δein(τ, xe(v))|2, for e ∈ E0(v) (52)

so that∑
e∈E0(v)

(De)2
[
−|δein(τ, xe(v))|2 + |δeout(τ, xe(v))|2

]
6
|µv|2 − 1

|µv|2 + 1

∑
e∈E0(v)

(De)2
[
|δe−(τ, xe(v))|2 + |δe+(τ, xe(v))|2

]
. (53)

This yields

L0(t+ t̄)− L0(t− t̄)

6
∑
v∈V

|µv|2 − 1

|µv|2 + 1

∑
e∈E0(v)

c (De)2

2

∫ t+t̄

t−t̄
|δe−(τ, xe(v))|2 + |δe+(τ, xe(v))|2 dτ .

(54)

Since |µv|2 6 1 for all v ∈ V , in particular, we have L0(t + t̄) 6 L0(t − t̄).
Since the above inequality can be derived for all t̄ ∈ (0, t), this implies that L0

is decreasing.
We choose t̄ = T0 > 0. For all v ∈ V and e ∈ E0(v) the observability

inequality (28) implies

∫ t+T0

t−T0

∣∣δe+(τ, xe(v))
∣∣2 +

∣∣δe−(τ, xe(v))
∣∣2 dτ

>
1

C0(M̃)

∫ Le

0

|δe+(t, x)|2 + |δe−(t, x)|2 dx (55)

with C0(M̃) as defined in (32). Inserting this into (54) implies

L0(t+ t̄)− L0(t− t̄)

6
1

C0(M̃)

∑
e∈E

∑
v∈V0(e)

|µv|2 − 1

|µv|2 + 1

c(De)2

2

∫ Le

0

|δe+(t, x)|2 + |δe−(t, x)|2 dx (56)

where V0(e) denotes the set of nodes adjacent to e. This yields the inequality

L0(t+ T0)− L0(t− T0) 6 − c

C0(M̃)
min
e∈E

 ∑
v∈V0(e)

1− |µv|2

|µv|2 + 1

L0(t).
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Define the constant

υ0 := min
e∈E

 ∑
v∈V0(e)

1− |µv|2

|µv|2 + 1


Since L0 is decreasing this yields

L0(t+ T0) 6 L0(t− T0)− c

C0(M̃)
υ0L0(t+ T0).

Hence we have

L0(t+ T0) 6
1

1 + c
C0(M̃)

υ0
L0(t− T0).

Similarly as in Lemma 2 from [12], this implies that L0 decays exponentially
fast.

Now we consider the evolution of the time-derivatives. Note that here the
analysis is more involved than for the L2-estimate, since the sign of the friction
term cannot be determined a priori. In addition, the time derivative of the
friction term requires an estimate for the term ∂t(S

e
+ − Se−), see assumption

(33).
Similar as in the proof of the observability inequality, it is necessary to

consider the sum L0 + L1 to obtain an estimate.
For e ∈ E and t ∈ [0, T ], we define

Le1(t) :=
1

2
(De)2

∫ Le

0

∣∣∂tδe+(t, x)
∣∣2 +

∣∣∂tδe−(t, x)
∣∣2 dx and L1(t) :=

∑
e∈E
Le1(t).

(57)
Due to the partial differential equation in system (S), for solutions with H2-
regularity we have

∂tt

(
δe+
δe−

)
= c ∂xt

(
−δe+
δe−

)
+∂t

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

) ( −1
1

)
.

For the time-derivative of Le1 we have

d

dt
Le1(t) = (De)2

∫ Le

0

∂tδ
e
+(t, x) ∂ttδ

e
+(t, x) + ∂tδ

e
−(t, x) ∂ttδ

e
−(t, x) dx.

With the partial differential equation for ∂tδ this yields

d

dt
Le1(t) = (De)2

∫ Le

0

∂tδ
e
+ [−c ∂txδe+ − ∂t

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
]

+∂tδ
e
− [c ∂txδ

e
− + ∂t

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
] dx

= (De)2

∫ Le

0

∂tδ
e
+ [−c ∂xtδe+] + ∂tδ

e
−(t, x) [c ∂txδ

e
−]

−
[
∂tδ

e
+ − ∂tδe−

]
∂t
(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
dx.
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This yields

d

dt
Le1(t) = c

(De)2

2

∫ Le

0

−∂x
(
∂tδ

e
+(t, x)

)2
+ ∂x

(
∂tδ

e
−(t, x)

)2
dx

−(De)2

∫ Le

0

∂t
(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

) [
∂tδ

e
+ − ∂tδe−

]
dx.

Note that we have

∂t
(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

) [
∂tδ

e
+ − ∂tδe−

]
= 2 νe

[
|δe+ − δe− + Se+ − Se−| ∂t(δe+ − δe− + Se+ − Se−)− |Se+ − Se−| ∂t(Se+ − Se−)

] [
∂tδ

e
+ − ∂tδe−

]
= 2 νe

{[
|δe+ − δe− + Se+ − Se−| − |Se+ − Se−|

]
∂t(S

e
+ − Se−)

+ |δe+ − δe− + Se+ − Se−| ∂t(δe+ − δe−)
} [
∂tδ

e
+ − ∂tδe−

]
.

Due to (27) and (33) this yields the lower bound[
∂t
(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

) [
∂tδ

e
+ − ∂tδe−

] ]
> 2 νe |δe+ − δe− + Se+ − Se−|

[
∂tδ

e
+ − ∂tδe−

]2
−2 νe

{
|δe+ − δe−| |∂t(Se+ − Se−)|

∣∣∂tδe+ − ∂tδe−∣∣}
> −νe

[
|δe+ − δe−|2 +

∣∣∂tδe+ − ∂tδe−∣∣2] |∂t(Se+ − Se−)|

> −νe B̃
[
|δe+ − δe−|2 +

∣∣∂tδe+ − ∂tδe−∣∣2] .
Integration yields

d

dt
Le1(t) = c

(De)2

2

[
−
(
∂tδ

e
+(t, x)

)2
+
(
∂tδ

e
−(t, x)

)2] |Lex=0

−(De)2

∫ Le

0

(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, Se−)

)
t

[
∂tδ

e
+ − ∂tδe−

]
dx

6 c
(De)2

2

[
−
(
∂tδ

e
+(t, Le)

)2
+
(
∂tδ

e
−(t, Le)

)2
+
(
∂tδ

e
+(t, 0)

)2 − (∂tδe−(t, 0)
)2]

+(De)2 νe
∫ Le

0

B̃
[
|δe+ − δe−|2 +

∣∣∂tδe+ − ∂tδe−∣∣2] dx
6 c

(De)2

2

[
−
(
∂tδ

e
+(t, Le)

)2
+
(
∂tδ

e
−(t, Le)

)2
+
(
∂tδ

e
+(t, 0)

)2 − (∂tδe−(t, 0)
)2]

+4 νeB̃ [Le0(t) + Le1(t)] .

The boundary conditions and the coupling conditions imply that at any node
v ∈ V we have∑

e∈E
(De)2(∂tδ

e
out(t, x

e(v)))2 = (µv)2
∑
e∈E

(De)2 (∂tδ
e
in(t, xe(v)))2
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Thus, we obtain the inequality

d

dt
L1(t) 6 −

∑
e∈E

c
(De)2

2

 ∑
v∈V0(e)

1− |µv|2

1 + |µv|2
((
∂tδ

e
+(t, xe(v))

)2
+
(
∂tδ

e
−(t, xe(v))

)2)
+4 νeB̃ [Le0(t) + Le1(t)] . (58)

Note that there is no second order derivative in (58) and it can be extended to
H1 solutions by a density argument. As in the H1-norm observability result,
we need to consider the sum LΣ := L0 + L1 and obtain

d

dt
LΣ(t)

6 −
∑
e∈E

c
(De)2

2

[ ∑
v∈V0(e)

1− |µv|2

1 + |µv|2

((
∂tδ

e
+(t, xe(v))

)2
+
(
∂tδ

e
−(t, xe(v))

)2
+
(
δe+(t, xe(v))

)2
+
(
δe−(t, xe(v))

)2)]
+ 4 νeB̃ [Le0(t) + Le1(t)] .

We integrate over [t− T0, t+ T0] and obtain

LΣ(t+ T0)− LΣ(t− T0)

6 −
∑
v∈V

1− |µv|2

1 + |µv|2
∑

e∈E0(v)

c
(De)2

2

∫ t+T0

t−T0

∣∣δe+(τ, xe(v))
∣∣2 +

∣∣δe−(τ, xe(v))
∣∣2

+
∣∣∂tδe+(τ, xe(v))

∣∣2 +
∣∣∂tδe−(τ, xe(v))

∣∣2 dτ
+4 max

e∈E
νe B̃

∫ t+T0

t−T0

LΣ(τ) dτ

6
−1

C1(M̃, B̃)

∑
v∈V

1− |µv|2

1 + |µv|2
∑

e∈E0(v)

c (Le0(t) + Le1(t)) + 4 max
e∈E

νe B̃

∫ t+T0

t−T0

LΣ(τ) dτ

We apply the observability inequalities (34) and obtain

LΣ(t+ T0)− LΣ(t− T0)

6 − c

C1(M̃, B̃)
υ0LΣ(t) + 4 max

e∈E
νe B̃

∫ t+T0

t−T0

LΣ(τ) dτ. (59)

Now we need to control the integral on the right hand side of (59). To this
end, we derive an estimate that shows that locally around t, the growth of LΣ

is limited. We have
d

dt
LΣ(t) 6 4 νeB̃ LΣ(t).

Consider t̄ ∈ (0, t). Then for all s ∈ [−t̄, t̄] we have LΣ(t+ s) 6 ∆(νt̄)LΣ(t− t̄)
with ∆(νt̄) = exp

(
8 maxe∈E ν

eB̃ t̄
)
. In particular, we have

LΣ(t) > exp

(
−8 max

e∈E
νeB̃ t̄

)
LΣ(t+ t̄) =

1

∆(νt̄)
LΣ(t+ t̄). (60)
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Hence the increase of LΣ is limited. Note that we did not show that LΣ is
decreasing.

Now we return to the question of exponential decay of LΣ. For this purpose
in order to be able to use the observability inequality we choose t̄ = T0 > 0.

We apply (60) in (59) and obtain

LΣ(t+ T0)− LΣ(t− T0) 6 − c

C1(M̃, B̃)
υ0

1

∆(ν T0)
LΣ(t+ T0)

+ 8T0 max
e∈E

νe B̃∆(νt̄)LΣ(t− T0).

Thus, we have

LΣ(t+ T0)

[
1 +

cυ0

∆(ν T0)C1(M̃, B̃)

]
6

[
1 + 8T0 max

e∈E
νe ∆(ν T0)

]
LΣ(t− T0).

(61)
If (43) holds, similarly as in Lemma 2 from [12], this implies that LΣ = L0 +L1

decays exponentially fast. Thus we have shown the exponential decay of the
time derivatives. Thus we have proved Theorem 4.

7. Numerical Experiments

In this section, we present numerical experiments to illustrate the theoretical
results. For the discretization of the convective terms, we have used a finite
difference upwind scheme in space and explicit Euler in time, while the temporal
discretization of the friction terms is implicit Euler. Therefore we can use the
maximal time step allowed by the CFL condition so that discontinuities in the
solution are not smoothed out by numerical diffusion.

In order to verify the exponential convergence predicted by Theorem 6, we
have plotted L0 (see (48)) over time for different values of the parameters µv

(see definition of the systems (S) and (R)). For continuous solutions, we have
also plotted L1 (see (57)).

For the numerical experiments, we have used a modified version of the
GasLib-40 network (see [https://gaslib.zib.de], [24]; we have removed the com-
pressors) that is shown in Figure 1. This network has 34 pipes with different
lengths between 3.068 km and 86.690 km and diameters between 0.4 m and 1 m.
Additionally, we have used the parameters θ = 0.0137 1

m , c = 340 m
s together

with the pressure law p(ρ) = c2ρ. In all computations the initial velocity is zero
and both systems (S) and (R) have the same boundary value ue(t), which is
piecewise linear in time and can be computed for all t > 0 from the pressure

p =


59.5 bar, t = 0 s

60.5 bar, t = 100 s

60 bar, t ≥ 200 s
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at all nodes and the (one-dimensional) mass flow

m =

{
41.788 kg/s, for nodes 0, 1 and 2 (‘sources’)

−4.323 kg/s, else.

The numerical results confirm that if |µv| < 1 at all nodes, the difference
δ between the system (S) and the observer system (R) decays to zero at least
exponentially.

Figure 1: Sketch of the network for the numerical experiments. The arrows show the direction
of the orientation of the pipes, which in general does not coincide with the direction of the
flow. In red we have marked the edges on which the initial pressure for the original system
and the observer system differ.

7.1. Discontinuous initial data and friction

The initial data for the first experiment is a piecewise constant function, i.e.,
the initial pressure on the pipes connecting nodes 12 and 16, 27 and 28, 22 and
27 (see Figure 1) is 60 bar + he on the half of the pipes adjacent to the node
with smaller index and 60 bar on the other half of the pipe. For the system (S)
we have used he = 2 bar for the edges connecting nodes 12 and 16, 27 and 28
and he = 1 bar for the edge between node 22 and 27, while for the observer
system (R) we have used he = 1.5 bar and he = 0.75 bar, respectively. For all
other pipes, the initial pressure is constant 60 bar for both systems.

We plot the result for L0 in Figure 2. As predicted, L0 decays exponentially
for all cases except for µv = 1 at all nodes, which is in accordance with the
theoretical results. As expected, we see the fastest convergence for µv = 0 at
all nodes. In addition, snapshots of the difference of the numerical solutions at
times t = 0 s, t ≈ 90 s and t ≈ 180 s for µv = 0 at all nodes are shown in Figure
3. The pictures show that the difference δ between the two systems decreases
over time.
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Figure 2: Discontinuous initial data and friction: Temporal evolution of L0 for different values
of µv . In all but one cases we have set the same value of µv for all nodes, while ‘mixed’ means
that µv = 0 at all nodes with even index and additionally at the nodes 1, 5, 7, 15, 17, 29 and
µv = 1 for the remaining nodes.

Figure 3: Discontinuous initial data and friction: Snapshots of solutions at times t = 0 s,
t ≈ 90 s and t ≈ 180 s for µv = 0 at all nodes. On all pipes, δ+ is a red continuous line, δ− is
a blue dashed line and the network is shown by black dotted lines.

7.2. Discontinuous initial data without friction

For this experiment we use the same initial data as in the previous section
but set the friction to zero (that is θ = 0). We plot the result for L0 in Figure
4. Again, L0 decays exponentially for |µv| < 1 at all nodes and for the ‘mixed’
case. It can be seen that, in the case µv = 0 at all nodes, L0 vanishes after about
257.5 s, which is approximately the time that a wave needs to travel through the
longest pipe (that connects nodes 27 and 28 and has a length of about 86.7 km).

For the case µv = 0 on half of the nodes and µv = 1 at the remaining nodes,
L0 vanishes after about 385 s. So in the case of a source term that is zero, the
observer and the original system can be synchronized in finite-time.

In addition, snapshots of the difference of the numerical solutions at times
t = 0 s, t ≈ 90 s and t ≈ 180 s for µv = 0 at all nodes are shown in Figure 5.
The pictures show that the discontinuities in the solution remain, since the
discretization of the convective terms produces no numerical diffusion.

7.3. Continuous initial data and friction

In this experiment the initial pressure is a continuous function, i.e., the initial
pressure on the pipes connecting nodes 12 and 16, 27 and 28, 22 and 27 (see
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Figure 4: Discontinuous initial data without friction: Temporal evolution of L0 for different
values of µv . In all but one case we have set the same value of µv for all nodes, while ‘mixed’
means that µv = 0 at all nodes with even index and additionally at the nodes 1, 5, 7, 15, 17,
29 and µv = 1 for the remaining nodes.

Figure 5: Discontinuous initial data without friction: Snapshots of solutions at times t = 0 s,
t ≈ 90 s and t ≈ 180 s for µv = 0 at all nodes. On all pipes, δ+ is a red continuous line, δ− is
a blue dashed line and the network is shown by black dotted lines.

Figure 1) is p(x) =
(
60 + he sin(fe πxL )

)
bar. For the system (S) we have used

he = 2 and fe = 2 for the edges connecting nodes 12 and 16, 27 and 28 and
he = 1, fe = 4 for the edge between node 22 and 27, while for the observer
system (R) we have used he = 1.5, fe = 2 and he = 0.75, fe = 4, respectively.
For all other pipes, the initial pressure is constant 60 bar for both systems.

We plot the results for L0 and L1 in Figure 6. As in the experiment with
discontinuous initial data, L0 converges exponentially to zero for |µv| < 1 at
all nodes and for the ’mixed’ case. Here we show additionally the value of L1,
which also converges exponentially except in the case µv = 1 at all nodes.

The snapshots of the difference of the numerical solutions at times t = 0 s,
t ≈ 90 s and t ≈ 180 s for µv = 0 at all nodes, displayed in Figure 7, show that
the difference already reduces significantly in the first 180 s.

7.4. Continuous initial data without friction

Now we consider the case without friction, while we use the same initial data
as in the previous experiment. We plot the results for L0 and L1 in Figure 8.
Similar to the experiment for discontinuous initial data without friction, L0 and
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Figure 6: Continuous initial data and friction: Temporal evolution of L0 (left) and L1 (right)
for different values of µv . In all but one case we have set the same value of µv for all nodes,
while ‘mixed’ means that µv = 0 at all nodes with even index and additionally at the nodes
1, 5, 7, 15, 17, 29 and µv = 1 for the remaining nodes.

Figure 7: Continuous initial data and friction: Snapshots of solutions at times t = 0 s, t ≈ 90 s
and t ≈ 180 s for µv = 0 at all nodes. On all pipes, δ+ is a red continuous line, δ− is a blue
dashed line and the network is shown by black dotted lines.

L1 vanish after about 257.5 s for µv = 0 at all nodes and after about 512.5 s for
the ‘mixed’ case.

The snapshots of the difference of the numerical solutions at times t = 0 s,
t ≈ 90 s and t ≈ 180 s for µv = 0 at all nodes in Figure 9 show that the difference
is zero on large parts of the network after 180 s.

8. Conclusion

In this paper, we have analyzed the performance of an observer system for the
gas flow through a pipeline network that is governed by a semilinear model. As
input data for the observer system, measurement data that is obtained at certain
points in space in the network is used. We have shown that under suitable
regularity conditions for the solution the observation error decays exponentially.
The theoretical findings are illustrated by numerical experiments.
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Figure 8: Continuous initial data without friction: Temporal evolution of L0 (left) and L1
(right) for different values of µv . In all but one case we have set the same value of µv for all
nodes, while ‘mixed’ means that µv = 0 at all nodes with even index and additionally at the
nodes 1, 5, 7, 15, 17, 29 and µv = 1 for the remaining nodes.

Figure 9: Continuous initial data without friction: Snapshots of solutions at times t = 0 s,
t ≈ 90 s and t ≈ 180 s for µv = 0 at all nodes. On all pipes, δ+ is a red continuous line, δ− is
a blue dashed line and the network is shown by black dotted lines.

References

[1] A.-C. Boulanger, P. Moireau, B. Perthame, and J. Sainte-Marie. Data as-
similation for hyperbolic conservation laws: a Luenberger observer approach
based on a kinetic description . Commun. Math. Sci., 13(3):587–622, 2015.
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