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Quantum gas microscopy of Kardar-Parisi-Zhang superdiffusion
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The Kardar-Parisi-Zhang (KPZ) universality class describes the coarse-grained behavior of a
wealth of classical stochastic models. Surprisingly, it was recently conjectured to also describe
spin transport in the one-dimensional quantum Heisenberg model. We test this conjecture by
experimentally probing transport in a cold-atom quantum simulator via the relaxation of domain
walls in spin chains of up to 50 spins. We find that domain-wall relaxation is indeed governed by the
KPZ dynamical exponent z = 3/2, and that the occurrence of KPZ scaling requires both integrability
and a non-abelian SU(2) symmetry. Finally, we leverage the single-spin-sensitive detection enabled
by the quantum-gas microscope to measure a novel observable based on spin-transport statistics,

which yields a clear signature of the non-linearity that is a hallmark of KPZ universality.

Hydrodynamics captures the evolution of a system
from local to global equilibrium [I, 2]. In many-particle
systems, the conventional lore is that—upon coarse-
graining—such hydrodynamics naturally emerges from
the microscopic equations of motion of both classical
and quantum systems [BH7]. A celebrated example of
the emergence of hydrodynamics is the so-called Kardar-
Parisi-Zhang (KPZ) equation, which governs a wealth
of disparate phenomena ranging from interface growth
to the shapes of polymers and the propagation of shock
waves [SHIO]. A single equation can describe so many
distinct physical systems because of the notion of wuni-
versality [I1]. The canonical examples of KPZ hydro-
dynamics are classical systems subject to disorder and
noise, or alternatively, interacting Galilean fluids [12].

A tremendous amount of recent excitement has cen-
tered upon the prediction that KPZ hydrodynamics
should emerge in an entirely distinct setting—a one-
dimensional spin-1/2 quantum Heisenberg chain [I3HI9].
The appearance of KPZ hydrodynamics in this context
is particularly surprising, since quantum magnets are
neither subject to extrinsic noise nor Galilean invari-
ant. Indeed, conventional hydrodynamics would predict
that spin transport in such a system is diffusive; how-
ever, the Heisenberg model is integrable, and has sta-
ble, ballistically propagating quasiparticles [6, [20H22].
The subtle interplay between this integrability and the
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model’s SU(2) symmetry leads to anomalous superdif-
fusive spin transport [19 23H27]. To date, a full the-
ory of KPZ hydrodynamics in the Heisenberg model re-
mains elusive [28] 29] and experimentally characterizing
the nature of the anomalous spin transport is a subject
of widespread effort [30H33].

In this work, we explore the superdiffusive dynamics
of the ferromagnetic Heisenberg model using a quantum-
gas microscope with single-site resolution and single-spin-
sensitive detection in spin chains of up to 50 spins. Our
main results are threefold. First, we observe superdiffu-
sive spin transport with the dynamical exponent z = 3/2,
consistent with KPZ hydrodynamics. Second, we demon-
strate that both integrability and a non-abelian sym-
metry are essential for observing superdiffusion: Break-
ing integrability by tuning dimensionality restores diffu-
sion, while breaking the symmetry by preparing an initial
state with net magnetization leads to ballistic transport
(Fig. ) Finally, leveraging the ability of our exper-
imental setup to detect spin-resolved snapshots of the
entire sample, we map the shot-to-shot dynamical fluc-
tuations (i.e., the “full counting statistics”) of the mag-
netization. These fluctuations carry clear signatures of
the intrinsic non-linearity associated with KPZ hydro-
dynamics [34], and distinguish it from other potential
mechanisms for superdiffusion such as Lévy flights [29].

Experimental system

In our experiment, we probed the transport dynamics
of bosonic 8"Rb atoms trapped in an optical lattice; the
atoms occupy the two hyperfine ground states |1) = |F =
1,mp = —1) and [{) = |F = 2,mp = —2) and their
dynamics are captured by a two-species Bose-Hubbard
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FIG. 1. Hydrodynamic transport in Heisenberg chains and schematic of the experimental system. (A) Dy-
namical exponents for finite-temperature Heisenberg chains. Whereas integrable systems typically display ballistic transport
(magnetized chains, § > 0), non-integrable systems are generically diffusive (2D Heisenberg model, J; > 0). For unmagnetized
Heisenberg chains, transport is expected to fall into the KPZ universality class with a superdiffusive exponent z = 3/2. (Inset)
By measuring polarization transfer P(t) across a domain wall, we directly observe these transport regimes: superdiffusion in the
unmagnetized case (green), ballistic transport at finite net magnetization (blue), and diffusion in 2D (orange). Exponents are
extracted by fitting P(t) t'/#; for the ballistic case we additionally fit a vertical intercept to account for transient initial-time
dynamics. Error bars denote the standard deviation (s.d.) of the fit. (B) In each experimental run, we measure the spin states
of a Heisenberg chain (top) by removing one spin species (center) and imaging the atomic site occupation (bottom). (C) The
Heisenberg chains are realized in a 2D atomic Mott insulator (analysis region depicted) with controllable inter-chain coupling.
Our setup allows us to prepare domain walls with high purity n (left, center column) and low purity n (right). We measure the

time evolution of both |1) (top) and |}) (center, bottom row) atoms to extract the polarization transfer.

model with on-site interaction U and tunnel coupling £.
At unit filling and in the limit of strong interactions,
the direct tunneling between lattice sites is suppressed
and spin dynamics occur via second-order spin-exchange.
The system can be mapped to the spin-1/2 XXZ model
for 1) and ||) [35, B6], and, in one dimension (1D), is
described by the Hamiltonian

H=-7) (stﬁrl + 575711 + ASF f+1) SNCY
i

where A quantifies the interaction anisotropy and J =
412 /U characterizes the spin-exchange coupling. In our
system, the atomic scattering properties yield A = 1 and
the system maps to the isotropic ferromagnetic Heisen-
berg model [37].

We began our experiment by loading a spin-polarized
2D degenerate gas of approximately 2000 atoms into a
square optical lattice with a spacing of a = 532nm. We
realized a homogeneous box potential over 50 x 22 sites
by additionally projecting light at a wavelength of 670 nm
with a digital micromirror device (DMD), preparing a
Mott insulator with a filling of ny = 0.93(1) in this box
(see details in [37]). Local spin control was realized using
light at a wavelength of 787 nm on the DMD [3§] to apply
a site-resolved differential light shift between |1) and [{);
subsequent microwave driving allows for local flips of the
spatially addressed spins.

Such quantum control enabled us to prepare spin do-
main walls [14] [15] [39] 40] by spatially addressing half the
system. Subsequently, we prepared high-entropy states

by globally rotating the spins away from the SZ*-axis
using a resonant microwave pulse and then locally de-
phasing them by projecting a site-to-site random spin-
dependent potential, which we modified from shot to
shot [37] (Fig. [[[C). More precisely, our experiments fo-
cused on tracking spin dynamics starting from a class of
initial states comprising a spin domain wall with mag-
netization difference 27 in the middle of the spin chain:
i.e., one half of the system has magnetization n and the
other half of the system has magnetization —7. In the
infinite-temperature limit, n — 0, the relaxation of such
states yields linear response transport coeflicients, as the
derivative of the spin profile is precisely the dynamical
spin structure factor [I4] [15].

In order to probe 1D spin dynamics in our system,
we rapidly quenched the lattice depth along 1D tubes
comprising 50 sites, which suddenly increased the spin-
exchange coupling from zero to J/h = 64(1)s™'. After
tracking the spin dynamics for up to ~ 45 spin-exchange
times 7 = hi/J, we removed one spin component and mea-
sured the remaining occupation via fluorescence imaging

(Fig. [IB).

Superdiffusive spin transport

To explore the nature of anomalous spin transport in
the 1D Heisenberg model, we initialize the spins in a
high-entropy domain-wall state with n = 0.22. We char-
acterize the subsequent spin transport by measuring the
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FIG. 2. Superdiffusive spin transport in a high-temperature Heisenberg chain. (A) The polarization transfer for a
domain-wall initial state with a contrast of 7 = 0.22 grows as a power law (P(t) o t'/*) with a fitted exponent z = 1.54(7)
(solid line), indicating superdiffusive transport. The experimental data agrees well with numerical Heisenberg-model simulations
(dashed line). The insets show the averaged spin profiles 257 (t) at times t/7 = 0, 10,26, which are compared to simulations
(dashed lines). (B) Polarization transfer in a double-logarithmic plot. The solid lines are power-law fits with fixed exponents,
where a distinction between z = 3/2 (green) and both z = 2 (brown) and z = 1 (blue) is visible. (C) When rescaling time by
the inverse dynamical exponent, the spatial spin profiles at times ¢/7 = 5 to 35 (light to dark green) collapse to a characteristic
shape consistent with the integrated KPZ function. Error bars denote the standard error of the mean (s.e.m).

polarization transfer, P(t), defined as the total number of
spins which have crossed the domain wall by time ¢ [37].
The emergence of hydrodynamics is characterized by the
power-law scaling of P(t) ~ t'/%, and immediately en-
ables us to extract the underlying dynamical exponent
z. As depicted in Fig. [2JA, the data exhibit a superdiffu-
sive exponent, z = 1.54(7), consistent with KPZ scaling.
By comparison, neither a diffusive (z = 2) nor ballistic
(z = 1) exponent accurately capture the observed dy-
namics (Fig. 2B).

To further explore the superdiffusive dynamics, we in-
vestigate the spatially resolved spin profiles. Our exper-
imental observations are in quantitative agreement with
simulations based upon novel tensor-network numerical
techniques [37, 41l 42] and conform to KPZ dynamics
(Fig. ) Crucially, when appropriately rescaled by the
dynamical exponent, all of the observed spatio-temporal
profiles collapse onto a scaling form consistent with the
KPZ scaling function (Fig. 2[C).

Somewhat surprisingly, we also observe a superdiffu-
sive exponent of z = 1.45(4) [37] upon changing the
initial state to a near-pure domain wall with n = 0.95.
While this contrasts with the analytical expectations for
a pure initial state (n = 1), which has been shown to
exhibit logarithmically corrected diffusion at asymptoti-
cally late timescales [29] 40} 42} 43], it is consistent with
finite-time numerics, which find a robust superdiffusive
exponent for a large range of 1 values [37].

Breaking integrability and SU(2) symmetry

To probe the microscopic origin of the emergent su-
perdiffusive transport, it is instructive to consider the

transport dynamics on top of a small net magnetization
background [I6HI8| [44]. In our experiments, this corre-
sponds to preparing domain walls with a finite overall
magnetization 4, i.e. one half of the system has a magne-
tization 46 and the other half —n+4. Stable quasiparti-
cles then render spin transport ballistic (Fig. ), leading
to a characteristic polarization-transfer rate which scales
linearly with net magnetization ¢ [I8]. Even when 6 =0
on average, random local fluctuations of the magnetiza-
tion will be present; thus, the net magnetization in a
typical region of size £ will scale as 1/v/¢. Therefore, the
average spin transport rate across a region of size ¢ also
scales as 1/ V¢, implying that the transport time across
the region scales as £/(1/V/f) ~ 3/2 precisely yielding
the KPZ exponent z = 3/2 (see details in [37]).

This intuitive analysis suggests two key requirements
for superdiffusive transport: (i) integrability ensures the
presence of stable quasiparticles that move ballistically,
and (ii) the presence of a non-abelian SU(2) symmetry
makes the characteristic velocity of the ballistic contri-
bution to spin transport vanish. By tuning the dimen-
sionality or the net magnetization of the initial state, we
remove each of these ingredients individually and study
the resulting spin dynamics.

To break integrability, we turn on a finite inter-chain
coupling J, by lowering the lattice depth orthogonal to
the 1D spin chains, which effectively causes the system
to become 2D [45] 46]. We measure the dependence
of the polarization transfer on the inter-chain coupling,
starting from an unmagnetized domain wall (n = 0.9,
§ = 0). As shown in Fig. [3] the extracted dynamical
exponents exhibit a clear flow from superdiffusive trans-
port when J;, = 0 to diffusive transport, z = 2.08(4),
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FIG. 3. Evolution towards diffusive transport under
a breakdown of integrability. Fitted power-law expo-
nent z for the spin polarization transfer at different coupling
strengths between individual 1D chains with initial domain
walls with n ~ 0.9. Starting from superdiffusive transport in
the purely 1D case, z = 1.45(5), increased inter-chain cou-
pling breaks the integrability of the system and leads to a
crossover towards diffusive transport, reaching z = 2.08(4) in
the 2D case, as generically expected for non-integrable sys-
tems. The inset depicts the normalized polarization transfer
P(t)/n for J./J =0,0.4 and 1 (green to orange). Error bars
denote s.d. of the fit.

when J; = J. Interestingly, for J, /J < 0.1 integrabil-
ity is strictly broken but the transport dynamics remain
consistent with superdiffusion within experimentally ac-
cessible timescales. This observation bolsters recent the-
oretical expectations, which suggest that superdiffusion
can be particularly robust to perturbations that do not
break the non-abelian symmetry [47].

Next, let us explore the effect of breaking the un-
derlying SU(2) symmetry using initial states with finite
net magnetization § [37]. Working with an imbalanced
domain-wall initial state (n = 0.12, § = 0.80), we ob-
serve two main differences compared to the unmagnetized
(6 = 0) case (Fig. [4A). First, the polarization profile ex-
hibits a fast ballistic component that follows the light
cone of the dynamics (j = t/7, dashed line in Fig. )
This contribution arises from the fastest quasiparticles
which now transport spin above the magnetized back-
ground [48]. Second, within this light cone, polarization
also spreads substantially faster compared to the unmag-
netized case; this comprises the bulk of the spin transport
and is mediated by slower-moving, net-magnetization-
carrying quasiparticles.

At early times, the polarization-transfer dynamics ex-
hibit a superdiffusive power law, before crossing over to
linear ballistic transport at later times [37]. In particular,
by fitting a power law to the late-time data, t/7 > 16,
we extract a dynamical exponent z = 0.9(3), consis-
tent with ballistic spin transport (Fig. [dB). While our
results agree qualitatively with numerical simulations of
the Heisenberg model, the magnitude of the measured
polarization transfer is smaller; this can be understood
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FIG. 4. Ballistic spin dynamics under broken SU(2)
symmetry. (A) Averaged experimental (top) and numerical
(bottom) spin profiles S5 (t), from which the initial profile S;’O
is subtracted. (Left) Unmagnetized low-purity domain wall,
6 =0,n=0.22 (from Fig. . Spin transport results from the
increase of the spin profile width, which scales with the su-
perdiffusive dynamical exponent. The numerical simulation is
performed for an ideal Heisenberg chain at § = 0,7 = 0.1. The
black lines indicate the position where the spin profile crosses
25%(t) = 0.47n and follows the z = 3/2 scaling. (Right) Mag-
netized domain wall, § = 0.80,7 = 0.12. At the outer edge the
contribution of magnons is visible, transporting spin with the
independently measured speed of the light cone (dashed line).
The majority of the spin is carried by quasiparticles within the
light cone, leading to the width of the profile growing faster
than in the unmagnetized case (solid line). The numerical
simulation at § = 0.8, = 0.2 shows a qualitatively similar
behavior. At ¢/7 = 25 the magnons reach the system edge
and are reflected. (B) To extract the ballistic polarization-
transfer velocity, we linearly fit the normalized polarization
transfer after a crossover time, t/7 > 16 (left). We observe
a growth of the transfer velocity when increasing the initial
domain-wall magnetization § (right, light to dark blue). Error
bars denote s.d. of the fit.

as resulting from the presence of hole defects in the initial
state [37, [49]. In addition to verifying the ballistic na-
ture of the spin dynamics, we can also directly extract the
velocity of the underlying quasiparticles; by controlling
the overall magnetization of the initial state, we observe
the expected increase of the velocity with ¢ (Fig. [4B), an
essential cornerstone for understanding the presence of
KPZ superdiffusion in spin chains [I§].
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FIG. 5. Distribution function of polarization transfer. (A) The probability distribution asymmetry of the polarization
transfer expected for KPZ transport is quantified by the skewness. We compare the pure domain-wall dynamics in the 1D
case (green) with the non-integrable 2D case at Ji/J = 0.25 (orange). Whereas the 2D case becomes symmetric at late
times, the 1D distribution remains asymmetric with a skewness of 0.33(8). Gray lines indicate the skewness of the GOE and
Gaussian-unitary-ensemble (GUE) TW distributions [37], [50]. Colored lines serve as guides to the eye. (Insets) Probability
distributions of the polarization transfer in a logarithmic scale. The vertical line marks the mean of the distribution. (B) The
mean (circles) of the polarization transfer is consistent with the data shown in Fig. [3| and scales with the power-law (solid
lines) exponent 1/z = 0.67(1) in 1D; 1/z = 0.60(2) in 2D. The standard deviation (triangles) features another characteristic
transport exponent (the growth exponent [51]) which agrees with the extracted power-law (dashed lines) exponent, 8 = 0.31(1)

in 1D; 8 = 0.24(1) in 2D. Error bars denote the s.d. obtained from a bootstrap analysis.

Observing KPZ hydrodynamics

Our previous observations have focused on character-
izing superdiffusive spin transport; however, from the
perspective of observing KPZ universality, this is insuffi-
cient, as multiple different classes of hydrodynamics can
exhibit the same dynamical exponent of z = 3/2. To dis-
tinguish these classes, we go beyond measurements of the
average polarization transfer and analyze the full distri-
bution function of the polarization transfer across snap-
shots. This distribution function can distinguish KPZ
from potential alternatives such as Lévy flights: for all
linear processes (such as Lévy flights or time-rescaled dif-
fusion) the fluctuations of P(t) at late times are neces-
sarily symmetric about the mean; for KPZ, the limiting
distribution of P(t) is the Tracy-Widom distribution [37],
which is strongly asymmetric [10] (0].

Measuring the statistics of the polarization-transfer
distribution therefore gives us a direct experimental ob-
servable to discern the underlying hydrodynamical trans-
port equations; this analysis fundamentally relies on the
single-shot nature and the single-spin sensitivity of our
quantum-gas microscope. As we measure the occupation
of a single spin species per snapshot, we approximate
the polarization-transfer statistics by the statistics for
the single-species atom-number transfer, N;(U ~ P/2,
where N; is the number of |1) atoms on the side of the
domain wall initialized with the opposite spin |]). We
quantify the asymmetry of the distribution by its skew-

ness (ji3(t) — 113(0))/(ua(t) — p2(0))%/2 [371, where gy de-
notes the k-th central moment of the distribution.

To begin, we characterize the skewness of the polar-
ization transfer starting from a high-purity domain wall
(n =0.89, 6 = 0) for a 2D geometry with an inter-chain
coupling strength J, /J = 0.25. As a function of time,
the skewness of the polarization transfer distribution de-
cays toward zero (Fig. [5)), exhibiting a clear trend to a
fully symmetric distribution, consistent with linear diffu-
sive processes expected for the non-integrable 2D Heisen-
berg model.

If the 1D Heisenberg model is actually governed by
non-linear KPZ hydrodynamics, one expects a markedly
distinct behavior for the skewness as a function of time.
In particular, the non-linearity of the KPZ equation
would lead to a finite skewness, which is constant over
time. We indeed observe that the skewness saturates
to a finite value of 0.33(8) when starting from an ini-
tial state with 7 = 0.91 and 6 = 0 (Fig. . In agree-
ment with numerical simulations, this value is consistent
with the skewness of the Gaussian-orthogonal-ensemble
(GOE) Tracy-Widom (TW) distribution, 0.294 [50], and
contrasts with the generic t~1/% power-law decay of the
skewness expected for all linear transport equations with
z = 3/2 [37]. Directly ruling out linear transport pro-
cesses, our experiment thus provides a strong indication
that transport in the 1D quantum Heisenberg chain is
indeed governed by KPZ hydrodynamics.

Discussion and Conclusion

Our results support the theoretical conjecture that spin
transport in the 1D Heisenberg model belongs to the KPZ



universality class, with a superdiffusive transport expo-
nent z = 3/2. We have experimentally demonstrated
that both integrability and a non-abelian symmetry are
essential for stabilizing superdiffusive transport. More-
over, we exploit the single-spin sensitivity of our setup
to extract the full distribution function of the polariza-
tion transfer. This distribution function exhibits a large
skewness that does not decay in time, demonstrating for
the first time, that spin transport in this system belongs
to a strongly coupled, non-linear dynamical universality
class.

Our work builds and expands upon recent experi-
mental explorations of Heisenberg-model spin dynamics.
These experiments include neutron scattering studies of
the quantum material KCuF3 [33], as well as experiments
probing the relaxation of spin-spiral initial states in ultra-
cold gases [30H32]. In the 1D Heisenberg model, the re-
laxation of such spin-spiral states is non-generic because
they are approximate eigenstates in the long-wavelength
limit [29]. Empirically, spin spirals relax with a diffusive
exponent z = 2. By considering a more generic family of
domain-wall initial states, we are able to directly probe
(and controllably move away from) the high-temperature
linear-response limit where KPZ transport is conjectured
to occur.

Our results open the door to a number of intriguing
directions. First, the discrepancy between the relaxation
of domain walls and spin spirals (away from linear re-
sponse) indicates that relaxation in integrable systems is
generally strongly state dependent; we lack a theory of
this non-linear regime. Second, the robustness of our re-
sults along the crossover from the Heisenberg to the (non-
integrable) Bose-Hubbard regime remains to be fully un-

derstood [47]. In this context, a comparison between the
non-integrable Bose-Hubbard model and the integrable
Fermi-Hubbard model [49] could be of particular inter-
est. Finally, the observable we introduced to capture
fluctuation effects—namely, the statistics of single shots
of the polarization transfer—promises to be a powerful
diagnostic tool for new phases of interacting quantum
systems. Fortuitously, a theory of this quantity already
exists for the KPZ universality class; developing a more
general theory of such transport fluctuations is an impor-
tant task for future theoretical work.

Note added: During the completion of this manuscript,
we became aware of related work observing superdiffusive
transport in a long-range interacting ion chain [52].
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SUPPLEMENTARY INFORMATION
I. EXPERIMENTAL DETAILS

In this section, we describe our experimental methods
(including the sequences for Mott-insulator and initial
spin-state preparation). We detail and discuss the data
analysis, and show calibration measurements.

A. Mott-insulator preparation

We started the preparation of our quantum gas
for spin dynamics with a two-dimensional (2D) Bose-
Einstein condensate of 8"Rb atoms in the state |1) =
|F =1,mp = —1), trapped in a single anti-node of a
small vertical lattice beam (waist 70 pm, lattice constant
a = 532nm) (Fig. . We then ramped up a box po-
tential (denoted “box #1” in Fig. formed by tem-
porally incoherent light at 670 nm shaped with a digital
micromirror device (DMD) and a large vertical lattice
beam with lower transverse confinement (waist 300 pm),
which was kept constant at a depth of 15 E,. throughout
the preparation sequence. Here, E, = h?/8ma? denotes
the recoil energy scale characteristic for the lattice. We
avoided spin-dependent potentials by linearly polarizing
the light at 670 nm.

To fill the box, the depth of the small lattice beam
was adiabatically decreased within 500 ms to 2 E,.. Af-
terwards, the small lattice was turned off in 100 ms while
simultaneously ramping up both horizontal lattice beams
to 10 E;, close to the phase transition to a unity-filling
Mott insulator. At this point, the repulsive on-site inter-
action energy reached 500 Hz. The box-potential walls
transverse to the lattice along which we probed spin dy-
namics had a barrier height of ~ 300 Hz and a thick-
ness of 7 sites, over which the potential tapered down
to ~ 100Hz. This repulsion sufficed for surplus atoms
to leave the system center over the lower transversal po-
tential walls, leaving behind a unity-filling Mott insula-
tor within the box potential. The atomic distribution
was then frozen by ramping up the horizontal lattices to
40 E,., creating arrays of 50 x 22 sites with a filling of
ng = 0.93(1). In the region of interest of 48 x 14 sites
used in the analysis, the average density inhomogeneity
was below 2 %.

We manipulated the spins using light at the tune-out
wavelength (o~ polarized at 787.55 nm), controlled spa-
tially with the same DMD used to create the box po-
tential [38, [63]. For local spin flips between |1) and
) = |F =2,mp=—2), we applied differential light
shifts of 40(5)kHz and inverted the unaddressed spins
by MW transfer. We detected the density distribution
of atoms in the spin-up state with single-atom sensitiv-
ity and single-site resolution by resonantly pushing spin-
down atoms out before taking a fluorescence image [54].
Similarly, we detected spin-down atoms by inverting the
spins with a microwave (MW) sweep before the push-out.

B. Domain-wall preparation and spin dynamics

The initial spin domain wall was prepared at a lat-
tice depth of 90 E, in all three directions (Fig. [S2). For
the measurements in 2D, we optically removed all atoms
outside of the box potential before beginning the dynam-
ics. In the measurements without net magnetization, we
addressed one half of the system and transferred the re-
maining atoms. While the probability for preparing the
right spin state exceeded 0.99 in the bulk of each domain,
the probability decreased to about 0.8 on the sites next
to the domain wall. This is explained by the relative
positional drifts of the lattice and the diffraction-limited
softening of the DMD-projected pattern. To prepare do-
main walls with tunable purities, we subsequently applied
a global MW pulse to rotate the spins by a controlled
angle. We then projected a random differential potential
varying from shot to shot and from site to site to induce
spatially uncorrelated dephasing. For the measurements
with a non-vanishing net magnetization, we use a MW
pulse instead of an adiabatic sweep while projecting the
differential domain-wall potential to create the state with
the desired magnetization.

We initiated spin dynamics by decreasing the depth of
the longitudinal horizontal lattice within 2 ms with an s-
shape ramp from 14 E,. to 10.0(1) E,., which was typically
used for spin dynamics. The dynamics took place within
a box potential with high walls (denoted “box #2” in
Fig. in both dimensions, at a vertical lattice depth of
15 F. and in a homogeneous magnetic field; for the mea-
surements in the 1D cases, the transverse horizontal lat-
tice was kept at 40 F.. For detection, the dynamics were
frozen by increasing the horizontal lattice depth to 14 E,.
within 4 ms. Subsequently, we measured the parity of the
site-resolved occupation via fluorescence imaging [54]. To
ensure that heating was sufficiently small, we performed
a reference measurement of the atomic density without
spin resolution. As losses are negligible on the dynamics
timescales, a (parity-projected) reduction in density can
be identified with the excitation of doublon and holes. In
the 1D case the measured average density drops by up to
1.5%. In the 2D case it drops by 4 %, where 2% can be
attributed to atoms tunnelling out of the box potential.

C. Data analysis

From an ensemble of snapshots of the spin distribution,

we obtain the average spin densities ng(i) (t) and calculate

the spin profiles as 257(t) = nj(t) - nli(t) Both domain-
wall contrast 77 and magnetization § are extracted by fit-
ting a step function to the ¢ = 0 profile. We obtain the
polarization transfer by integrating the deviation of the
spin profiles at time ¢ from the initial profile on either
side of the domain wall (L, R),

PLr(t)=2 Y (Si(t) - S;(0)), (S1)

i€EDWL R
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FIG. S1. Schematic of the experimental sequence. (A) Overview over the stages of a single sequence. (B) The Mott
insulators are prepared in a box potential. “L142”, “small L3” and “large L3” denote the horizontal, small vertical and
large vertical lattice depths in units of E,. “DMD” denotes the DMD potential depth (blue: blue-detuned spin-independent
potential), normalized to the power required to form the box potential together with the large L3. “Box #1” denotes projecting
the box potential with finite transversal potential barrier. (C) The bath atoms are only removed in the 2D measurements.
“MW?” denotes the microwave power (not to scale). The red DMD lines indicate the spin-dependent potential. (D, E) Domain-
wall preparation sequence for the unmagnetized and magnetized measurements, respectively (see also Fig. [S2)). (F) For the
spin dynamics initialization quench, the lattice in the 1D systems direction (L1) is ramped down to 14 E,, then a 2ms s-shape
ramp quenches the system to the target lattice depth (typ. 10 E;). “Box #2” denotes projecting the box potential with high
potential barriers. After holding this configuration for the evolution time, the dynamics is frozen with a 4 ms s-shape ramp to
14 E,.. Depending on the spin state to be detected, an additional global MW transfer flips the spins, followed by a resonant
push-out on the spin-down atoms.
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FIG. S2. Domain-wall preparation sequence. Initial domain-wall preparation starts in the ||) polarized state in a deep
lattice. The values in the light gray boxes denote the targeted average spin 257 on the left and the right side of the domain wall,
respectively. Dark-coloured boxes indicate operations performed on the atoms on each domain wall side. (A) Unmagnetized
domain-wall preparation. A fully polarized domain wall is created using the tune-out DMD laser to shift the spin-flip transition.
An adiabatic MW sweep transfers the spins on the unaddressed side. Then a global MW pulse reduces the S* domain wall
contrast and a spatially random tune-out DMD potential locally dephases all spins. (B) (Fully) magnetized domain wall
preparation. Since one domain wall side is kept polarized, the contrast reducing MW pulse is only applied to one side. As
before, the dephasing potential is applied subsequently.

and averaging over the two sides, P(t) = (Pr(t) — for the high-purity polarization-transfer measurements

Pr(t))/2 (with the appropriate sign). To extract the
dynamical exponent, we fit the result to a power law,
P(t) oc t'/>.

For the low-purity (1D) measurements (Figs. ,
we average over about 1000 1D shots per point in time;

(Figs. over about 200 (1D and 2D); for the distri-
bution analysis (Fig. |5)) over about 3000 (1D) and 2000
(2D).

Here we summarize analysis details to the figures in
the main text:
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FIG. S3. Dynamical exponent extraction for the magnetized case. (A) Polarization transfer for magnetized mea-
surement with domain-wall contrast 7 = 0.12 and net magnetization 6 = 0.80. The lines indicate power-law fits with vertical
intercept, P(t) = At'/* + C. The fits are performed over the range tmin t0 tmax = 457, where tmin is color-coded. (B) Fitted
exponent z and (C) fitted vertical intercept C, where we enforced C' > 0 to prevent unphysical negative C. In each case, the
dashed lines serve as a guide to the eye, revealing a crossover time located around ¢/7 ~ 14; for the exponents quoted in the
main text, we chose a fitting time range starting at ¢min > 167. Error bars denote s.d. of the fit.
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FIG. S4. Unsubtracted statistics of transferred atoms.
Skewness calculated from central moments without initial-
state moments subtraction, in comparison to the subtracted
skewness shown in Fig. . The striking difference of the
skewnesses between the 1D (green) and 2D case (orange, inter-
chain coupling J, /J = 0.25) is also visible for unsubtracted
central moments. The overall higher skewness results from
imperfect initial states comprising nonzero polarization trans-
fer at t = 0. Heuristic power-law fits (lines) yield exponents
of —0.16(9) in 1D and —0.6(1) in 2D.

e Fig. For the exponent extraction (Fig. [l]A in-
set) in the superdiffusive and diffusive cases we
fit a simple power law to the polarization trans-
fer curves; see also the descriptions of Fig. 2] and
respectively. In the magnetized case, there is a
theoretically expected crossover from initially su-
perdiffusive to late-time ballistic transport [I8]. To
account for this and to find a suitable time range
for fitting, we fit the power law with vertical inter-
cept and vary the fitted initial time t,,;,, (Fig. [S3).
There is a clear qualitative change in behavior at
tmin/T ~ 14, which suggests a fitting time window
starting at tmin/7 > 16.

e Fig. [2} For the collapse of the rescaled spin profiles
(Fig. [2C), we performed 3-site binning to reduce
noise.

e Fig.[3} For the 2D measurements, we observed that
the global density drops faster over time than in the
1D case (see sec. , which could systematically
alter the extracted dynamical exponent. To test
the impact of this effect, we extract the transport
exponents on spin profiles normalized to the aver-
age total density, n?(t) — n?(t)/(n](t) + n¥(t));.
Using this approach, we obtain a modified expo-
nent z = 2.04(5) (instead of 2.08(4)) for the most
affected fully 2D case (J,. = J), which is on the
order of our experimental precision. For 1D data
the differences are negligible.

e Fig. [4f For the spin profiles shown in the color

plot (Fig. ), we show the difference between the
time-evolved spin profile and the step-function fit
of the initial profile, S?(t) — Sf’o. The fit is used
instead of the experimental initial profile S7(t = 0)
to suppress the impact of noise at ¢ = 0. Note that
this treatment is not necessary for the polarization
transfer because the involved integration intrinsi-
cally suppresses noise.
When determining the normalized ballistic polar-
ization transfer velocity as a function of net mag-
netization § (Fig. [B), we assume that transport
is ballistic after tmi,/7 = 16, see description for
Fig.[[] We fit a linear function with vertical inter-
cept and use the slope as transport velocity.

e Fig. When analyzing the polarization transfer

statistics, we cannot detect both spin components
in a single shot and have to resort to single-species
statistics. In each shot (and for each spin species),

we instead analyze the transferred atoms N}m, i.e.
the number of atoms on the side of the domain wall
that was initialized with the opposite spin. Assum-
ing that the hole defect fluctuations are small and
uniform, this quantity is proportional to the polar-
ization transfer and features the same statistics.



Following this method, we extract the first three
central statistical moments py; the skewness as a
measure of the asymmetry of the distribution is

defined as fi3 = us/ ,ug/ ®. The uncertainties are
estimated by a bootstrap analysis using the same
number for samples and resamples as experimen-
tal shots available. We average over the statistics
of both spin species. In Fig. [S4 we plot the bare
statistics, where we can clearly distinguish between
the strongly skewed 1D measurements and the 2D
measurements, whose skewness vanishes with time.
The 1D saturation value, however, exceeds the ex-
pected skewness of the Tracy-Widom (TW) dis-
tribution, indicating a systematic effect, which
we mostly attribute to preparing imperfect initial
states. Assuming statistical independence of the
polarization transfer due to such initial-state ef-
fects and those due to spin dynamics, we correct
the central moments at later times by subtracting
the moments at ¢ = 0. We numerically checked
that this subtraction is valid in the case of fluctu-
ating domain-wall positions as well as in the case
of preparing mixed initial states. The latter case
indeed reproduces the approach toward the TW
skewness from above.

In Fig. [p| we therefore show the subtracted statis-
tics and analyze the extracted moments through
power-law fits. For the 1D case, we confirm that
the mean scales superdiffusively with o = 0.67(1) ~
1/z = 2/3, and the standard deviation with § =
0.31(1) ~ 1/2z = 1/3. To distinguish the under-
lying Heisenberg transport mechanism from linear
transport processes, we analyze the skewness and
obtain a saturation value of fig = 0.33(8) ~ 0.294,
consistent with the value expected for the TW dis-
tribution and supporting our conclusion that the
transport equations are non-linear. Additionally,
we observe that the (subtracted) skewness grows
at early times, which resembles numerical simula-
tions, see also Fig. [S16]

D. Calibration of the Heisenberg parameters

As discussed in the main text, the spin-exchange cou-
pling is given by the expression

P

J= 7 (S2)

For our system, the intra- and inter-species scattering
lengths give rise to an anisotropy of A = 0.986 [55], such
that we can consider isotropic coupling, J.y ~ J, = J.
To obtain the ab-initio values of ¢ and U at a specific
lattice depth, we numerically diagonalize the problem of
a non-interacting particle in a periodic potential. Consid-
ering only the lowest-band contributions, we then obtain
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FIG. S5. Spin quantum walk as a direct measure-
ment of J. Single-spin quantum walk at a lattice depth
of 10 E, after different evolution times. The spin-exchange
energy J/h = 10.2(2) Hz is extracted by fitting the analytical
expression for the density evolution.

the Bose-Hubbard parameters

- h? d?
f= /w*(aj —a) (_dexz +V, sinz(km)> w(zx) dr,

4m Ka
= Al /|w(r)|4d3r.

m

(S3)

Here w(r) are the Wannier functions for the lowest band.
In order to reach quantitative agreement with our exper-
imental results, we include an additional correction due
to bond-charge-induced hopping [56],

- Y
tgc =1t —

w*(r — a) w*(r)w(r)w(r) d*r.

(S4)

m

In Tab. |S1| we show calculated values of £, U and tpc for
two configurations of lattice depths (V7, Vs, V3) relevant
for the experiments described in the main text and the
Supplementary Information. The lattice depths are cali-
brated with 1-2 % uncertainty by parametrically heating
the gas at 10 E,. for the horizontal lattices and 20 E,. for
the vertical lattice. From the Bose-Hubbard parameters
one can calculate the corrected exchange coupling

4¢3
Jpo = UBC.

To check the accuracy of the calculated spin-exchange
coupling, we can directly measure J by performing a
single-spin quantum walk [38] in our system (Fig. [S5]).

(S5)



(Vi Va, Va)(Ex) [ i/h (Hz)[U/h (Hz)|isc /b (Hz)

(10, 40, 15) 38.91 737.0 42.70
(8, 40, 15) 62.50 686.3 65.73
TABLE S1. Calculated Bose-Hubbard parameters.

With lattice depths V4 2,3, tunneling energy £, interaction en-
ergy U and bond-charge-corrected tunneling energy tgc.

(V1, V2, V5)(Ey) | Jo/h (Hz) | Jec/h (Hz) | Jexp /h(Hz)
(10, 40, 15) 8.22 9.90 10.2 (2)
(8, 40, 15) 22.77 27.53 27.0 (2)

TABLE S2. Calculated and experimentally measured
values of J. Jy and Jsc denote the calculated exchange
coupling without and with the bond-charge term.

To this end, after preparing the spin-polarized box Mott
insulator, we use DMD addressing to flip the central spin
in each Heisenberg chain. We then quench the system
into the same conditions as used for the domain-wall
measurements and measure the single-spin density, which
is fitted to the expected time-evolving density nI(t) =
JZ2(Jt/h), where J; denotes the Bessel function of the
first kind. The measurements yield Jexp/h = 10.2(2) Hz
and 27.0(2) Hz at lattice depths of 10 E, and 8 F,., re-
spectively, and are compared to the calculated values in
Tab.

E. Spin state transfers

The preparation of each sequence requires up to six
spin transfers, which are realized by adiabatic MW
sweeps. We characterize the transfer fidelity by subse-
quently performing tens of transfers and pushing the ma-
jority spin component out, yielding a transfer probability
of 0.9996(1). The initial spin state purity in combination
with the push fidelity is 0.999(1).

As we are measuring average atom number transfers
across the domain wall with a precision of ~ 0.1 atoms,
involuntary transfers due to off-resonant scattering of the
projected 787 nm addressing light have to be suppressed.
We measure the number of spin transfers of |1) atoms
after illuminating the atoms for up to 500 ms to estimate
the scattering rate. For the 8 ms addressing time, we
obtain a probability of less than 20% for a scattering
event in the 1D chain. Addressing is always performed in
a deep lattice of 90 E,. in all directions to prevent heating
in the motional degrees of freedom. Furthermore, we
prevent scattering-induced spin flips by addressing |}) =
|F = 2,mp = —2) atoms, which scatter on the cycling
transition and do not decay into other hyperfine states..
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FIG. S6. Power law from spin spiral decay. Decay rate
v of the gi? correlator visibility of spin spirals with wave
number ¢ at a lattice depth of 10 E,. (green) and 8 E,. (orange).
Both measurements give an exponent consistent with diffusive
transport of z = 1.9(2) and 2.0(1), respectively. Error bars
denote s.d. of the fits.

II. ADDITIONAL MEASUREMENTS

In this section, we show additional measurements,
where we cross-check our experiments with spin-spiral
initial states, analyze effects of Hubbard dynamics, and
verify that magnetic gradients did not have significant
influence on our results.

A. Transport measurement with spin spiral

Spin transport in Heisenberg chains has been studied
previously in ultracold atomic systems by measuring the
contrast decay of spin spiral states [30,[B1], where in both
cases a dynamical exponent consistent with diffusion (z ~
2) was extracted for the isotropic Heisenberg point.

For a direct comparison with the domain-wall initial
state, we studied the decay dynamics of longitudinal spin
spirals. Analogous to the previous experiment in this
setup [30], we prepared the spiral state via a Ramsey
sequence, where a linear magnetic gradient imprinted a
spiral pattern during the time between the pulses. We
obtained the decay rates v by fitting an exponential
function to the visibility, V() « e 7", of the second-
order correlation function (7] (t) ﬁj+d(t)>. Performing
this measurement for varying spin spiral wave numbers ¢
allows us to fit the transport power law v o< ¢~.

We can indeed reproduce the diffusive behavior ob-
served in prior work [30] for both lattice depths of 10 E,.
and 8 E, (Fig. , which deviates significantly from the
superdiffusive exponents extracted from the direct polar-
ization transport measurements. This highlights that the
dynamics of high-purity spin spiral states can be very dis-
tinct from the underlying (high-temperature) universal
transport exhibited by the Heisenberg model. A theoret-
ical analysis of these special states, and the universality



14

A C
T 20 T T T
s L N 2
z 10 £
2 X
[2]
Q N
§ 5 g 1.5 ¢ %—
3 NKX¢” g
N Vi © 10
0 L | |
0 0.0 0.5 1.0
Purity n
D
sF T T T T - :5 ]
&: o ol
[0}
& af -
g
5
'ﬁ o1 Heisenberg  B-H with holes _| | % Heisenberg B-H with holes _|
N . n=01 -4re -o- A n=01  -{- -o=
E A n=04 -4 - // n=04 -4 -
o) 3 n=07 - 4 n=07
a //’{ n=10 / n=10
(O 1 1 1 i 1 1 1 L]
0 5 10 15 0 5 10 15 20
Time t/z Time t/z

FIG. S7. Polarization transfer for varying domain-wall purity and lattice depth. Experimental measurements at
a lattice depth of 10 E, (A, U/t ~ 17) and 8 E,. (B, U/t ~ 10) for domain-wall purities p ~ 0.2 (dark) and n ~ 0.9 (light)
in the 1D unmagnetized case. The extracted exponent (C) does not show a significant dependence on purity; the normalized
polarization transfer is similarly insensitive to 7. Error bars denote s.d. of the fit. Numerical simulations of the two-species
Bose-Hubbard model with 7% holes for a lattice depth of 10 E, (D) and 8 E;. (E), in comparison to ideal Heisenberg model
simulations. The shaded regions mark the time window, where numerical Bose-Hubbard simulations were feasible. While the
Heisenberg model features smaller normalized polarization transfer for higher purities, the Bose-Hubbard numerics confirm
experimental observations that Bose-Hubbard effects lead to weaker purity dependence. However, the simulations suggest
stronger dependence on 1 when the lattice depth increases, which does not completely agree with the experimental observation

and remains a question for future work.

of their dynamics, remain an intriguing open question.

B. Bose-Hubbard model effects

Our experiment realizes the two-species Bose-Hubbard
model

. - e U R R
H=—1 Z CI,O'Cj,O' + 5 an (niﬁ — 1)
1,0

(1,4),0

(S6)
+ UZ TALi,T Mg |

with tunneling energy # and on-site interaction energy U.
At unit filling, (7;) = 1, the Heisenberg model emerges
perturbatively in O(f/U) in the deep lattice limit with
spin-exchange energy J = 4¢(¢/U). The Heisenberg spin
operators are then given by S% + 25‘;’ = &i’jdw, ST —

ZSJy = dl,jdtj and gJZ = (nq,j—ny,j)/2, where dfji denote

ladder and 7, ; number operators for spin o on site j.
In the experiment, thermal defects in the form of holes

and doublons are important. Due to the lower energy

cost, hole defects are predominant and the average filling
is generally less than unity. We measure typical parity-
projected filling fractions of ng = 0.93(1), where 1-2 % of
the defects can be explained by imaging artefacts. Fur-
ther defects may be introduced when quenching the lat-
tice depth, as this generates doublon-hole fluctuations in
the charge sector.

In Fig. [STA-C we compare 1D unmagnetized polar-
ization transfer measurements at different purities and
lattice depths. The low-purity curves agree well with
each other and Heisenberg numerics. Whereas Heisen-
berg simulations indicate a substantial reduction of the
normalized polarization transfer for initial domain walls
with increasing purity 7 (see also sec. [[ILC]), experimental
measurements show a significantly weaker dependence on
purity. The smaller dependence at 10 F,. indicates that
t-timescale effects might be responsible for the trans-
port corrections. The reduced dependence is also visi-
ble in numerical two-species Bose-Hubbard simulations
(Figs. [STD-E).

Surprisingly, all power law exponents extracted from
data or numerics do not show a strong dependence on
purity and are close to z = 3/2, the value theoretically
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FIG. S8. Residual magnetic gradients. The residual

magnetic gradients are extracted by fitting the interference
fringes in a Ramsey experiment. (A) Single-shot example
of a 300ms dark time Ramsey measurement. (B) Magnetic
field difference map in the analysis region obtained by fitting
local fringes to a series of Ramsey measurements with dark
times up to 400 ms. The field was optimized to minimize gra-
dients along the 1D chains. (C) Magnetic field distribution
along the 1D systems. Maximal local gradients remain be-
low 0.1Hz/a ~ 0.01J/a (at 10 E;). The shaded area denotes
the standard deviation when averaging over the parallel 1D
chains.

expected in the infinite-temperature limit. For the ideal
pure case at 7 = 1, polarization transfer is expected
to become eventually diffusive with logarithmic correc-
tions [43]; however, in the presence of experimental im-
perfections and at the timescales accessible in our exper-
iment, superdiffusion appears to be remarkably robust.

C. Magnetic gradient effects

As we work with large system sizes and long evolution
times, we have to minimize spatial inhomogeneities of
the effective magnetic field B? in the Heisenberg model,
H = H+2 > Bfo The effective field comprises the
differential light shift due to the trapping light and the
actual magnetic field as the two hyperfine spin states em-
ployed in our work feature a differential Zeeman energy
shift of 2.1kHz/mG. Hence we used linearly polarized
670 nm light for the box potential and moved the in-plane
magnetic field minimum close to the atoms.

We mapped out the effective magnetic field by per-
forming a Ramsey sequence formed by two MW 7/2-
pulses, interspersed with a hold time of up to 400 ms
(Fig. . While global phase coherence is lost within
about 100 ps, relative phases are preserved, and give rise
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to an interference pattern with globally random phase.
The local gradients are typically around 0.04 Hz/a along
the 1D chains and small compared to the 10 E, spin-
exchange energies around 10Hz. We verified that the
effective magnetic field remains constant throughout the
evolution time.

In order to detect the experimental signatures of such
a gradient, we deliberately apply a uniform 1.4 Hz/a gra-
dient along the chains and analyze the polarization trans-
fer. We compare the behavior with a spin-inverted do-
main wall, which is equivalent to flipping the gradient po-
larity. We observe that in one configuration, the transfer
is sped up while it is slowed down in the opposite con-
figuration (Fig. [S9). Furthermore, the curves develop a
strong deviation from a power law. For our transport
measurements, we verified that the magnetic field inho-
mogeneities are negligible and the transport is identical
for inverted and non-inverted domain walls, similar to

Fig. [S9A.

III. NUMERICAL SIMULATIONS
A. Methods and convergence

Throughout the entire work, the numerical simulations
presented are performed using density matrix truncation
(DMT) [41] [42], a novel and powerful method which al-
lows us to directly calculate the dynamics up to late times
of the mixed state describing the system. The method
is closely related to the well-known time-evolving block
decimation (TEBD) for the time evolution of a wavefunc-
tion represented as a matrix product state. However,
in DMT, the system is described with a density matriz
using a matrix product density operator (MPDO). The
time-evolution operator is, similarly, Trotterized into a
set of two-site gates which act on the density matrix in
MPDO form to simulate a small discrete time step. After
each evolution step, the MPDO is truncated to a specified
maximum bond dimension of the matrix product repre-
sentation. The key feature of DMT is that this truncation
is chosen so that it preserves local observables—such as
the energy density, magnetization and their currents—
which are crucial to capturing the transport of interest.
Preserving these local observables, rather than maximiz-
ing the mutual information (as conventional TEBD does)
allows DMT to correctly capture late-time equilibration
and hydrodynamics [42].

As we have discussed, in DMT the density matrix is
approximated by an MPDO with a maximum bond di-
mension x. The Trotterization of the time-evolution op-
erator introduces a further approximation controlled by
the Trotter step size dt. It is therefore important to ver-
ify that our simulations have converged with the values
of these meta-parameters used. We do this by simulat-
ing the same dynamics with y € {128,192,256}, and
dt € {r/2,7/4,7/6}. For both polarization density and
total polarization transferred across the domain wall, we
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FIG. S9. Polarization transfer with magnetic gradient. Polarization transfer of pure domain walls at a lattice depth of
8 E. The two colors indicate mutually inverted domain walls (i.e. ||) atoms are on the left or on the right side). (A) For
minimized magnetic gradient, both spin configuration display identical behavior. (B) At a magnetic gradient of 1.4Hz/a ~
0.05J/a, a strong difference is visible. Due to the gradient, one initial state constitutes a relatively low-energy state, while the
other state has high energy. The low-energy state remains largely localized and has a suppressed polarization transfer.

observe fast convergence with both bond dimensions and
time step, Fig. up to at least time t/7 = 102.

B. Different transport regimes

Having confirmed that our simulations have converged,
we demonstrate that DMT can accurately capture the
different transport regimes (diffusive, ballistic and su-
perdiffusive) observed in Heisenberg chains, (Fig. [S11]).
As in the experiment, at zero net magnetization §, trans-
port is superdiffusive, while at finite ¢ it is ballistic. Al-
though the full 2D model in the experiment is not acces-
sible numerically, we can observe diffusion by considering
a “ladder” system of two coupled Heisenberg chains. In-
tegrability is also broken in this setup, leading to diffusive
transport.

C. Effect of purity n in the superdiffusive transport

So far, the numerical simulations were conducted close
to infinite temperature in the linear response regime (i.e.
at small purity 1) where analytical results are best un-
derstood. Indeed, the required SU(2) symmetry for the
KPZ superdiffusion is only strictly present when § = 0
and n = 0. Nevertheless, for finite 1 of the initial state,
as the domain wall melts, the magnetization approaches
zero and the SU(2) symmetry is restored in the middle
of the chain. More importantly, the superdiffusive polar-
ization transport is bottlenecked by such unmagnetized
region, since finite net magnetization will lead to ballistic
transport, which is faster than superdiffusion. Therefore,
even for large (but non-unity) purity, it is natural to ex-
pect the superdiffusion behavior to still persist.

In Fig. [S12] we numerically study the effect of purity
7 in the measured polarization transfer. We see that,
while the overall magnitude of polarization transferred

varies with 7, the associated dynamical exponent z re-
mains consistent with KPZ superdiffusion (z = 3/2) up
until the pure initial state, n < 1. This is consistent both
with theoretical expectation and with the experimental
observations of superdiffusion at finite and large 7.

Curiously, precisely at n = 1, the behavior is known
to be diffusive with logarithmic corrections. However,
distinguishing this behavior from superdiffusion, requires
following the dynamical evolution to very late time in
large system sizes [14] 40, [42].

D. Velocity of ballistic transport

The velocity of the ballistic polarization transfer at
finite net magnetization is theoretically expected to be
proportional to the magnetization ¢ [16]. We numerically
test this claim and arrive at good agreement with the an-
alytical expectation (Fig.[S13A), in agreement with the
trend observed in the experiment in Fig. dB. We empha-
size that this velocity is not the same as the outer ballistic
“light-cone” velocity of the fastest-travelling quasiparti-
cles (having the smallest size), which we expect to be
independent of §, but rather corresponds to the velocity
associated with the bulk of the spin transport inside the
light-cone, as is illustrated in in Fig. and further
discussed below.

However, the polarization transfer in experiments is
slower than numerical simulation, Fig. [{A. The most ob-
vious culprit for this disagreement is the non-vanishing
population of holes in the experiment. To account for
the effect of these holes in the simplest possible manner,
we simulate the dynamics of the ¢-J model:

Hth = —EZ(&I’UCAthLU + hC)

i,0



A 12 F1 T T = B
= e
~ -
Q g
”
b < 2
2 8 e 1 %
s 2
g =
Q
S a
T 4 - -g
E‘ o x=128 dt=1/2 )
% o 7 =128 dt=1/4
o o 7=128 dt=1/6
0§ 1 1 ]
C112FT T T /— D
£ 7
L & %5
o g Y
% o
= °
5 e
= 4 — —_
S o}
E o y=128 dt=1/4 (2]
% o 3=192 dt=1/4
o - =256 dt=1/4
()l 1 1 ]
0 20 40
Time t/x

17

| s sem— T T T 7]
o x=128 dt=1/2
o 7=128 dt=1/4
\\ - =128 dt=1/6
0.0 ‘\ -
\
0.1 | | | | B e
01E T T T T T ]
- x=128 dt=1/4
o =192 dt=v4
o 7=256 dt=1/4
0.0 —
0.1 1 | 1 | B
-20 -10 0 10 20
Site j

FIG. S10. Convergence of DMT simulation. (A, B) Convergence with respect to the Trotter step length dt. (C, D)
Convergence with respect to the bond dimension x. The spin profiles are measured at time ¢/7 = 20. While in this plot we
only show the numerics for n = 0.1, we also observe the same convergence in simulation for other parameter values.
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FIG. S11. Numerical simulation of different setups,

highlighting different types of transport. Circles: total
polarization transport obtained from the numerical simula-
tion. Lines: fits with different power-law exponents corre-
sponding to different universality classes. We choose large
enough system sizes (L = 300 for spin chains and L = 160 for
spin ladders) to avoid finite-size effects within a timescale of
1007.

where ¢ is the spin polarization, and n; = az,gai,g.
Introducing a small amount of holes into the magnetized
(6 # 0) initial domain-wall state, we still observe late-
time ballistic transport (Fig. [S14]). However, the associ-
ated velocity becomes smaller than in the ideal Heisen-
berg model. Furthermore, the crossover time to the bal-
listic regime is delayed. This suggests that the presence of

holes in the experiment indeed drives the observed quan-
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FIG. S12. Total polarization transfer for initial do-

main walls with different purity. As the purity 7 in-
creases, the dynamical exponent z = 3/2 as the diagnostic
of superdiffusion persists, while the superdiffusion constant
decreases. Gray dashes are guidelines for power-law growth
with z = 3/2.

titative discrepancy with the numerics for the Heisenberg
model, but does not destroy the expected late-time bal-
listic behavior.

IV. FLUCTUATIONS IN KPZ DYNAMICS

One of the key features that distinguishes KPZ dy-
namics from other z = 3/2 dynamical processes (such as
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FIG. S13. Numerical simulation of polarization transport from magnetized initial state. (A) Magnetization transfer
as a function of time for different net magnetizations . At long times, the saturation value of polarization transfer rates (solid
lines) is expected to exhibit a linear dependence on the net magnetization (solid lines). (B) By calculating the spatial gradient
of the polarization profile, we obtain the spatio-temporal profile of the dynamical structure factor, i.e. the spin-spin correlation
function. The inner light cone represents the dominant contribution to the linear transport of the magnetization, while the
outer light cone (marked by the red arrow) highlights the linear transport of magnons. The magnons only carry net polarization
and appear in the dynamical structure factor when the initial state is magnetized.
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FIG. S14. Numerical simulation of ballistic transport
from magnetized initial states with the presence of
holes. In the simulation, we only consider the lowest three
energy levels on each site. We introduced 10% holes in the
initial state and compare the subsequent polarization transfer
with the ideal Heisenberg model (which is equivalent to the
case without holes). Across different values of magnetization,
the introduction of holes always slows down the ballistic po-
larization transport, and delays the crossover time from the
superdiffusive regime to the ballistic.

rescaled diffusion and Lévy flights) is the non-linearity
of the underlying dynamical process. This non-linearity
has an important consequence: fluctuations of the polar-
ization transfer are not symmetric around the mean.

In the case of KPZ dynamics in the 1D Heisenberg
model, the magnetization profile S*(x,t) is mapped to
the spatial derivative of the height field h(x,t) of the
KPZ equation, S*(x,t) ~ O h(x,t) [15]. The initial state
studied in our work, i.e. the domain wall in magneti-
zation S*(z,0) ~ 20(x) — 1 (with Heaviside function
0O), then maps to a wedge initial state of the height
field h(x,0) ~ —|z|. The polarization transfer P(¢), be-

ing the spatially integrated magnetization profile P(t) ~
ffoo S#(w,t) dz, thus maps to the height field at the peak
of the wedge h(0,t). The dynamical fluctuations of pre-
cisely this quantity, h(0,t), were numerically studied in
Ref. [34] for a classical lattice model known to be in the
KPZ universality class. At late times, these fluctuations
showed an approach to the GUE Tracy-Widom (TW)
distribution, which (owing to universality) also describes
the distribution of largest eigenvalue of random matrices
from the Gaussian unitary ensemble (GUE).

This feature provides a path to directly observing the
underlying KPZ dynamics. Leveraging the access to sin-
gle experimental snapshots in quantum-gas microscopes,
as well as the single-site resolution, we can immediately
build the distribution of the polarization transfer and
measure the aforementioned asymmetry via the skewness
of the distribution.

A. Polarization transfer fluctuations near pure
state

In order to better highlight the fluctuations of magne-
tization, we begin by considering the pure domain wall
dynamics. While at the Heisenberg point, the late-time
dynamics approaches a logarithmically corrected diffu-
sion [43], the approach to this universal behavior is very
slow and the system exhibits superdiffusion with KPZ
characteristics for intermediate timescales.

We then study the dynamics of the pure domain
wall under three different Hamiltonians: the Heisenberg
Hamiltonian (Eq. , the easy-plane XXZ model, and a
next-nearest neighbor interacting Heisenberg model with
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FIG. S16. Statistical moments of polarization-transfer distribution in different transport regimes. Average (A),
standard deviation (B) and skewness (C) of the distribution of transferred polarization P for the different models exhibiting
ballistic (blue), KPZ superdiffusive (green), diffusive (orange) transport. Dashed lines indicate expected scaling behavior. In
C, the constant lines mark the late-time expectation for KPZ (red dashed for our initial state, green for different one), and for
both diffusive and ballistic (black).



Hamiltonian:

Hxnn/J = 8282, + 8Y8Y,, + 1058787,

e one e (S9)
—0.764)  S7SF s + SV SY 5 + 1055757,

These models allow us to display the three universal-
ity classes of the dynamics: KPZ, ballistic and diffu-
sive dynamics, respectively. Using an MPS representa-
tion of the quantum state, we perform time evolution
of a chain of 150 spins; using a TEBD algorithm with
step size 6t = 0.1 and large enough bond dimension to
observe convergence. Leveraging the MPS representa-
tion, average quantities can be directly computed via
the expectation value of the corresponding observables
(Figs. [ST5A-C). At the same time, the single-shot exper-
imental measurement can be simulated by sampling the
quantum state over the measurement basis (according to
the Born rule). By computing the number of spins that
crossed the initially pure domain wall, we can directly
obtain, not only the average polarization profile, but its
entire distribution (Figs. [SI5D-F).

Crucially, the resulting distributions in these three
cases look very different. In both ballistic and diffusive
cases (Figs. [SI5D,F), the distributions remain symmet-
ric, while in the superdiffusive case (Figs. ), the dis-
tribution develops a tail towards large polarization trans-
fer. Such behavior is easier to observe upon subtracting
the average P and rescaling with the standard deviation
(Figs. [ST5G-1).

These differences can be quantified by looking at the
evolution of the different moments of the distribution:
average, standard deviation and (normalized) skewness
Fig. [SI6l We note that the average and standard devi-
ation scale differently with time, highlighting the differ-
ent dynamical exponents. More importantly, we observe
that the skewness for both ballistic and diffusive regimes
decays to zero (signifying that the distribution is sym-
metric), while, in the superdiffusive case, the skewness
remains non-zero and approaches a finite value. While
this value approaches the skewness of a Tracy-Widom
distribution (green line, Fig.|S16[C), it corresponds to the
Gaussian-orthogonal-ensemble (GOE) TW distribution
(with skewness ~ 0.293), which is expected for a differ-
ent set of initial conditions. Namely, for the wedge ini-
tial configuration we expect the fluctuation distribution
to approach the GUE Tracy-Widom distribution whose
skewness is ~ 0.225 (red dashed line, Fig. [S16C) [50].
At present, the origin of this deviation remains unclear.
These numerics highlight two important facts: first, that
the skewness can identify the underlying nature of the
transport dynamics, and second, that this distinction oc-
curs within the experimentally accessible time.

When n < 1, using DMT, we observe an analogous
behavior, although accurately capturing the fluctuations
(corresponding to higher-order non-local observables) re-
quires much more extensive numerical resources.
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V. DECAY OF SKEWNESS IN LINEAR
TRANSPORT

In this section we describe why, in linear transport,
the skewness of the polarization transfer distribution al-
ways decays. Leveraging the linearity of the transport
equations, we can compute the magnetization distribu-
tion F'(xg,t) via a convolution of the initial domain, with
the Green’s function of equation f(z,t) (i.e. the magne-
tization profile dynamics starting from a delta-function
of magnetization at time ¢ = 0):

Zo

F(aco,t)oc/o dz f(x—:to,t):/

—00 —00

dz f(z,t). (S9)

If the linear transport has dynamical exponent z,
f(z,t) (for large enough x and t) is given by a scaling
function:

ft) =t (), (s10)
which implies that F(xzo,t) = G(z¢/t'/?). We note that
this exactly corresponds to the rescaling performed in the
main text.

This means that all moments of the distribution, which
are integrals of powers of F'(xg,t), at fixed time, will scale
with t1/%. Since the skewness is given by the ratio of the
third moment and the second moment to the 3/2 power,
we have that the skewness will decay as t~1/2#* and thus
become zero at late enough times. This holds for all
higher moments, ensuring that the rescaled distribution
of the polarization transfers approaches the normal dis-
tribution.

VI. POLARIZATION TRANSFER IN THE GHD
FRAMEWORK

In what follows we briefly explain how to compute po-
larization transfer P(t) within the Generalized Hydrody-
namics (GHD) framework, in the limit of weak quenches,
n < 1. In this limit, one can express P(t) in terms
of linear-response correlation functions. As we will see,
this quantity is related to (but subtly different from) the
transport coefficients that have previously been calcu-
lated in the literature.

In the 7 < 1 limit, it is known [I4] that the mag-
netization profile p(z,t) = (SZ(t)) is related to the
linear-response dynamical correlation function C(x,t) =
(S2(t)SZ(0)) via the expression

C(z,t) = Opp(x,t) (S11)

where we used the continuum notation for derivatives,
for simplicity, although in a lattice model they should
strictly be expressed in terms of discrete differences. We
can invert this relation to read:

plat) = pl-o0) + [

— 00

T

dz'C(2',t). (S12)



The polarization transfer is (up to time-independent con-
stants) given by

Pt) = /_ Ooo /_ ; dedz' C(2', 1),

In the hydrodynamic limit, C(z,t) will take the scaling
form t~%/*C(x*/t), where z is the dynamical exponent.
By dimensional analysis of the expression for P(t) one
can see that this in general implies P(t) ~ t/2.

We now discuss the scaling of this quantity within
GHD in the Heisenberg model, working at ¢ # 0. In the
Heisenberg model, there are infinitely many quasiparticle
species, labeled by the “string index” s. Each quasipar-
ticle species propagates ballistically (z = 1); the velocity
of a quasiparticle (and the density of such quasiparticles
ps(0)) depends on both s and the quasimomentum 6. In
terms of these, C(xz,t) can be written as [57]

(S13)

Clat) =Y [ dbpu )i )5 ~ 37 0)0). (519

This expression can be interpreted as follows: each quasi-
particle propagates ballistically with some velocity v (6)
that depends on the nature of the background state, and
carries some effective spin (which, again, depends on the
background state via dynamical screening). Correlations
between the spacetime points (0,0) and (z,t) come from
all quasiparticles whose trajectories pass through both
spacetime points. The thermodynamic Bethe ansatz pro-
vides a framework within which all the quantities appear-
ing in Eq. can straightforwardly be computed. In
the high temperature limit, closed-form expressions ex-
ist [58] for all the quasiparticle data in Eq. (S14). After
some coarse-graining the correlator can be written as [I§]

Clat) =3 ﬁistps(mgr)‘z@(x 5.t (S15)

S
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where ¥, is some characteristic velocity for quasiparti-
cles of species s, and © is the Heaviside step function.
Plugging this form into Eq. (S13|) we find that

P(t) = tzps(mgr)Qﬁs- (S16)

In the Heisenberg model at nonzero §, one has the fol-
lowing scaling forms. For s§ < 1, we have ps ~ 1/s% and
m?" ~ §s2, while for s6 > 1, we have ps ~ exp(—ds) and
m?" = s. For all s we have the scaling v, ~ 1/s. Thus
the sum over species gets cut off at s ~ 1/4, yielding the
expression

P(t)~ 48> Y O(1) ~ dt.

s<1/é

(S17)

Superdiffusion can be recovered within this framework
by noting that even when § = 0, fluctuations of § cause
quasiparticles to move in a time-dependent apparent
magnetic field.

It is interesting to contrast the expression with
that for the Drude weight D (i.e., singular part of the
zero-frequency conductivity) of the Heisenberg model:

D=3 pu(m Pl (s18)

Because of the extra factor of velocity in Eq. rela-
tive to Eq. 7 the contribution of slow quasiparticles
to the polarization transfer is much larger than their con-
tribution to the Drude weight.
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