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This article outlines a selection of current and emerging directions in active matter research. The
topics highlighted include: the ubiquitous occurrence of spontaneous flows and active turbulence and
the theoretical and experimental challenges associated with controlling and harnessing such flows;
the role of motile topological defects in ordered states of active matter and their possible biological
relevance; the emergence of nonreciprocal effective interactions and the role of chirality in active
systems, with intriguing connections to non-Hermitian quantum mechanics; the progress towards a
formulation of the thermodynamics of active systems; the impact of the active matter framework
on our understanding of the emergent mechanics of biological tissue. These diverse phenomena all
stem from the defining property of active matter as an assembly of components that individually

and dissipatively break time-reversal symmetry.

I. ACTIVE MATTERS!

a. A bit of history. In 1995 the Hungarian physicist
Tamds Vicsek proposed a minimal model of bird flocking
inspired by the physics of magnetism [I]. He showed that
a collection of flying spins - self-propelled point particles
traveling with fixed speed in a direction updated by align-
ment with neighbors in a noisy environment - can undergo
a phase transition from a disordered state where the spins
fly randomly in all directions to an ordered state of collec-
tive motion. Just a few months later, Vicsek presented his
work in a seminar at IBM Yorktown Heights. John Toner
and Yuhai Tu realized that they could turn Vicsek’s agent-
based model into a field theory and formulated what are
now known as the Toner-Tu equations of flocking [2].

Truth be told, what physicists now know as the Vicsek
model had effectively been previously formulated by Craig
Reynolds, a computer scientist working for the animation
industry, who in 1986 created Boids [3] — an agent-based
simulation of collective motion that he employed, for in-
stance, to generate the animation of flying bats in the 1992
feature Batman Returns. Indeed the model appears even
earlier in the literature, in theories of fish schools by Aoki [4]
and Partridge [5]. While these contributions remained un-
noticed by the physics community for some years, Reynolds,
a leader in the development of three-dimensional anima-
tion, was awarded a Scientific and Technical Award by the
Academy of Motion Picture Arts and Sciences in 1998. In
the intervening years, the notion introduced by Vicsek that
the collective dynamics of self-driven entities can be de-
scribed as a nonequilibrium phase transition gained enor-
mous popularity among physicists and was shown to pro-
vide a powerful framework for describing spontaneous orga-
nization on many scales. For their key contribution to the
creation of the field of active matter, Vicsek, Toner and Tu
received the Lars Onsager prize of the American Physical
Society in 2020.

The first published use of the term Active Matter appears
to be in Ref. [6]. Active Membranes appear a little earlier
in the physics literature [7 [8]. The term “active” in ref-
erence to fuel-driven transport across a membrane, against
a concentration gradient, is standard in biology [9]. Active

stresses in a fluid medium suffused with sustained energy
conversion make their first appearance in Ref [10].

b. What is active matter? Today the name active mat-
ter refers to any collection of entities that individually use
free energy to generate their own motion and forces [I1} [12].
Through interactions, these active particles spontaneously
organize in emergent large-scale structures with a rich range
of materials properties. The defining property of an ac-
tive system is that the energy input that maintains the
system out of equilibrium, whether truly internal or cre-
ated by contact with a proximate surface, acts individually
and independenly on each “active particle”. Hence, once
the chemo-mechanical processes that convert fuel into mo-
tion are integrated out, the dynamics of such active entities
breaks time reversal symmetry (TRS) in a local and sus-
tained matter. This should be contrasted with more con-
ventional nonequilibrium systems that are displaced from
equilibrium globally by an external force, as in sedimenta-
tion under gravity, or are forced at the boundaries, such as
through an imposed mechanical shear. Due to the break-
ing of TRS at the microscale, active systems do not obey
detailed balance and can generate self-sustained flows and
cyclical currents. Thus, steady-state movies of active dy-
namics run forwards and backwards do not look the same, as
they would in Newtonian mechanics. Active matter there-
fore poses a fundamental problem in nonequilibrium statis-
tical mechanics: what laws govern order, phase transitions
and fluctuations in systems in which the very particles con-
stituting the system break detailed balance.

c.  Why is active matter important? Examples of active
matter abound in the living world [I3], from the coordinated
motion of cells in wound healing [I4] to bird flocks [I5] and
human crowds [I6] [I7]. Over the last twenty years, a num-
ber of synthetic analogues have also been engineered. These
systems exploit energy-conversion avenues, ranging from the
interplay of vibration and static friction [I8H20] to a vari-
ety of autophoretic processes E| [21], to endow particles from
colloidal to macroscopic scales with self-propulsion, often

I Autophoresis denotes particle drifts induced by concentration gra-
dients created by the particles themselves.



tunable through suitably applied light or electric fields [22].
Active matter spans an enormous range of scales, with re-
alizations found inside the cell nucleus and in flocks of hun-
dreds of thousands of starlings. It embodies a unique prop-
erty of living systems, which is the ability to convert energy
injected at the molecular scale into organized motion and
function at the macroscopic scale. Research in active matter
aims at understanding this defining property and at trans-
fering this fundamental understanding to other disclipines.
The importance of the field stems therefore from both the
deep intellectual challenge of developing a predictive theory
of the hierarchical organization ubiquitous in living systems
and the potential for applying this understanding to the
design of new bioinspired materials.

d. Active20. Over the past two decades, continuum
and particle-scale theories, simulations and experiments
have uncovered striking properties of active particles that
require conceptually new approaches and have brought key
questions into sharper focus. Yet the field remains at
the forefront of current research in soft matter, biological
physics and statistical physics, with high levels of activ-
ity and excitement. This motivated the plan to run in
Spring 2020 a nearly three-month-long program on active
matter physics at the Kavli Institute for Theoretical Physics
(KITP) at UC Santa Barbara. The program was due to fo-
cus on recent developments and especially future directions
and connections with other fields, from stochastic thermo-
dynamics to topological phenomena analogous to those fa-
miliar in quantum systems. The Covid-19 pandemic was
well upon us in the Spring and it was decided to run the
program virtually just a week before the planned start of
March 16. Indeed the state of California issued a manda-
tory stay-at-home order on March 19. The KITP and the
program coordinators quickly regrouped and on March 30
they started the first virtual KITP program which ran for
nine weeks, with exceptionally high participation of scien-
tists from all over the world, in spite of the challenges of time
zones. In this article we describe some of the outcomes of
that program and highlight new directions of inquiry that
emerged during those nine weeks. The following presents
the four authors’ personal view, informed by contributions
from all program participants, of some of the emerging di-
rections and open questions in active matter research.

e. Outline. The rest of the article is organized as fol-
lows. In Section [[I]we describe recent developments and fu-
ture directions in understanding the self-sustained dynamics
of orientationally-ordered active fluids. We focus on systems
with nematic order and on the ubiquitous phenomenon of
active turbulence. In Section [ITI] we highlight the dynamics
of topological defects in the nematic texture which spon-
taneously proliferate in the turbulent state. An important
open direction here is investigating the possible biological
relevance of defects in organ and organism development and
collective cell migration. Understanding the dynamics of
defects may also provide a framework for controlling and
directing active flows, as described in Section[[V] A closely
related challenge, highlighted in Section [V} is developing
predictive theories of active assembly, with the ultimate goal
of mimicking nature to construct machines made of smaller
machines and capable of performing specified functions. To
achieve this, we need to understand collective behavior of
entities with effective interactions that are nonreciprocal,

i.e., do not obey Newton’s third law. This raises impor-
tant and deep questions discussed in Section [V intimately
related to the role of chirality (Section , and with sur-
prising connections to non-Hermitian quantum mechanics.
Section [VIT]] focuses on the rapidly evolving use of ideas
from stochastic thermodynamics to quantify deviations from
equilibrium and formulate the nonequilibrium thermody-
namics of active matter. In Section [[X] we highlight the
role of active matter physics in developing a framework for
describing the mechanical properties of cell collectives and
biological tissue and conclude in Section [X| highlighting the
breadth and connectivity of the field.

II. FROM SPONTANEOUS FLOW TO ACTIVE
TURBULENCE

Liquids can be made to flow by applying external forces
at their boundaries. Collections of self-driven entities form
active fluids that flow spontaneously with no externally ap-
plied forces or pressure gradients [23] [24]. Since individ-
ual active units are often elongated or polarized along an
axis, such self-driven fluids can exhibit liquid crystalline or-
der [12]. Order in turn couples to spontaneous flows, result-
ing in unusual rheological properties such as “superfluid”-
like behavior, excitability and chaotic spatio-temporal dy-
namics known as bacterial or active turbulence. An im-
portant goal is to understand and classify dynamical phase
transitions in these active fluids and the properties of var-
ious phases in terms of the symmetry of orientational or-
der and the mechanisms that control energy dissipation. In
particular, the ubiquitous observation of self-sustained spa-
tiotemporal chaotic dynamics in both engineered and living
systems begs the question: what are the universal properties
of active turbulence? Can we identify and classify various
scenarios that drive the transition from spontaneous lami-
nar flows to chaotic ones? Are the metrics used to quantify
high-Reynolds number turbulence useful in the active con-
text?

a. Polar and mematic active fluids. Active particles
with a head and a tail, such as bacteria [25], birds [2] [15],
polar vibrated grains [20], and Quincke rotors [26], can orga-
nize into states with polar (ferromagnetic) order and macro-
scopic mean motion - a flock. Apolar active particles in
contrast form active fluids with nematic liquid crystalline
order, where the rod-like entities have a common orienta-
tion, but no preferred direction. This more subtle type of
orientational order, familiar from the physics of passive lig-
uid crystals [27], has been observed in active systems on
many scales, from subcellular structures, such as the mi-
totic spindle that controls cell division, to suspensions of cy-
toskeletal filaments and associated motor proteins [28], [29],
crawling bacteria [30H32], epithelia [33H35], monolayers of
vibrated granular rods [I8] and even entire multicellular or-
ganisms [36]. Active nematics have no net mean flow, but
display a complex self-sustained spatiotemporal dynamics
that resembles the streaming used by cells to continuously
circulate their fluid content.

The uniform ordered bulk states of both polar and ne-
matic active fluids are generically unstable, at any activ-
ity [23], to self-sustained chaotic spatiotemporal flows or
active turbulence [37], as exemplified in Fig. |1l The vortical



Figure 1. Experimental realizations of active turbulence, from
top to bottom: a layer of B. subtilis (adapted from Ref. [25]),
a suspension of kinesin-powered microtubule bundles (courtesy
of Linnea Lemma and Zvonimir Dogic), and a layer of MDCK
cells (adapted from Ref. [35]). The left column shows images of
the system while the right column displays snapshots of the local
vorticity.

flows look qualitatively similar in both types of system, rais-
ing the question of how the symmetry of the orientational
order affects the behavior and scaling properties.

The order parameter for the flocking transition is the
mean polarization vector or self-propulsive velocity of the
active entities, which of course has the same vectorial sym-
metry as the flow velocity of the fluid. Omne can then
often describe the dynamics in terms of a single vector
field through the Toner-Tu equations [38] which marry the
Navier-Stokes hydrodynamics of simple fluids to the relax-
ational dynamics of magnets.

Due to the apolar nature of the ordered state, the nematic
order parameter is a tensor field Q;; = (3_, vi'vs —d;;/d) =
S(ninj—0d;;/d) that measures the uniaxial anisotropy of the
distribution of the orientation v® of individual molecules,
with d the system’s dimensionality. The nematic is a fluid
with a finite value of S and spontaneously broken orienta-
tional symmetry along the director n.

In the regime appropriate to most active fluids where iner-
tia is negligible, and assuming constant density, the dynam-

ics of an active nematic is then described by the interplay
of relaxation and flow-induced reorientation of the Q tensor
and force balance encoded in the Stokes equation for the
flow velocity v,

Vv —Vp+V.0*=0, (1)

where we have for simplicity neglected stresses due to liquid-
crystalline elasticity. The pressure p is determined by re-
quiring incompressibility, V - v = 0. The active stress
o® = aQ describes the dipolar forces exerted by the ac-
tive nematogens of the surrounding fluid. It is controlled
by the activity « that incorporates the biomolecular pa-
rameters (such as the concentration of motor protein and
of ATP) that drive active motions. The sign of o depends
on whether active forces are extensile (o < 0), as in micro-
tubule nematics, or contractile (o > 0), as may for instance
be the case for certain actomyosin networks. In active ne-
matics the instability of the ordered state arises from the
competition between energy input from active stress that
drives disorienting flows and orientational relaxation that
restores alignment. Due to the feedback between flow and
orientational distortions, vortical flows are accompanied by
proliferation of topological defects in the nematic texture.

b. Active turbulence. The chaotic spatio-temporal dy-
namics known as active turbulence is a phenomenon distinct
from the well-known inertial turbulence of high-Reynolds
number fluids, perhaps more akin to the elastic turbulence
observed twenty years ago in sheared polymer solutions [39],
where nonlinear elastic effects can destabilize laminar flow.
The distinctive feature of active or bacterial turbulence is
that the system is destabilized by stresses generated inter-
nally at short scales and then self-organized to larger scales
through the interplay of interactions and dissipation. In
other words, the spectrum of energy injection that drives
the chaotic flows is not externally imposed but rather self-
organized. This essentially arrests the energy cascade and
leads to the selection of a length scale ¢, = /K/|a| de-
termined by the balance of active and elastic stresses (of
strength determined by the nematic stiffness K) that con-
trols both the spacing of topological defects in the nematic
texture and the size of the flow vortices. As a result, these
chaotic flows can be equivalently characterized by examining
the statistics of flow vortices or that of the nematic discli-
nations. Numerical studies have established the emergence
of power laws in the energy spectrum and other scalings
analogous to, but different from, Kolmogorov’s scaling of
inertial turbulence [37]. A remarkable result has been the
demonstration of the “universality” of the scaling properties
of active nematic flows and associated defects in the nematic
texture across systems and scales [40]. The study of turbu-
lence using metrics from the theory of dynamical systems,
such as Lyapunov exponents or topological entropy, is in
its infancy. More work is needed to see if this is a useful
approach. For a more extensive discussion of active tur-
bulence, we point the reader to a recent critical review of
active turbulence [37].

c¢.  Order parameters and inertia. An important open
question is quantifying the difference between chaotic ac-
tive flows in polar and nematic fluids. For instance, in polar
fluids nonlinear terms describing self-advection of the order
parameter seem to be important in driving energy transfer
across scales. How does this compare to the role of self-



advection in inertial turbulence? In contrast, there is no
self-advection in active nematics and advective nonlineari-
ties seem to play a secondary role relative to flow alignment
and flow-induced rotation of the order parameter in driv-
ing nonlinear flows. Is this difference then important for
explaining the vortex statistics in the two systems?

It has also recently [4I] become clear that the inclu-
sion of inertia transforms our understanding of extensile or
“pusher” polar active suspensions. A new dimensionless
control parameter R = pvd /20, suggestive of an effective
Reynolds number, emerges, where p is the total mass den-
sity, vg the self-propulsion speed, and oy the characteristc
scale of active stress. Speed matters, and there are two in
the problem. The instability advances with a finite velocity
(00/p)*/? in a treatment in which inertia (p) is taken into
account, and if vy is large enough the suspension can outrun
and thus eliminate the instability. The inescapable Stoke-
sian instability of flocks in a fluid is simply the R = 0 limit of
a rich phase diagram, including a flocking transition driven
by motility, separating a phase-turbulent but ordered flock
from a defect-turbulent statistically isotropic state [41].

d. Role of dissipation and “order from disorder”. An-
other open challenge is understanding the role of different
dissipative processes and associated length scales in mediat-
ing the onset of nonequilibrium dynamical steady states. In
many experimental realizations dissipation is controlled by
the combination of viscous stresses and frictional drag with
an external inert medium, described by an additional force
density —I'v on the left hand side of Eq. . This introduces
another length scale in the problem, the viscous screening
length ¢, = y/n/T". Numerical work has indicated that the
interplay between £,, the active length ¢, and the nematic
coherence length may result in vortex lattices, reminiscent of
those familiar in type-II superconductors and Bose-Einstein
condensates [42, [43]. More work is needed, however, to un-
derstand how the interplay between these two dissipation
mechanisms may mediate the emergence of such “order from
disorder”.

e. Active nematics in three dimensions (3D). These
systems are only beginning to be explored. Experimental
realizations of 3D microtubule nematics have shown that in
these systems turbulent flows are accompanied by the for-
mation of neutral defect loops with zero topological charge.
No charged 3D defects have been observed [44]. The struc-
ture of the topological defects generated by active flows in
3D and especially the connection between defects and flow
structure remains to be explored. Recent numerical work
has also shown that in 3D active fluids, spontaneous break-
ing of chiral symmetry leads to parity-violating Beltrami
flows [45] [46]. This points to the need to explore the role
of chirality in active flows, in both 3D and 2D [47].

f. Linking to interfacial instabilities. Intriguing con-
nections are also apparent between active mixtures and tur-
bulent multi-phase flows, where the interfaces between the
coexisting phases play an important role in controlling the
dynamics. Similarly, the largely unexplored interfacial prop-
erties of mixtures of active liquid crystals and passive flu-
ids should control the highly nonequilibrium dynamics of
these systems, with possible relevance to liquid-liquid phase
separation in biological contexts [48]. Worth exploring are
connections between active/passive interfaces and the inter-
faces found in staircases in density-stratified fluids [49] or in

magnetized plasmas.

g. Need for experiments. Finally, even if theorists suc-
ceed at establishing classes of active turbulence distin-
guished by different scenarios of paths to chaotic flows and
critical exponents, we will still need quantitative experimen-
tal tests of these predictions. This will require measure-
ments of energy spectra in controlled settings, most likely
to be carried out in synthetic active analogues or in wvitro
systems. An important question of course is whether active
turbulence plays a role in biology. The spontaneous flows,
whether turbulent or orderly, observed in active nematics
resemble cytoplasmic flows inside cells [50] [51], suggest-
ing that nature may use these mechanisms for stirring and
transport to overcome slow passive diffusion process.

III. TOPOLOGICAL DEFECTS

Topological defects have been widely explored in both
active and passive systems. What are the new features of
active defects and the challenges ahead? In active fluids
spontaneous local currents turn the defects themselves into
self-propelled entities. The interacting defect gas then forms
an active fluid with the possibilty of dynamically generated
order of the defect themselves, such as polar (ferromagnetic)
order on a larger scale than the microscopic nematogens,
and nonreciprocal interactions between defects. Further-
more, the spontaneous pair creation of defects driven by
activity means we need a full many-body theory to describe
the interacting defect gas — this does not currently exist.

a. Topological defects as a Coulomb gas in 2D passive
matter. To fill in with some background, topological de-
fects are zeros of the order parameter field classified by
their topological charge (see Fig. [2| for definition.) In pas-
sive systems defects play a fundamental role in many two-
dimensional phase transitions, the poster-child being the
Berezinskii-Kosterlitz-Thouless (BKT) transition [27, [52].
First of all, the symmetry-breaking in the BKT transition
is described by a subtle topological order in the defects
themselves (in this case XY or U(1) vortices), rather than
the spontaneous breaking of a global symmetry. At high
temperature vortices are randomly distributed, whereas be-
low a critical temperature they form measurable vortex-
antivortex bound pairs. The transition is then described
as vortex unbinding. Secondly, the defect degrees of free-
dom are the slowest, or rate-limiting, degrees of freedom
in the approach to the ordered phase. The BKT transi-
tion is therefore fundamentally formulated as a many-body
theory of a gas of defects by mapping the defects onto inter-
acting Coulomb charges. Similarly the half-integer strength
disclinations of two-dimensional nematics control the devel-
opment of nematic order in the isotropic to nematic (I-N)
phase transition [53].

b. Active defects as a gas of self-propelled Coulomb
charges. For active nematics a striking new phenomenon
emerges. Defect-antidefect pairs are spontaneously created
and annihilated [28]. Furthermore the elementary +1/2
strength disclinations become self-propelled [18]. When hy-
drodynamic flows are included, self-propulsion originates by
virtue of a monopole moment of velocity at the defect cores
arising from the induced dipolar fluid flow determined by the
nematic texture of the defect [54] B5] (Fig. [2). The +1/2



defect has a two-fold symmetric comet-like pattern with a
head and a tail that define a local polarization vector. The
-1/2 strength anti-defect, in contrast, is not directly self-
propelled by virtue of a three-fold symmetry in its nematic
texture and vanishing fluid velocity at the defect core. The
value of the self-propulsion velocity of a +1/2 defect is pro-
portional to the activity, at least perturbatively.

There has been progress in describing active nematic flows
in terms of the dynamics of the topological defects in the
nematic texture by developing a description of defects as
an interacting gas of active quasiparticles [56]. The self-
propulsion of the +1/2 defect can oppose Coulomb attrac-
tion mediated by nematic elasticity. For sufficiently high
activity a defect pair can even dynamically unbind, in an
active version of the BKT transition [56]. The existence
of a finite activity threshold for the active BKT unbind-
ing may seem surprising. One might imagine that directed
self-propulsion of the +1/2 defect can always overcome at-
traction and there is no active nematic phase at all! A closer
look though shows that defects do not separate ballistically.
Noise-induced torques lead to rotational diffusion and the
stabilization of an active nematic phase.

Existing work does not, however, tackle the important
question of how defect pairs are unbound by active stresses.
Answering this question will necessitate a microscopic cal-
culation of the rate of defect pair creation and annihiliation
as a function of activity and has so far been beyond reach.
A complete theory of the active defect gas in fact requires
a many body formulation that accounts for defect creation,
just as electron-positron pair creation requires the formalism
of quantum electrodynamics. It may also be that the polar-
ization of defects is not an independent degree of freedom
but instead emerges from the detailed dynamics of the set
of locations of defects. Attempts to sort out this issue have
raised the important question of when and to what extent
one can fully describe the system’s dynamics by tracking the
defect motions, without also following the dynamics of the
nematic texture, which could lag behind that of the defects

29, 57].

c. States of defect order. Since the interacting defect
gas is itself a mixture of active polar particles (+1/2) and
passive particles (—1/2) with aligning torques, a natural
question is whether active defects may organize in emergent
ordered structures analogous to the blue phases in strongly
chiral liquid crystals [59]. Understanding the possible lo-
cal and global order of defect arrays in the active nematic
phase remains an open challenge. Numerical work has sug-
gested that defects and associated flow vortices may orga-
nize in ordered lattices when the screening length control-
ling the interplay between viscous and frictional dissipation
is comparable to the defect spacing [42]. A hydrodynamic
description of the defect gas has shown that when flow is
slaved to texture deformations, the spontaneous breaking of
rotational symmetry leads to a collectively-moving defect-
ordered polar liquid — a flocking state of defects [60]. This
state emerges at activity levels beyond the turbulent state
discussed earlier, a remarkable example of order from dis-
order. Polar order of +1/2 defects has been observed in

contractile

extensile

Figure 2. Topological defects in active nematic liquid crystals.
Top row: configuration of the director texture for a 4+1/2 (left)
and a —1/2 (right) defect. The topological charge ¢ is defined as
the net rotation (in units of 27) of the order parameter as one
encircles the defect. In the left frame the director rotates by 7 in
the same direction as the path is traversed, yielding ¢ = +1/2. In
the right frame the director rotates by 7 in the opposite direction
as the path is traversed, hence ¢ = —1/2. Middle row: the flow
field around an isolated defect, adapted from Ref. [58]. The
red lines are tangent to the director field. The blue background
color represents the magnitude of the flow velocity and the white
lines are the streamlines of the flow. Bottom row: the red arrow
show the self-propulsion speed of a +1/2 defect powered by flows
induced by extensile (left) and contractile (right) active stresses.

simulations of “dry” nematics El [61HG3], but seems to occur
at intermediate activity. Theoretical models have also pre-
dicted local nematic (i.e., antiparallel) order of the +1/2 de-
fects [64] [65], consistent with some recent experiments [64],
but at odds with earlier work predicting [66] and observ-
ing large-scale nematic ordering [67]. Numerical solutions
of continuum models have also indicated the possibility of
ordered defect lattices with intriguing analogies to supercon-

2 ‘Dry’ active matter refers to particles moving in the absence of an
ambient fluid, where dissipation is mainly controlled by frictional
drag with an external medium. Conversely, ‘wet’ active matter de-
scribes systems where dissipation is principally controlled by viscous
stresses mediated by a suspending medium. The size of the viscous
scale £, defined in Section II_IH relative to the system size controls
the crossover between these two limits. When the medium is a fluid
the fluid-mediated interactions are referred to as hydrodynamic in-
teractions.



ductors [68]. It is clear that more work is needed to sort out
these conflicting results. The proper treatment of incom-
pressibility, most likely the experimentally relevant case for
“wet” systems under planar confinement, remains a chal-
lenge in the modeling of defect dynamics.

d. Defects in biology. Topological defects are distinc-
tive singularities in both the mathematical and physical
sense, and as such are natural places for functionalization
or the generation of higher level structures. The unique lo-
cal environment of a defect has been exploited in passive
systems, using place-exchange chemical reactions in which
molecules bind directly and preferentially at defect sites [69].
Similarly, biological structures have long been known to
functionalize defects. The common Adenovirus40 (Ad40)
has one fibril attached to each of the topologically minimal
12 pentons (pentagonal-shaped regions formed by proteins)
of its viral capsid, creating 12 arms with which to latch on
to target cells [70].

This field is flourishing. There are now experimental
demonstrations of the biological function of topological de-
fects as loci of cell extrusion in cell layers [33] B4. [71], seeds
of multilayer formation in dense bacterial sheets [72] 73]
and mammalian cells [74] and organizing centers of mor-
phogenetic processes in multicellular organisms [30].

Dense monolayers of spindle-shaped Neural Progenitor
Cells (NPCs) exhibit distinct nematic order with a finite
concentration of +1/2 defects. Nematic order is less pro-
nounced in epithelial Madin-Darby Canine Kidney (MDCK)
cell layers, but defects can also be tracked there. In NPC
layers cells accumulate at +1/2 defects, leading to the for-
mation of three-dimensional mounds — a beautiful example
of a nontrivial actively generated structure nucleated by a
topological defect [33]. At the —1/2 defects, in contrast,
cells are depleted. It was suggested that an interplay be-
tween anisotropic friction and active stress is responsible
for this source-sink behavior, but much remains to be clar-
ified. In MDCK epithelia, cells are vertically extruded at
+1/2 defects and die — a process known as apoptotic cell
extrusion [34]. Cell extrusion here seems to be driven not
by increased cell density (cell-crowding), but rather by the
mechanical stresses associated with the texture of a defect.
That such a basic biological process as cell death is inter-
twined with the presence and formation of active nematic
defects is both striking and powerful and could well have
widespread applicability.

Recent developments have also highlighted the role of ne-
matic defects in the formation of multilayer structures in
both bacteria [72] [73] and NPCs [74]. Especially intriguing
is the suggestion put forward in Ref. [4] that the struc-
ture of nematic defects and the nature of active forces may
together control the relative cell orientation in multilayered
cell structures. Most of these experimental findings are at
best qualitatively understood and await theoretical input.

More recently it has been shown that in regenerating Hy-
dra, supra-cellular actin fibers also lead to active nematic
order with significant morphological features developing at
long-lived but dynamic +1 defects. Here the topology of
the tissue is spherical and so, in the absence of topology
change, the nematic texture is required to have a net topo-
logical charge of 2 fixed by the Euler characteristic of the
sphere. This requirement has minimal solutions consisting
of either four +1/2 defects, two +1/2s and one +1, or two

+1s. Any additional number of defect-antidefect pairs also
satisfy the constraint. In Hydra two +1 defects form and
nucleate the head and tail. This is interesting because the
energy associated with defect formation goes as the square
of the defect charge, hence the formation of a +1 defect
is energetically disfavored - the intrinsic elastic energy of
a +1 defect is twice that of two +1/2s. Interactions be-
tween active +1/2 defects, however, lead to attractive forces
that lead to tightly bound states of two +1/2 defects [50]
and this state has the same far-field texture as a +1 defect.
Thus like-sign defect-defect attraction in active nematics is
responsible for the head and tail of regenerating Hydra —
amazing! Once again the distinctive environment in the
neighborhood of an essential singularity drives fundamental
morphological development. The quantitative exploration
of the role of defects in morphogenesis is only just starting
[75]. For instance, in the budding of tentacles in hydra, do
changes in the morphology of the actin supracellular struc-
ture with associated defect formation precede or follow cell
accumulation at the budding site? And are there morpho-
genetic signaling proteins that drive cell accummulation?
Further work coupling theory and controlled experiments
is needed to elucidate the interplay between structure, bio-
chemical signaling, mechanics and curvature in controlling
these processes.

Finally, turbulent-like dynamics of scalar chemical fields
associated with wave propagation patterns of signaling pro-
teins was recently observed in the membrane of starfish
egg cells [T6]. The observed “spiral defect chaos” resem-
bles spiral-wave patterns in reaction-diffusion systems and
in the heart, but the observation of such dynamics in vivo
and the identification of its role in biochemical signaling sug-
gest the importantce of biochemical patterns in controlling
multicellular organization and tissue mechanics in biological
development. Understanding the statistics of such patterns
in living systems and connecting them to the propagation
of mechanical forces is an important area for exploration.

IV. HARNESSING ACTIVE FLOWS

Passive liquid crystals have had enormous technological
applications thanks to a detailed understanding of the role of
boundary conditions and the response to external fields that
allows remarkable control of these materials. The dream is
to achieve equal control of active fluids so that self-organized
active flows can be utilized, for instance, for microfluidic
transport and tissue engineering, or for powering machines
at the micro and nanoscale. Can we then achieve robust
behaviors by controlling topology and geometry of active
flows? While we know that chaotic active flows can be
tamed into stable laminar flows through geometry and con-
finement [77, 78], we need to learn how to shape boundaries
and vary boundary conditions to achieve specific control of
flow in the bulk. Applications will require a quantitative
understanding of anchoring behavior, wetting and interfa-
cial properties of active liquid crystals and their response to
external fields.

a. Controlling flows with boundaries and geometry.
While geometric confinement is relatively well explored,
more recently it has been shown that spatial changes in
Gaussian curvatures can regulate specific defect structures



and direct active flows [(9-83]. The group of Sagués has
also demonstrated experimentally the possibility of achiev-
ing magnetic control of active liquid crystals by interfacing
them with passive ones [84] (see Fig. [3)). The control of
active fluids through patterned substrates is a promising
direction where much remains to be explored both experi-
mentally and theoretically.

Figure 3. Aligning an active nematic with a magnetic field by
interfacing it with a passive nematic layer. The figure, adapted
from Ref. [84], shows, from top to bottom, the configuration and
an optical micrograph of the underlying passive liquid crystal
aligned in the Smectic A (SmA) phase by application of a mag-
netic field (top); a snapshot of the active nematic obtained by
fluorescent confocal microscopy showing the alignment in “kink
walls” (also referred to “arches” in the literature) induced by the
coupling to the SmA structure of the passive layer, and the time-
average of the dynamical pattern in the active nematic layer,
with arrows indicating antiparallel flow directions. (Scale bar:
100 pm)

b. Controlling flows by patterning activity. An ambi-
tious challenge is designing flows that cannot be achieved
by control of external boundaries. Progress in this direction
has been achieved by engineering active suspensions of cy-
toskeletal filaments crosslinked by optogenetically modified
proteins, where the activity can be turned on and off with
light illumination. This allows the creation of controlled
spatial patterns of active and passive regions within a given
sample, and the temporal reconfiguration of such patterns
with suitable light pulses [85H87]. On the theoretical side,
we are faced with the task of formulating a quantitative
framework that will allow us to predict how we must sculpt
activity in space and time to design specific active flows.
This requires developing theoretical and experimental tools
to locally map out and quantify active stresses and con-

nect stress to structure and flow. Given active flows are
directly coupled to topological defects in the orientational
order, a complementary strategy focuses on using spatially
inhomogeneous activity to confine and guide defects. Re-
cent theoretical and experimental work has demonstrated
that activity gradients engender pressure gradients that ef-
fectively act like electric fields on topological charge [60] [87].
Further work is needed to understand how far the effect of
activity extends both in length and time into the passive
regions to achieve the design of emergent defect and flow
states that exhibit both spatial and temporal organization.
The ultimate challenge is to build materials that mimic bi-
ology, where the behavior is controlled by processes that are
entirely internal to the system. The next experimental step
therefore will be to design a system that can sense changes
to flow patterns and respond to such changes.

c.  Other emerging strategies. Viscoelasticity of the sus-
pending medium may also provide a mechanism for control-
ling active flows [88] [89]. Recent experimental and theoreti-
cal work has in fact shown that viscoelasticity not only can
calm chaotic flows [90H93], but can also be used to simulta-
neously tune spatial and temporal organization [94]. This
is distinct from the well-studied organization of interacting
oscillators, as it provides a mechanism for the spontaneous
organization of dissipative entities with no internal clock
into macroscopic emergent states exhibiting sustained oscil-
lations.

Another intriguing direction is the use of active fluids for
fluid-mediated computation strategies. The use of fluid net-
works for storing and transmitting information is exploited
in certain organisms, such as the slime mold Physarum
polycephalum which uses fluid networks to solve optimiza-
tion problems, although the mechanisms through which it
achieves this are yet to be understood [95]. Pressure-driven
microfluidic circuits have been employed to perform Boolean
computation [96]. The design of microfluidic devices pow-
ered by active fluids and capable of performing logical oper-
ations by exploiting the interplay of internal drive and con-
straints imposed by incompressibility has been suggested
theoretically [97], but deserves further exploration.

d. Role of theory. Finally, to answer many of the ques-
tions raised above, it will be necessary to carry out detailed
coarse-graining to connect microscopic interactions to pre-
dictive descriptions at the macroscopic or continuum level.
New approaches are being developed to translate large sets
of experimental data on the microscopic dynamics of indi-
vidual active entities into lower-dimensional models for the
dynamics of a few coarse-grained fields. These range from
mode decomposition approaches well-tested in condensed
matter and turbulence theory [98] to inferring complex in-
teractions from the statistics of individual stochastic trajec-
tories [99, [I00]. A new frontier is the use of machine learning
for inferring the parameters of continuum models directly
from experimental data. The power of this approach has
been demonstrated for active microtubule nematics [101]
and bacteria [I02], but promises to be a fruitful tool for
modeling other active systems.



V. DIRECTING ACTIVE ASSEMBLY

Since the first catalytic microswimmer was engineered
now almost 20 years ago [103] (see Fig. 4], a broad class
of “machines” powered by light or chemical sources has
been developed, including more sophisticated catalytic col-
loids, enzymes, metabolic networks, Marangoni droplets,
and Quincke rotors [22]. In many of these, the swimming
speed or degree of activity can be controlled with light or
steered with external fields. Thanks to the unprecedented
control achieved in experiments, these active colloids, as
they are broadly called, provide an important testing ground
for active matter theory and offer the potential for a vari-
ety of technological and biomedical applications, from mi-
croscale stirrers to targeted drug delivery [104]. Fullfilling
this potential will, however, require a quantitative under-
standing of the propulsion mechanisms of these active par-
ticles and of their interactions, as well as the development
of theories that connect microscopic properties to emergent
behavior.
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Figure 4. The simplest example of an active colloid is a micron-
size polystyrene bead half coated with platinum immersed in a
hydrogen peroxide solution and powered by solvent concentration
gradients that interact with the particle’s surface. The platinum
catalyzes the breakdown of H2O2 in oxygen and water, generat-
ing anisotropic concentration and charge currents that turn the
micron-size bead into a swimmer. The speed of these synthetic
swimmers is controlled by the concentration of HoO2 and is typ-
ically of order of tens of microns per second, comparable to that
of flagellated bacteria like E. coli.

a. Emergent organization of active colloids. Active col-
loids continuously draw energy from an ambient nonequilib-
rium medium, and their interactions are mediated by chem-
ical phoresis and hydrodynamic flows [22] [105]. As a re-
sult, the effective pair interactions are generally nonrecip-
rocal [IOGHIOY9]. Such nonreciprocity is especially impor-
tant in active colloidal mixtures. Its consequences can be
fascinating, and are discussed further below. Progress has
been made in the classification of diffusiophoretic colloids
by relating single-particle features and the symmetry and
source of their pair interaction to the resulting variety of
pair dynamics, such as bound dimers or orbiting pairs, ver-
sus scattering states [I10]. An important open challenge
is now establishing a quantitative connection between types
of pair interactions and emergent behavior to formulate a
classification of active colloids that relates their microscopic
properties to their collective organization at large scale and
to map out the phase diagram of each class of particles.
Tackling this challenge will require systematic theoretical
work closely coupled to experiments to relate the parame-
ters of theoretical models to experimental ones.
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Figure 5.  Nonequilibrium phase diagram of polar active col-

loids in the plane spanned by adimensionalized “chemotactic”
reorienting response coefficient A (horizontal axis) and phoretic
motility B (vertical axis). Reproduced from Ref. [111]

Some progress has been made in this direction (Fig. 5],
but achieving a complete classification will require a bet-
ter understanding of hydrodynamic interactions, that is in-
teractions mediated by fluid flow, especially their role in
driving coordination of swimmer orientation. For instance
it is known that hydrodynamic interactions can hinder or
arrest the motility-induced phase separation of scalar ac-
tive active matter [I12]. More generally, do flow-mediated
couplings promote or hinder structure formation? What
is the role of hydrodynamic interactions relative to ones
mediated by chemical fields? Can we even quantitatively
distinguish the two? A quantitative understanding of the
role of these competing mechanisms is necessary in order
to learn how to direct the assembly of such active parti-
cles to build smart and reconfigurable materials. A com-
plementary approach, inspired by successes in metamate-
rial design, is to tackle the inverse problem of configuring
an active system and active interactions to obtain specific
target structures or target flows or to perform specific func-
tions. This approach is still in its infancy in the context of
active matter, although progress is being made by employ-
ing machine-learning methods [I13]. This type of work may
provide connections with methods developed in the robotics
community.

b. Retardation and memory effects. Most theoretical
work so far has assumed that the dynamics of the colloidal
particles is much slower than the time scale for diffusion
of the chemical fuels that power it. In this limit the ef-
fective interactions generated by chemical fields (both self-
interactions that drive the particle’s motion and interpar-
ticle interactions) can be treated as instantaneous. Some
work has considered the opposite limit of very slow chemi-
cal diffusion [IT4], but the intermediate situation likely to be
relevant to many diffusiophoretic colloids where these time
scales are comparable has not been addressed. Intermediate
time scales of chemical diffusion can result in time-delayed
interactions and memory effects, which may engender new



emergent behavior, such as traveling and oscillating states.
A similar role is known to be played by viscoelasticity of
the ambient medium. In both cases these effects act like
an “effective inertia” on the dynamics, which could mediate
emergent structures that exhibit both spatial and temporal
organization, as shown recently for bacteria swimming in a
viscoelastic fluid [94].

c. Emergent organization from biochemical control. 1Tt
is also tempting to draw an analogy between the chemically-
driven dynamics of active colloids and biochemical pat-
terns [76] as well as particle-like textures in a variety of
active orientationally ordered systems [115], [I16]. Biochem-
ical patterns are ubiquitous in biology and they control or-
ganization at both the subcellular and multi-cellular lev-
els [I17, 118]. Spatiotemporal symmetry-breaking transi-
tions in biochemical patterns are essential in triggering mor-
phological changes during development, both at the unicel-
lular and multicellular level. The realization of cell and
tissue-scale deformations is achieved through intra-cellular
force networks that translate localized biochemical signals
into effective mechanical stresses that determine the global
shape dynamics. Biochemical regulation has been studied
extensively in the context of nonlinear chemical reaction
networks [I19]. It would be interesting to explore what bio-
chemical and biophysical pattern formation, regulation and
mechanochemical feeback mechanisms can teach us about
active organization [120]. The long term goal is to learn to
regulate phoretic effects to control pattern formation in syn-
thetic active systems. The creation of polar flocks or apo-
lar active liquid crystals made from anisotropic self-phoretic
colloids is an interesting challenge.

Finally, recent experiments have suggested the possibility
of building active colloidal systems controlled by real-time
feedback [12IHI23]. This is a first step towards the design
of responsive materials capable of sensing their environment
and responding in organized and prescribed ways. This
work connects directly with advances made in the robotics
community towards building smart flocks that can sense
their environment [124] and adapt to it and has implica-
tions for the understanding of information flow [125H127].

VI. NONRECIPROCAL INTERACTIONS DRIVE
NEW EMERGENT BEHAVIOR

Newton’s third law establishes that pair interactions
among parts of a mechanically isolated system are recip-
rocal: for every action there is an equal and opposite reac-
tion. Such reciprocity applies to all systems where interac-
tions can be derived from a Hamiltonian and governs all mi-
croscopic physical interactions. Reciprocity of interactions
can also be seen as a consequence of detailed balance in a
Markovian dynamics governed by a master equation. Just
requiring a time-reversal-invariant steady state guarantees
that the dynamics is downhill in the space described by a
function of configurations that can be interpreted as energy.
A natural definition of forces as gradients of this energy fol-
lows, ensuring reciprocity. In physical systems nonreciproc-
ity often emerges when effective interactions among meso-
scopic parts of a system are mediated by a nonequilibrium
medium, as in plasmas [128, [129] and mixtures of diffusio-
phoretic colloids [I30, [I31]. Nonreciprocal interactions are

ubiquitous in active and living systems that break detailed
balance at the microscale, from social forces [132, 133] to
promoter-inhibitor couplings among cell types in developing
organs and organisms [134], to antagonistic interspecies in-
teractions in bacteria [135] and prey-predator systems [136].
Understanding how nonreciprocity (NR) affects nonequilib-
rium phase transitions and emergent states of active matter
is a rapidly growing research focus in the field.

a. How do we define nonreciprocity? We believe it is
important to first attempt to provide a definition of nonre-
ciprocity in a restricted context in which a notion of force
operates and the evasion — not violation of course — of New-
ton’s Third Law can be appreciated. Let us work with dy-
namical variables {z,,a = 1,2,..., N} with identical time-
reversal signatures. These could be the positions or ori-
entations or magnetic moments of N particles labelled by
a. Let us assume they undergo inertia-less dynamics gov-
erned purely by force balance in the presence of a dissipa-
tive medium with, for simplicity, a single damping constant
I' and a noise f,,

dx,

th :;Fab+faa (2)

where F,; is the force on a due to b. If this were an equilib-
rium problem at temperature 7', the noise f, would obey
(£a(0)fp(t)) = 2kpTTé40(t). The system is said to be
nonreciprocal if Fy, # —Fp,. This is not a fundamental
violation of Newton’s Third Law, as the system is in con-
tact with a damping medium. However, if the system were
governed by an energy function that depended only on the
relative values of the {x,}, Fup + Fpe would necessarily be
zero despite the presence of a medium that could take up
the slack. Outside a context where the dynamics can be for-
mulated in terms of forces or torques, a more general notion
of nonreciprocity is still useful, in the form of an absence of
a <— b symmetry in the sensitivities of &, to changes in
xp: dzg/dt = Capxp + ... with Cop # Ch, [137]. We turn
now to specific realizations of nonreciprocity that have been
considered in the active matter context.

b. Nonreciprocity and symmetry of the order parame-
ter. The simplest description of phase separation of a bi-
nary mixture is through the classical Cahn-Hillard equa-
tions that describe the interdiffusive dynamics of two cou-
pled conserved scalar concentration fields, ¢, for a = A, B,
in one dimension [I08]. The evolution of each concentration
is governed by a ¢* field theory that allows for a spinodal
instability according to Model B dynamics,

3t¢a = 393 (az((;z’a + /{abaz¢b> ) (3)
with
1 1
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When the cross-mobilities of the two species are related by
Onsager’s relations that guarantee the approach to a ho-
mogeneous state as required by diffusive equilibrium (here
Kab = Kba), Such a system undergoes bulk phase separa-
tion from a homogeneous mixed phase into two coexist-
ing phases, each rich in one of the species. Recent work



has examined the effect of nonreciprocal cross-diffusion cur-
rents that cannot be derived from a free energy, leading to
kap # kpa [108, [109, [138]. Such a situation can arise, for
instance, in mixtures of active colloids from the breaking
of detailed balance in the microdynamics that is a defining
feature of active systems. It was shown that sufficiently
strong nonreciprocity can set the phase-separated state into
motion, resulting in traveling density waves that break ori-
entational symmetry. This work has demonstrated that NR
provides a generic mechanism for traveling, and possibly
stable oscillatory patterns, where the two components play
a chase-and-run game with each other, eventually settling
into a stable spatio-temporally modulated structure. NR
can additionally arrest the phase separation, turning the
spinodal decomposition into a Turing-type instability with
length scale selection [138]. While the emergence of spatial
and temporal patterns is well known for instance in mod-
els of population dynamics with antagonistic or mutualistic
reproduction rates [139, [140], it is surprising in systems de-
scribed by conserved scalar fields with purely diffusive dy-
namics that intuitively is expected to give monotonic decay
to a homogeneous state.
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Figure 6. Examples of nonreciprocal interactions. Top: active
colloids can experience NR effective intercations due to different
surface reactivities. Here particle A is attracted to B, but B is
repelled by A. Bottom: birds interact with other birds that are
within their vision cone. Here bird A interacts with B which is
within the vision cone of A, but B does not interact with A.

Related work has examined the effect of nonreciprocity
in a two-species Vicsek model characterized by coupled vec-
tor order parameters that encode the mean velocity of each
species [137]. Nonreciprocity is introduced here by assum-
ing that while species A aligns with both A and B, species
B aligns with B, but antialigns with A. One then finds a dy-
namical chiral state, with no equilibrium counterpart where
the mean velocities of each species rotate either clockwise or
counterclockwise, maintaining a constant phase difference -
a vectorial analog to the traveling states of phase separated
scalar Cahn-Hillard fields [108] [13§].

In both examples discussed above NR introduces new
time-dependent collective states that dynamically restore
broken symmetries of the reciprocal system. NR sets pat-
terns of scalar fields into motion, effectively breaking po-
lar symmetry, and endows antaginistically coupled polar
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flocks with handedness. More generally, what are the con-
sequences of NR in pattern-forming systems with scalar,
polar or nematic symmetry? How does NR affect the emer-
gent behavior and the nature of the phase transitions be-
tween states? Also to be explored is the role of bound-
ary conditions that may play a special role in systems with
nonreciprocal interactions. Finally, the drift instability of
scalar model described above, as well as the transition of
the two-species Vicsek model appear to be examples of a
general class of PT-breaking (P=parity, T=time reversal)
transitions that appear in open quantum systems with non-
Hermitian Hamiltonian operators, resulting in time-periodic
Floquet states [I41H143]. Exploring the connection between
nonreciprocal active matter and non-Hermitian quantum
mechanics is an important emerging direction.

c¢.  Nonreciprocity in active solids. The role of nonre-
ciprocity in mesoscale effective interactions has also been
highlighted in the context of the elasticity of materials where
the interactions among the individual constituents are non-
conservative [144]. In this case nonreciprocity manifests it-
self in the form of antisymmetric (odd) elastic moduli that
are needed to characterize the linear elasticity of isotropic
solids, in addition to familiar shear and compressional mod-
uli. The presence of these odd response functions yields new
nonequilibrium behavior, such as the ability of an inertia-
less elastic solid to support elastic wave propagation, as
well as auxetic response - when stretched, the material ex-
pands in the direction perpendicular to the applied force.
Note that this last can arise in equilibrium systems as well,
through a negative Poisson ratio.

Even in the absence of chirality, and hence of odd elas-
ticity, the effective pair interaction of orientable motile par-
ticles in an elastic medium is NR because it is mediated
by the reorienting effect of the strain field that their mo-
tion generates. The result is a strongly non-mutual “tactic”
[145] interaction between two particles of the same type,
distinguished only by which one lies ahead as defined by
the direction in which it points. The particle at the rear
acquires a purely mechanical “stealth” and can sense and
move towards the one in front without signalling its pres-
ence [146].

d. Nonreciprocity, activity and information. It seems
clear that nonreciprocity is generic in active matter, but
whether activity and nonreciprocity share the same funda-
mental origin is yet to be understood. Consider two coordi-
nates x1, T2 in a system rendered active by maintaining a
constant positive chemical potential difference Ap between
the reactants and products of a chemical reaction. Within
the standard active-matter paradigm [12] 147HI49] active
dynamics arises through chemomechanical cross-couplings
Gi,i=1,2: &; = (;Ap + ... where the ellipsis denotes the
passive part of the dynamics, and in general the {; depend
on x1,rs. Unless forbidden by additional symmetries, in
general 9¢;/0x; # 0¢;/0x; so the dynamics of x1, x2 should
be nonreciprocal. Agent-based models like the iconic Vic-
sek model may be based on reciprocal interactions or align-
ment rules, but upon coarse-graining are described by con-
tinuum equations with macroscopic couplings that do not
respect Onsager’s relations, and hence break macroscopic
nonreciprocity. Indeed, nonreciprocity rather than motility
can be seen [I50] to lie at the heart of the Vicsek/Toner-
Tu models. If the orientation vector carried by a particle



aligns more strongly with that of its neighbor ahead of it
than with its neighbor behind it, where ahead and behind
are defined with respect to the direction of the focal par-
ticle’s orientation vector, the polar order parameter in the
coarse-grained theory advects itself as if it were a velocity
even if the particles are not motile [I50]. The directed infor-
mation transfer associated with this advective nonlinearity
assures long-range order in two dimensions. It would be
useful to put the intuition described above on a firm footing
by showing how nonreciprocity arises upon coarse-graining
of reciprocal microscopic models.

Finally, NR may be the key to understanding directed in-
formation transmission in living systems, such as signalling
in cell biology or communication in social environments. In
synthetic active matter and robotics, NR interactions can
be used for control of time-delayed feedback, memory and
information flow. The understanding of these processes is
an emerging direction with far reaching imnplications from
biology to engineering.

VII. CHIRAL ACTIVE MATTER

An object is conventionally termed chiral [I5THI54] if it
cannot be superimposed on its image in a plane mirror by
means of rigid motions. Chirality can enter through struc-
ture, as in a helix in three dimensions or a scalene triangle
in two, or dynamically, as in a spinning object such as a
rotary molecular motor. In 2D chirality is uniquely defined
with respect to an axis normal to the plane in which the
system lives, such as the clockwise (CW) or counterclock-
wise (CCW) sense of rotation of a spinner. In 3D, how-
ever, the handedness of an object depends, quite literally,
on one’s point of view [I55]. Indeed an object that is three-
dimensionally achiral in an absolute sense can nonetheless
display chiral behavior in its dynamical response about a
given axis [I56]. Chirality is inescapable in biology, and liv-
ing matter is active, so it is natural to explore the interplay
of chirality and activity.

a. Chirality is an asymmetry Chirality describes the
absence of a symmetry. Asymmetry, in active systems,
begets spontaneous motion and governs its direction. A
pragmatic approach to chiral active systems thus emerges,
through time-reversal-breaking stresses and currents con-
structed from local fields and their gradients, with an odd
number of appearances of the Levi-Civita tensor. Chirality
pertains to spatial, and activity to temporal, asymmetry.
One reason to study the two together is that in passive
systems chirality tends not to reveal its presence in long-
wavelength mechanical properties — for example, the elastic
and hydrodynamic properties of cholesteric liquid crystals
at equilibrium map exactly to those of smectics [I57, [I5§].
In achiral systems with translational order, active forces in-
troduce terms whose form superficially resembles those al-
ready present in the corresponding passive systems [159], or
created by static external fields [160, [161]. Taken together,
however, the effects of chirality and activity can reinforce
each other, with surprising consequences. Some of these
can be seen in the sampling of results below, but we expect
much richness from this interplay in future studies of chiral
active matter.
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b. Turners and spinners: dry chiral active matter We
begin with agent-based models without an ambient fluid.
Motile particles whose heading turns at a constant rate
[162] [163] provide a simple realization of chiral, polar active
matter, displaying enhanced order and, for rapid enough
turning rate, micro-phase separation into coherently rotat-
ing domains with scale set by the turning radius. Persis-
tently spinning particles allow the study of activity without
translational motility or even an axis of alignment. The
particles could be actuated by a motor [164] or a rotating
field [I65], in which case chirality is a consequence of ro-
tation, or they could convert incoherent energy input into
rotary motion by virtue of their chiral shape [166]. These
active but non-motile spinners give rise to a rich range of
phenomena. Spinners in a dense passive monolayer display
a long-ranged interaction whose character changes as the
layer changes from fluid to solid [165], while two-dimensional
crystalline phases of spinners display one-way propagating
edge currents [164].

A potentially important question of principle in these
dry chiral active systems concerns how much, and under
what circumstances, the circle-walker system, which has a
local polar order parameter but no long-range vector order,
differs from the spinner system. How do properties vary
upon tuning the turning direction from clockwise to coun-
terclockwise as one crosses the point of infinite turning ra-
dius where a uniform flock intervenes? In a more speculative
vein: can elementary active-matter models with chirality of-
fer novel approaches to exploring chiral discrimination and
proofreading — life-or-death issues during protein synthesis
in the cell [167]? In this connection, recent experiments [168]
on a mixture of left- and right-turning motile ellipsoids are
noteworthy for placing in evidence an active mechanism for
stereoselection, through the formation of a preponderance
of motile achiral dimers and a smaller fraction of spinning
chiral dimers.

c¢.  Lwing chiral fluids The description of ‘wet’ chiral
active systems (see note of page 5) originates in [I69] for
bulk and [I70] for thin-film settings. Ref. [169] consid-
ers suspensions of torque dipoles consisting of a pair of op-
positely directed point torques perpendicular or parallel to
their separation vector, as well as chiral force dipoles made
of a pair of oppositely directed point forces perpendicular to
their separation vector, compensated by a torque monopole
to ensure zero total torque. The resulting extended hydro-
dynamic equations, including an angular momentum den-
sity, predict that the intrinsic rotation and the vorticity can
differ even in steady state, and that a confined active chiral
fluid with polar order can produce macroscopic shear [I71].
The spontaneous rotation of chiral active fluids yields an
escape route [I72] from the generic instability of [173].

Arguably the most far-reaching implications of wet chiral
active hydrodynamics are for developmental biology, specifi-
cally on the emergence of macroscopic left-right asymmetry
in the development of a multicellular organism. Experi-
ments on the development of the nematode Caenorhabditis
elegans, informed by the coarse-grained theory of a thin film
of chiral active fluid, have shown that counter-rotating flows
arising from cytoskeletal stresses and torques at the scale
of a cell lead to asymmetry at the scale of the embryo, in
particular cell lineages [I74), [I75]. Major open directions in-
clude identifying the (macro)molecular players responsible
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Figure 7. Developing starfish embryos self-organize into living
chiral crystals. Time sequence of still images showing crystal as-
sembly and dissolution (t = 0 hours corresponds to the onset of
clustering, scale bar 1 mm). Embryo morphology and flow fields
change with developmental time (Shape scale bar, 100 ym. Flow
field scale bar, 200 um). Embryos assembled in a crystal perform
a global collective rotation (Scale bar, 2mm). Spinning embryos
(vellow arrows) in the crystal form a hexagonal lattice, contain-
ing 5-fold (red) and 7-fold (cyan) defects (Scale bar, 0.5mm).
Spinning embryos exchange forces (brown arrows) and torques
(red arrows) due to hydrodynamic interactions. Adapted from

Ref. [176]

for the operative torque generation, and the mechanism that
organizes these coherently to yield the macroscopic torques
and flows.

A dramatic example of chiral organization in biology
is provided by recent experiments on dense collections of
starfish embryos at an interface [I76]. Over the course of
their natural development, thousands of swimming embryos
come together to form living chiral crystal (LCC) struc-
tures that persist for many hours (see Fig. E[) The self-
assembly, dynamics, and dissolution of these LCCs are con-
trolled entirely by the embryos’ internal developmental pro-
gram. Starfish embryos are inherently chiral, as they spin
about their animal pole axis in a handed manner. When
self-organized into a cluster, a fraction of each embryo’s
torque is transferred to the whole crystal, resulting in a
global cluster rotation. Perhaps more importantly, the chi-
ral spinning motions also lead to transverse interactions and
torque exchanges between embryo pairs. Because of the
nonreciprocal nature of these interactions LCCs can sup-
port self-sustained chiral waves and shear cycles, similar to
those recently predicted in odd elastic materials, providing
evidence for the importance of nonreciprocality in multi-
organismal living matter. Since many multicellular systems
naturally break time-reversal and chiral symmetries in a
manner similar to the starfish embryo system, this work
can open up an exciting avenue in search of odd properties
in biophysical systems.
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d. Translational order, bulk versus boundary and dime-
nionality. Odd elasticity of active solids [144] is an es-
pecially dramatic manifestation of the combined effects of
chirality and activity. A linear elastic tensor Cypeq relates
stress to strain: o4 = CupeaUcq, but the absence of an
energy function liberates Cypcq from the constraint of sym-
metry under ab <> c¢d. Among the consequences are work
extraction from the active solid in quasistatic cycles, and
propagating modes in the nominally inertia-free regime.

Active chiral systems with one-dimensional translational
order — active cholesterics [I61] — display a unique nonrecip-
rocal effect: gradients of layer curvature evoke a response in
the perpendicular in-plane direction, like an “odd” Laplace
pressure gradient. Whereas the odd elastic force density of
two-dimensional chiral active solids reflects an antisymmet-
ric contribution to the linear relation between stress and
strain, this force density arises even when the strain is zero.
If such a system goes through a Helfrich-Hurault [I77, [I78]
undulational instability or its active counterpart [160, [179],
this effect, odder than odd elasticity, produces a columnar
array of fluid-flow vortices, with an “antiferromagnetic” spa-
tial pattern of vorticity [161].

In these translationally ordered systems the combined ef-
fects of chirality and activity manifest themselves in the
bulk. By contrast, the most striking features of chiral active
fluids seem to lie in their edge modes [I80]. Understanding
the fundamental reason for this contrast in behaviors, and
an exploration of possible connections to the expulsion of
chirality to the edge in a layer of three-dimensionally chiral
particles [I81] are interesting open directions.

Lastly, studies of chiral active systems have largely fo-
cused on two dimensions, where chiral effects can be viewed
in the simple CW/CCW dichotomy which links naturally
to persistent currents. Understanding how activity and chi-
rality combine in three-dimensional systems, especially in
the absence of a preferred direction with respect to which
to project to two dimensions, is a challenge. It is clear
that chirality provides unusual opportunities for the man-
ifestation of active effects on large spatial scales, and that
explorations of the interplay of activity and chirality will be
a major theme in the study of active systems for years to
come.

VIII. THERMODYNAMICS OF ACTIVE MATTER

Life’s ability to exploit energy across scales is remarkable.
Living systems, operating far from equilibrium, can harness
energy at the molecular scale through ATP hydrolysis and
dissipate it on much larger spatiotemporal scales. Energy
dissipation results in emergence of self-organized structures
that span the entire length of a cell, such as the actomyosin
cortex [182] [183] or mitotic spindle [I84] [I85]. On the scale
of populations, suspensions of bacteria, cells in tissues and
flocks of birds can form remarkable swirling patterns, due
to their nonequilibrium dynamics. These examples and all
active matter systems in general are “open” from the ther-
modynamic point of view. How do information, energy
and entropy flow and transform due to interactions with
the system’s environment or within the system itself? Ef-
forts towards a fundamental understanding of the physical
and information-theoretic dynamics of these systems, and



its exploitation to discover novel design principles, are an-
other exciting frontier in active matter.

The current efforts are focused on answering two ques-
tions: how far active matter systems are from equilibrium
and what can we do far from equilibrium.

a. How far from equilibrium is active matter? Work on
nonequilibrium thermodynamics has had major successes in
building the thermodynamics of far-from equilibrium sys-
tems, with universal fluctuation theorems and other model-
free results that deeply constrain the probability distribu-
tions for quantities like applied or extracted work and en-
tropy production [I86]. In recent years progress has been
made in applying these concepts to active matter.

An important challenge is developing measures of dissipa-
tion and irreversibility that allow us to distinguish between
active and passive systems, as well as to quantify the differ-
ence between active systems that are driven out of equilib-
rium by internal processes and systems driven out of equilib-
rium by externally applied forces and perturbations. Quan-
tifying dissipation will open new avenues for probing self-
organization principles in these far-from-equilibrium sys-
tems. Below we introduce three frameworks from nonequi-
librium statistical physics that are promising candiadtes for
providing insight for this very exciting endeavor.

b. Departure from fluctuation dissipation theorem. A
consequence of the time-reversal symmetry of equilibrium is
the fluctuation-dissipation theorem (FDT). Put simply, for
a small perturbation at frequency w the system’s response
will be linear and completely characterized by the general-
ized susceptibility x”(w). Near equilibrium, time-reversal
symmetry relates this response to the intrinsic thermal fluc-
tuations characterized by the power spectrum S(w) (Fourier
transform of a correlation function) through the FDT:

BT ). (5)

w
Here, kg is Boltzmann’s constant and 7T is the tem-
perature of the surroundings. A major consequence has
been in refining our understanding of the material coefli-
cients that determine how spatial inhomogeneities in near-
equilibrium macroscopic systems relax via hydrodynamic
transport. The resulting predictions, known as Green-Kubo
relations, equate these macroscopic transport coefficients
to the microscopic equilibrium correlation functions of lo-
cal current observables. This is central to our theoretical
description of weakly nonequilibrium systems and under-
lies a number of experimental techniques for probing ma-
terials properties, such as microrheology and light scatter-
ing. Active systems, however, are nonequilibrium and far
from equilibrium the FDT becomes an inequality. One of
the interesting directions is identifying classes of perturba-
tions whose response verifies an equilibrium-like fluctuation-
response equality. This in principle will allow us to ex-
tract linearized hydrodynamic transport equations around
homogenous nonequilibrium steady-states [187 [I88].

A signature of every nonequilibrium system is current, for
instance heat flux down a temperature gradient. Recently,
a new kind of nonequilibrium principle - a thermodynamic
uncertainty relation - has been proposed that demonstrates
how energy dissipation continues to constraint current fluc-
tuations far from equilibrium [I89,[190]. This novel principle
relates the heat dissipated and the variance of the current

S(w)
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fluctuations, offering a remarkable bound on response coeffi-
cients out of equilibrium akin to the equilibrium fluctuation-
dissipation theorem. The thermodynamic uncertainty rela-
tion has been implemented to quantify work and dissipation
cycles within emergent strain waves in chiral active mat-
ter [I76]. Exploring its implications in other active context
and formulating other general relations of this type are im-
portant open challenges.

Since all equilibrium systems satisfy the FDT, an ob-
served departure in the absence of visible external forcing
signals an underlying active process. This basic principle
has been utilized to reveal nonequilibrium activity [I91]. Of-
ten, deviations from the FDT are characterized by introduc-
ing a frequency-dependent effective temperature through
the relation (cf. Eq. (f)):

1 wS(w)

" kg x(w)

One might suspect that this relation reveals frequen-
cies (timescales) relevant to the nonequilibrium behav-
ior [149] [192]. There is, however, no general principle that
allows us to use this quantity to investigate the underlying
microscopic mechanism. Insight is usually gained in this
context in conjunction with modeling [1911 [T93HI95]. Note
that T'(w) can even be negative [196].

Thus, the development of new model-independent frame-
works that can be used to identify the scales of energy dissi-
pation is crucial for a mechanistic understanding of nonequi-
librium processes in active matter systems.

c¢.  Thermodynamic arrow of time. Nonequilibrium
thermodynamics makes precise quantitative predictions
about how time-reversal asymmetry and energy utilization
(or dissipation) are manifested in nonequilibrium fluctua-
tions [I86]. Some of this theory’s most prominent results
are the fluctuation theorems, a collection of symmetries of
the fluctuations of thermodynamic quantities such as the
heat flow between a system and its environment. The fluc-
tuation theorems have proven to be a very powerful tool to
gain information from small systems where traditional ther-
modynamics does not apply [197]. Whether these frame-
works can be applied to multiscale, complex systems such
as active matter to provide novel insight is yet unkown and
an exciting direction [198§].

A cornerstone of stochastic thermodynamics is a quanti-
tative connection between physical energy dissipation and
the statistical irreversibility (arrow of time) of the dynamics.

To be specific, imagine we make a sequence of measure-
ments of a physical observable every 7 seconds, and col-
lect them into a list, or trajectory, v, = (7, Zar, ... ZTnr).
These could be anything from the position of a particle
to densities. Thermal fluctuations will make the measure-
ments noisy, and in each realization of this experiment we
obtain a different sequence of outcomes, which we charac-
terize with a probability distribution P(v;). In fact it is
possible, if not uncommon, to observe a previous sequence
in the exact reverse order, ¥, = (znr,...,Z2r, T;), which
occurs with probability P(%,). Stochastic thermodynam-
ics teaches us that these fluctuations actually are not just
incoherent noise, but in fact constrain the physical heat dis-
sipation (or energy consumption) (Qgiss of the nonequilib-
rium system. Formally, we compare the probabilities of
observing any sequence of measurements and its reverse

T(w) (6)
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Figure 8. Experimentally measured irreversibility metric (see
Eq. ) as a function of measurement frequency shows a peak
around the timescale of nonequilibrium activity. Adapted from
Ref. [199).

through a information-theoretic metric of distinguishabil-
ity [200], 201], which is called the relative entropy rate,

D, = limy, .00 (1/7) fp(%') In[P(v-)/P ()| Dly-]:

Qdiss > kBTDT . (7)

where kg is Boltzmann’s constant and T is the tempera-
ture of the surroundings. As the relative entropy D, mea-
sures how distinguishable the processes is from its reverse,
we call it the irreversibility. In other words, it quantifies the
direction of the arrow of time. Equation reveals a fun-
damental relationship between how irreversible a processes
is—obtained from passive measurements of the dynamics—
to the rate of energy consumption. This applies to any ob-
servable and nearly any nonequilibrium steady state. The
irreversibility metric has proven to be a robust experimen-
tal and computational tool to detect nonequilibrium activity
even in the absence of observable flows [200H206].

But can we apply this powerful framework to complex
many body active matter systems? This is a very excit-
ing direction and very recently it has been demonstrated
experimentally that one can extract quite a bit more in-
formation from this fundamental principle by using a new
method, namely multiscale statistical irreversibility, which
can yield the scales of energy consumption in active systems.
It is observed that the measured irreversibility changes with
measurement frequency [199],in a manner correlated with a
characteristic time scale of the underlying energy consum-
ing process (See Fig. . Thus, by analyzing statistical
irreversibility over different time and length-scales we can
discern the characteristic features of how energy is used in
active matter without building a model. And this is just the
beginning. Correlating such data-analysis techniques with
observations of function and structure can offer a principled
method to characterize energy dynamics in complex mat-
ter. This also raises the question whether there is a scale
at which dissipation is maximum and whether it is possi-
ble to use effective equilibrium descriptions beyond these
scales [207, 208].
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d.  What we can do far from equilibrium? Can we push
beyond these quantification of distance from equilibrium
toward exploiting time-varying interactions, fluctuations,
phase space structures in novel ways to enable the gener-
ation of useful work and engineered energetic and entropic
transformations [209]7

Some recent efforts focus on exploring what types of
steady states are efficiently assembled through engineered
dissipation [2I0]. How does dissipation results in self-
organization and maintenance of spatiotemporal patterns
in active matter [2I1]? Can we control activity to enable
optimal nonequilibrium environmental energetic and infor-
mation transfer? Does dissipation engineering enable pro-
grammable active matter? This will be a first step towards
developing thermodynamically efficient methods for actively
modulating the phase-space structure of active matter sys-
tems to enable adaptive control and learning.

Looking forward, it will be exciting to see how these
frameworks can provide a quantitative understanding of
how thermodynamics dictates structure in active matter
and function in living systems.

IX. FROM LIVING CELLS TO BIOLOGICAL
TISSUE

Living cells are active entities capable of a number of self-
driven mechanical functions, such as shape changes, motil-
ity and division. Through interactions and coupling to the
environment they assemble into biological tissue, forming
organs and organisms with entirely new emergent behav-
ior. An important open question in active matter physics is
developing a predictive continuum theory of living matter
that relates subcellular and cell-scale processes to adaptive
mechanics at the tissue scale. A key challenge is relating the
coeflicients of the sought after continuum models to both the
parameters of mesoscopic models, such as Vertex, Voronoi
or multi-phase field models, and to quantities controlled in
experiments. A measure of success of the theory will be its
ability to identify classes of molecular signaling mechanisms
that define specific effective material parameters capable of
characterizing behaviors at the organ and organism scale.

a. Coupling between multiple fields underlies dynamics
of tissues. An approach to developing such a theory finds
its inspiration in a successful paradigm in developmental
biology. The essence of this paradigm is the notion that
spatial and temporal concentration patterns of diffusable
chemicals known as morphogens specify the organization
of cells into emergent structures [I17, 118, 212]. In recent
years the traditional notion of scalar concentration fields has
acquired broader scope as it has become evident that orga-
nization at the tissue scale can often be described in terms
of the dynamics of continuum supracellular fields that often
include orientational degrees of freedom and define the tis-
sue’s mechanical behavior [213H2T5]. An important example
is Planar Cell Polarity that describes the tendency of epithe-
lial cells to polarize due to anisotropic protein distribution
within a given cell [216]. Cell-cell interactions can then co-
ordinate such polarity at the tissue level, resulting in large
scale tissue anisotropy usefully described in terms of spatial
and temporal variation of a continuum vector field. Such an



Figure 9. Morphogenesis of the Drosophila pupal wing. The
cells in the tissue undergo shape changes, cell divisions, cell rear-
rangements and cell extrusions during wing morphogenesis. Col-
ors denote cell contact dynamics during tissue morphogenesis.
Adapted from Ref. [217]

approach provides the opportunity to take advantage of the
machinery of the physics of flocking, and it acquires quan-
titative power when the continuum field can be related to
specific cellular processes.

Another application of these ideas to living matter is mo-
tivated by the recent observation of nematic order in a
variety of biological settings, as discussed in Section [[TI} In
some cases, as in layers of spindle-shapes progenitor neu-
ral cells [33], the individual cells are clearly elongated and
nematic textures can readily be associated with the arrange-
ments of cellular shapes, suggesting that orientational order
may be driven by crowding through the interplay of steric
and entropic effects, much like in equilibrium. In other sys-
tems, such as the Drosophila embryo [214] or the freshwater
organism Hydra [36], nematic order is evident in the organi-
zation of supracellular myosin or actin fibers. Less clear are
the origin and signature of nematic order in epithelial layers,
such as MDCK cells [34]. In general, more work is needed
to understand what may be the mechanical or biochemical
processes that drive and control the formation of nematic
textures and the biological role of such orientational order.

b. Forces shaping tissues: from intracellular to cellular.
A related question concerns the nature of active forces in bi-
ological tissue. Individual cells crawl on substrates by gen-
erating contractile active stresses through the actomyosin
machinery of their cytoskeleton. Recent experiments have
indicated, however, that when such cells organize in conflu-
ent epithelia, interactions mediated by e-cadherins result in
pulling forces exerted by cells on their neighbors, with exten-
sile stresses at the tissue scale [2I8]. What are the relative
roles of polar traction forces exerted by cells on a substrate
or the surrounding medium and cell-cell “tractions” in con-
trolling the extensile/contractile and polar/apolar nature of
active stresses in tissue and the resulting modes of collective
cell dynamics?

c. Spatiotemporally varying material properties. A key
limitation of the continuum modeling approach lies in the
assumption of fixed material properties of tissues, which is
encoded in the choice of a particular constitutive law. Tis-
sues are able to adapt their mechanical response to per-
turbations (both external and internal) and are character-
ized by multiple relaxation times. This demands a rheolog-
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ical model capable of capturing both active solid-like and
fluid-like behavior in different regimes of stress response
and to dynamically transition between the two. In other
words any rheological model of tissue mechanics must in-
corporate the active feedbacks between cellular mechanics,
polarized motility, and the regulatory biochemistry of ac-
tomyosin contractility. These couplings play an essential
role in the transmission of spatial information in large cell
monolayers, which are often mediated by travelling waves,
pulses, and a tug of war between cell-cell and cell-substrate
forces [219, [220]. While some recent progress has been made
on incorporating these couplings in continuum models [221],
informed by studies of mesoscopic models and by experi-
ments, formulating an adaptive rheological model of tissue
remains an open challenge. This is further complicated by
the fact that living tissue is also capable of adapting its
mechanical state in response to changes in environment,
through feedback loops in a way that has so far largely
eluded predictive theoretical descriptions.

d.  Form meets fuction. There are also situations where
epithelial cells organize in remarkable orderly patterns that
seem to be essential to the functioning of many tissues. Ex-
amples are photoreceptor cells in the eyes [222], the hexago-
nal cell packings in the wing of developing Drosophila [223)]
(see Fig. |§[)7 and the remarkable rectangular cell lat-
tice observed in the development of the freshwater shrimp
Parhyale [224]. The mechanisms that control the develop-
ment of such regular, ordered epithelial cell packings remain
only partially understood. Do protein anisotropies existing
at the single-cell or subcellular level control the emergence
of ordered structures, as for instance suggested in models
of the eye retina [225], or do regular cellular arrangements
emerge spontaneously from cell-cell interactions? What is
the role of growth and growth anisotropy in organizing or-
dered cell packings? Answering these questions may also
help inform and guide new pathways of active assembly for
the design of fucntional materials.

e. Beyond broken symmetries. Finally, in condensed
matter physics the notions of broken symmetry and conser-
vation laws provide powerful principles for the identification
of coarse-grained fields that allow the formulation of pre-
dictive continuum descriptions of complex phenomena. So
far the active matter community has largely been using the
same ideas to formulate continuum models of active and
living systems [2I3]. But living matter develops, divides,
repairs itself, adapts to its environment, and evolves to
perform specific functions. Its hierarchically organized
constituents often compete for fixed pools of resources:
for instance, in wound healing, the same actin pool may
drive protrusive cell motility and cell contraction [226]).
Can we identify general principles that may guide us in
constructing field theories for this more complex type of
matter, where spatial and temporal responses are often
coupled and feed back onto each other? How do we build in
to our coarse-grained theories the fact that we are dealing
with systems that have emerged from an evolutionary
process, that they correspond to evolutionarily stable
strategies? For example: when constructing a generic
model of a physical system, one would never insist that
parameter values should be poised at a threshold separating
two qualitatively distinct behaviors. Such phase-transition
points correspond to unstable fixed points of the renormal-
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Figure 10. A pictorial depiction of the connections among the
various aspects of active matter physics discussed in this article.

ization group, so that this parameter choice would amount
to non-generic fine-tuning. But evidence from diverse living
systems [227H230] suggests that tuning of this type may
be an emergent result of evolution. What is the influence
of noise on the regulatory feedbacks that control cellular
organization?

X. THE FUTURE IS ACTIVE

The field of active matter continues to evolve rapidly and
to establish connections and relevance to many areas of
science. In this article we have presented a biased selec-
tion of topics where we expect significant progress will be
made in the coming years. There are many other important
emerging directions that have been omitted. An example
is the study of the interplay of motility and information
transmission with models of active agents that change their
state upon interaction with each other [23TH233], as rele-
vant for instance to epidemics spreading. Another is sys-
tems in which the active forcing can be viewed as maintain-
ing temperature difference between two species of particles

[234, 235].

The field of active matter started out by marrying the
fluid dynamics of swimmers with the field theory of pattern
formation and phase transitions. It has now acquired its
own identity as a powerful framework for the description of
spontaneous organization in both the living and the engi-
neered worlds on a vast range of scales. The role of topology
has become evident in active systems and has pointed to the
possibility of deep connections with the statistical physics
of open quantum systems [137}, [236].

It has also become evident that the topics discussed here
are all interconnected, as displayed in Fig. with many of
these connectinons still awaiting quantitative exploration.
The field of active matter was born from the physicist’s
ambition to use statistical physics and hydrodynamics to
describe collective motion in the living world. The active
matter framework has now had important successes in cap-
turing examples of organization in living matter on scales
from subnuclear to oceanic. The overall dream is to develop
a predictive theory that will allow us to design the hierarchi-
cal organization of active agents or “machines” into larger
scale machines tuned to perform specific functions and to
adapt to the task at hand. While nature does this every
day, we are still far from achieving this goal, but continue
to make consistent progress.
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