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ABSTRACT

In this paper, we study the quantum dynamics of a one degree-of-freedom (DOF) Hamiltonian that is
a normal form for a saddle node bifurcation of equilibrium points in phase space. The Hamiltonian
has the form of the sum of kinetic energy and potential energy. The bifurcation parameter is in the
potential energy function and its effect on the potential energy is to vary the depth of the potential
well. The main focus is to evaluate the effect of the depth of the well on the quantum dynamics.
This evaluation is carried out through the computation of energy eigenvalues and eigenvectors of the
time-independent Schrédinger equations, expectation values and position uncertainties for position
coordinate, and Wigner functions.
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1 Introduction

Recently, Refs. [12,[18]] studied the effect of depth and flatness of the potential energy function on a classical Hamiltonian
and showed the influence of depth on reaction dynamics. The authors defined the depth of the potential energy as the
potential energy difference between the saddle equilibrium point and the centre equilibrium point. In this work, we
follow their formulation and study the effect of the depth of the potential energy on the quantum dynamics of the one
DOF Hamiltonian which undergoes saddle node bifurcation. The Hamiltonian has a saddle equilibrium point at the
origin and a centre equilibrium point on the right of the saddle with negative total energy in phase space. The saddle
node bifurcation occurs as the depth of the potential energy (to be referred to as well-depth) is decreased and the center
equilibrium point collides with the saddle equilibrium point. The classical dynamics can be understood qualitatively and
quantitatively [[L8] since the system is integrable and trajectories lie on the level curves of the Hamiltonian. Furthermore,
reaction defined as the crossing of the saddle equilibrium point is only possible when the energy is positive (since the
energy of the saddle equilibrium point is zero). However, the complete picture of reaction dynamics needs studying the
quantum dynamics of this one DOF system en route to the saddle-node bifurcation. When the total energy is between
the total energy of the saddle equilibrium point and the centre equilibrium point, the solution of the time-independent
Schrodinger equation consists of scattering state [L1]], tunnelling and bound state regions. Our goal is to understand
the effect of the well-depth on the quantum dynamics as a means to study the correspondence between classical and
quantum dynamics.

Quantum mechanical aspects of saddle node bifurcation of periodic orbits have been studied by other authors. For
example, Refs. [4} 5] studied the saddle node bifurcation of periodic orbits in the LiNC/LiCN system. The authors
computed several quantities and study the effect of the saddle node bifurcation in both the classical and the quantum
mechanics. Refs. [22}[23] studied the saddle node bifurcation of periodic trajectories in a two DOF Hamiltonian system.
The authors showed that for certain parameter values, a degeneracy of energy levels occurs and concluded that the
degeneracy is a quantum analogue of the saddle-node bifurcation of periodic trajectories in classical mechanics.

Analytical solutions of the time-independent Schrédinger equation are known for some special one DOF systems,
for example, the harmonic oscillator [13} 29], the Morse oscillator [9]], and the inverted harmonic oscillator [2]. The
choice of the boundary condition and an appropriate numerical method are critical steps in solving the boundary
value problem for a linear partial differential equation which is the eigenvalue problem associated with solving the
time-independent Schrodinger equation; for example, the harmonic oscillator [8], the inverted harmonic oscillator [20].
In the Schrodinger’s formulation of quantum mechanics, solving the time-independent Schrodinger equation is treated
as an eigenvalue problem where the eigenvalue is referred to as the energy and the eigenvector is called the energy
eigenfunction. Since the energy eigenfunction is a configuration space quantity, we study the correspondence between
classical and quantum dynamics using the phase space quantity called the Wigner function [30} 14} [15].

Formally, the Wigner function is defined as the Weyl transform [26] of the density operator and is a joint distribution
function of the position and the momentum coordinate. However, the Wigner function can contain negative values and
therefore is not a simple probability distribution. This is due to the fact that we can not find a non negative probability
distribution in phase space [14]], in contrast to classical mechanics. Hence, the Wigner function is usually called a quasi
probability distribution in phase space. Despite having negative values, the Wigner function is a normalised density
function and it can be used to calculate expectation values of functions of the position and the momentum coordinate.
References about the Wigner function can be found in [14} 17} 7,16, 21} [3]].

Although the potential energy function is a configuration space concept, the geometry of the potential energy function
is important in both classical and quantum mechanics in phase space and is closely related to reaction dynamics [25]].
For example, the critical points of the potential energy function is directly related to equilibrium points in phase space.
For systems of 2 or more DOF, the dynamical manifestation of saddle type critical points of the PES are normally
hyperbolic invariant manifold which is the fundamental object in constructing a dividing surface in the transition state
theory [27, [1]. Furthermore, it is now understood that the depth of a potential well affects the product ratios, formation
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of specific isomers, and identification of the intrinsic reaction coordinate in chemical reactions [[16}[19]. We study the
influence of the well-depth on the classical reaction dynamics and its correspondence with the quantum dynamics for a
Hamiltonian that shows saddle node bifurcation.

This article is structured as follows. In section 2 we briefly discuss the classical dynamics of a Hamiltonian that the
equilibrium points of it undergo saddle node bifurcation and the formulation of the depth of the potential energy function.
We then introduce the quantum version of the Hamiltonian and its time-independent Schrodinger equation. In section
3 we discuss the influence of depth of the potential energy function on the quantum dynamics. Both qualitative and
quantitative results are present including the energy eigenvalues and eigenvectors of the time-independent Schrodinger
equations, expectation values and position uncertainties for position coordinate, and Wigner functions. The conclusions
and outlook are present in section 4.

2 Classical and quantum dynamics

We consider the normal form for the one DOF Hamiltonian that the equilibrium points of it undergo saddle node
bifurcation in phase space [28]]. This is given by

1 .
Hlw.pe) = T(ps) + V(@) = 5 9% = Vi + 5 a° (1

where parameter ;1 > 0 controls the location of one of the equilibrium points relative to another and o > 0 is the
well-depth parameter and denotes the strength of the nonlinear terms in the potential energy. In this system, we define
the reaction as the change in sign of the z-coordinate, and in particular, we specify reaction to be the event when a
trajectory goes from z > 0 to z < 0.

The Hamiltonian vector field given by Eqn. (1)) has two equilibrium points (also referred to as critical points of the
potential energy function and obtained by setting the gradient of the potential energy to zero) at x¢ = (0,0) and
x5 = (2y/p1/,0). Linear stability of the equilibria is given by the eigenvalues of the Jacobian of the vector field (or
the Hessian of the potential energy function). This gives that x§ is a saddle and x$ is a centre equilibrium point. The
energy of these equilibrium points are

4:“’3/2
© 302

H(x1) =0, H(x5)= 2
The one DOF saddle-node Hamiltonian is integrable for all parameter values and trajectories lie on the isoenergetic
contours given by the Hamiltonian (). The phase space trajectories with total energy e can be classified as reactive (with
positive total energy e > 0) or non-reactive (with negative total energy e < 0) by simply checking if the isoenergetic
contour (H(x,p;) = e) crosses x = 0. We follow the formulation in Ref. [18] which defined the depth D of the
potential energy function as the the difference between the potential energy of the saddle equilibrium point and the
potential energy of the centre equilibrium point:

D=V(x) - V(x5) = 3)

The classical reaction dynamics in the one DOF system has been studied in Ref. [12}[18] and we will not repeat it here.
We present the one dimensional potential energy function for « = 1,2,5, u = 4 in Fig.[I] We can see from the figure
that for a fixed value of u, larger value of a means that we have a deeper potential well.

The geometry of the phase space structures explain the mechanism behind the reactive and non-reactive trajectories [24].
The phase space structure in the bottleneck is the saddle equilibrium point at the origin which is also a normally
hyperbolic invariant manifold (NHIM) [27]]. We note here that only for a one dimensional potential energy function
the NHIM (shown as red plus in Fig. [2)) does not change with total energy of the system, and in general the NHIM
depends on the total energy. Next, the trajectories can be separated by constructing a dividing surface at total energy



A PREPRINT - JANUARY 6, 2022

2
0
L
- a=1.00, i = 4,00, D= 10.67
2 .00,D=2.67
~ g .00, D=0.43
-8
-10
-12
0 2 4 6 8
xr

Figure 1: Potential energy function V' (z) for« = 1,2,5, u = 4.

‘H(z,p,) = e. These are the points (shown as cyan dots) on the isoenergetic contour (shown as red curve) above the
energy of the saddle equilibrium point in the Fig. 2] The reaction dynamics at different total energies can now be
classified as the reactive trajectories shown as red and black curves, or non-reactive trajectories shown as green or
blue curves, respectively. As the parameters of the potential energy surface are varied, the geometry of the reactive
trajectories in the phase space can be inferred from the isoenergetic contours as shown in the Fig.[2]
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Figure 2: Phase space view of the classical dynamics showing the change in the geometry of the reactive trajectories
(shown in red, e = 2) and non-reactive trajectories (shown in blue e = —5 and green e = —2) for different values of
the parameter « and fixed p = 4.

As the Hamiltonian (T)) is time-independent, the quantum dynamics is governed by the time-independent Schrodinger
equation with the Hamiltonian operator

Ao (w) =B (x) 4)
where, A, 52) = T(52) + V() =3 5 = VA#* + 587 ®

where 7 is the kinetic energy operator, V is the potential energy operator, F is the energy level (or eigenvalue of
the Hamiltonian operator) and ¢ (x) is its associated energy eigenfunction. The solution of the time-independent
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Schrodinger equation is of the form:

where E,, is the n-th energy level and ,,(x) is the n-th energy eigenfunction. Although the classical dynamics is
simple, the quantum dynamics of the 1 DOF system is not so straightforward. The global solution of the Schrodinger
equation can be found using power series expansion and is studied in for e.g. [11]]. The global solution consists of
bound state, scattering state and tunnelling behaviours. For our purpose, it is enough to take a finite interval around the
saddle and the centre equilibrium points and study the effect of depth on the quantum dynamics within this interval.

3 Results

In this section we present the qualitative and quantitative effect of the well-depth on quantum dynamics by calculating
the energy eigenvalues and eigenfunctions of the time-independent Schrodinger equation, mean position and position
uncertainty of n-th (for n = 0, 1, 2, 3, 4) excited state, and the Wigner function.

3.1 Quantum states

We compute the energy eigenvalue E,, and energy eigenfunctions v,, for the time-independent Schrodinger equation
(Eqn. (3)) on the domain [—1,9]. This interval shows bound state behaviour for all values of parameters considered
in this study. We solve the eigenvalue problem by discretising the Hamiltonian operator in the time-independent
Schrodinger equation using the Finite Difference (FD) method. We keep the ;1 = 4 fixed and vary « to change the
well-depth, D. We show the energy eigenvalues E,, and energy eigenfunctions v,, for n = 0, 1, 4 energy state for the
one DOF system using the FD method in Fig. [3]for three fixed values of the well-depth.

1.00

N

o

o
o
S

—— Ey=-—171
Ey= —0.06
E; =463

—— Ey=-968
Ey=-173
— E,=-236

0.75

o
3
o
e
3
@

0.50

o
3]
o
o
)
=)

0.25

o
N
o
o
N
o

0.00

-0.25 -0.25 -0.25

-0.50

1
Ind
I3y
=}

-0.50

1
e
3
@

S
b
(9]
normalised energy eigenvector v,

| 1
= ©
[=JEN]
S o

normalised energy eigenvector v,
o
o
o
normalised energy eigenvector v,
N 1)
o o
o o

1
N
o
o

0 2 4 6 8 0 2 4 6 8 0 2 4 6 8
T x xT

(a) D = 10.67 (b) D = 2.67 (©) D = 0.43

Figure 3: Energy eigenvalues F,, and energy eigenfunctions 1, for n = 0,1, 4 energy state obtained using the FD
method. The coordinate space is chosen as [—1, 9], number of grid points N =599, m =1, « = 1,2,5, u = 4 and
h=1.

We observe that for small n, the eigenfunction behaves like a bound state solution, and for large n, eigenfunction behaves
like a plane wave on the left and approaches 0 on the right which is a sign of a scattering state solution. As D decreases,
bound state behaviour of the energy eigenfunctions disappears. This makes sense as the time-independent Schrodinger
equation has scattering state solution when the depth of the potential energy surface is zero which corresponds to D = 0

in this case [11]].

The mean position of n-th excited state (z),, is defined as

() = / W1 ()i (x)d, )
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and we can use it to calculate the position uncertainty of n-th excited state
(Az)n = /(@%)n = ((2)n)?. (3)

In Fig. 4] we show the energy eigenvalues F,,, mean position of n-th excited state (x),,, and position uncertainty for
n = 0, 1, 2 excited state (Az),, against D. The energy of the centre equilibrium point #(x$) and x coordinate of the
centre equilibrium point 2§ = 2,/1/a are also shown. We vary the well-depth by varying « over the interval [1, 5].

(a) (b) ()

Figure 4: (a) Energy eigenvalues F,,, (b) mean position of n-th excited state (x),,, and (c) position uncertainty of
eigenfunctions of the n-th energy state for n = 0, 1, 2 energy state against well-depth, D. The energy of the centre
equilibrium point H(x$§) in (a), the = coordinate of the centre equilibrium point z§ in (b), (c) are also shown for
comparison. The coordinate space is chosen as [—1, 9], number of grid points N = 599, m = 1, a € [1,5], u = 4 and
h=1.

For the well-depth and domain considered in the numerical computation for the Fig.[d] we see the energy of the ground
state and excited states are above the energy of the well. As the well-depth increases, energy eigenvalues of all energy
states decrease. We observe a linear relationship between D and F,, which can be explained using Eqn. (ZI). By
comparing the mean position of all three states in Fig. [d] (b), we see that for the same value of well-depth, D, the mean
position of a given energy state lies between the saddle and the center equilibria. As n increases, that is for higher
excited states, the mean position moves closer to the saddle equilibrium point and away from the centre equilibrium
point. As the well-depth, D, decreases, the x-coordinate of the centre equilibrium point moves closer to the saddle
origin and the mean position of n-th excited state energy eigenfunction also moves closer to the saddle at the origin.
Fig.[](c) shows that for the same value of D, the position uncertainty of the ground state is smaller than the position
uncertainty of the first excited state whose position uncertainty is smaller than the same of the second excited state. As
the value of D increases, we observe the position certainties for all three states becomes constant.

3.2 Wigner function

We first compute the Wigner function for the one DOF system and then calculate an integral based on the Wigner
function to quantify the distribution in the phase space.

The Wigner function [30, 14} [15]] for the n-th energy state of the one DOF system is defined as

1 [ ;
pw, (x,p) = %/_ Yo (T — g)wn(w + g) exp(;pn) dn, )

where 9, () is the n-th energy eigenfunction for the one DOF system and 7 is the reduced Planck constant. Even
though the Wigner function for the harmonic oscillator has an analytical solution [[10], in general it can not be computed
analytically due to the fact that the energy eigenfunction 1,, does not have an analytical solution. However, the
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integral (9) can be computed numerically using the numerical solution of ,,. Thus, first we solve the time-independent
Schrédinger equation in [a, b] using an uniform grid of N points on the configuration coordinate, 2

(b—a) . .
— =0,1,2,.N -1 10
(N _ 1) ]7 ] ) ) ) ) ( )
and consider a similar uniform grid of N points in [c, d] for the momentum coordinate, p

d—
pk:c-i-mkk—OlQ N —1. (11)

Using the uniform grid discretisation, the Wigner function at point (z;, py) becomes

low., (@, p)]; 1 = pw,, (x5, pr) = 27rfi an %(% 7;1 ) eXP(%ﬁkﬂz)An
- 3t — 2l + ) cos () Ay (12)
= Wﬁzw n( Z)COS(%)A‘%

We let Anp = 2Az such that we can able to evaluate the n-th energy eigenfunction at position x; £ % using the results
we computed earlier.

We recall that in classical dynamics the phase space trajectory with total energy e is nonreactive when e < 0 and
is reactive only when e > 0. The classical phase space trajectory is classified as reactive or nonreactive trajectory
according to the total energy of the system relative to the energy of the saddle. Quantum mechanically, we describe the
reactive and nonreactive behaviour in phase space by computing and analysing the Wigner function. We do this by
calculating the probability of finding the system with classically nonreactive or reactive behaviour. The probability of
finding the system with classically nonreactive behaviour is defined as the integral

/ pw,, (z,p) dxdp. (13)
H<O0

We note that even though this integral is based on the Wigner function, it can be generalised to any other distribution
functions defined on the phase space.

We present the Wigner function for n = 0, 1, 4 energy state for the one DOF system with different values of D in
Fig.[5]and the probability of finding the system with classically nonreactive behaviour in Fig.[6] In each subfigure of
Fig.[3] the phase space trajectory H = e = E,,, where E, is the energy eigenvalue, is also plotted for comparison. The
energy eigenvalue is obtained from the same quantum state used to compute the Wigner function. In Fig. [5|when the
value of D is fixed, the non-zero values of the Wigner function lie on a larger domain in the phase space for higher
energy states (as n = 0, 1, 4 correspond to Fig. 5] (a-c), respectively). Fig. [] shows that except for small values of D,
the probability of finding the system with classically nonreactive behaviour decreases when n increases. When D is
small, the probability of finding the system with classically nonreactive behaviour is close to 0 except for n = 0. This
mismatches with what we observe in Fig. 5[f). In this case, although the Wigner function has both positive and negative
values in the region H < 0, the probability of finding the system with classically nonreactive behaviour is close to zero.
The probability of finding the system with classically nonreactive behaviour also shows consistent hill and a valley
with upward rise for n = 2, 3, 4 energy states with increasing well-depth. In Fig. [5| we observe as D increases, the
Wigner function moves to the right in phase space which is consistent with what we observed for the mean position
of the energy eigenfunction. Fig.[6]shows that as the value of depth increases, the probability of finding the system
with classically nonreactive behaviour increases and for large values of D, the probability of finding the system with
classically nonreactive behaviour is nearly one.
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Figure 5: Wigner function for n = 0, 1, 4 energy state. The coordinate space is chosen as [—1, 9], the momentum space
is chosen as [—6, 6], number of grid points N = 599, m = 1, « = 1,2,5, u = 4 and & = 1. The black curve in each
subfigure is the level curve of the classical Hamiltonian for total energy e = E,,.

4 Conclusions and outlook

In this article, we studied the effect of the depth of the potential energy function on the quantum dynamics where the
system’s equilibrium points undergo saddle node bifurcation. We present the quantitative and qualitative analysis to
show the connection between the well-depth and quantum mechanical quantities such as the energy eigenvalues, energy
eigenfunctions, mean positions, position uncertainties of the position coordinate, and Wigner function. Quantitative
analysis shows that for any excited state we considered, as the value of D increases, the energy eigenvalue decreases
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Figure 6: Integral of the one DOF Wigner function on the domain H < 0 for the first 5 energy states. The coordinate
space is chosen as [—1, 9], the momentum space is chosen as [—6, 6], number of grid points N = 599, m = 1,
a=[1,5,p=4and h = 1.

linearly, the mean position moves away from the saddle, and the position uncertainty becomes constant. We also
observe from Figure. [f] that the probability of finding the system with classically nonreactive behaviour increases and
approaches one whereas classically this probability is either zero (when the total energy e is less than zero) or one
(when the total energy e is greater than zero).

Future work will be to use the formulation of the well-depth to study its influence on the quantum dynamics of a two
degree-of-freedom and time-dependent one degree-of-freedom system. We will study how the loss of integrability
(chaos) to obtain the classical dynamics for some parameter values affect the quantum dynamics.
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A Methods for computing the quantum states

A.1 The finite difference(FD) method

The idea of the FD method is to discretise and solve the time-independent Schrodinger equation in Eqn. (@) as an
eigenvalue problem in configuration space. The time-independent Schrédinger in Eqn. (@) can be written as

(-5 502 + V(@) ¥la) = Ev(o (14)

As the coordinate x is in a continuous range, we restrict the range of x into a finite interval [a, b] and discretise the
interval into N equally spaced grid points with spacing Az such that

r—a+jAx, j=0,..N—-1 (15)
Note that (N — 1)Az = b — a. The discrete analogue of the first derivative of 1)(x) is given by:

N(x) Pz +Az) —¢Y(x)
or Az (16)

Applying a similar first derivative formula to 9 (x)/dz, we get the discrete analogue of the second derivative of ¢ (x):

PPop(x) _ K — AN (e 4 Aw) — 29(x) + (= — Ax) a7
0x2 Az N (Ax)?

The discretisation result of # is therefore a N x N Hamiltonian matrix 7 and we solve it with dirichlet boundary
condition v (a) = v (b) = 0. The boundary condition means we can treat / as a (N — 2) x (N — 2) matrix and we
only need to compute the matrix elements for the remaining N — 2 grid points:

-2 1 o .. .. 0
1 -2 1 0
T Y h? 0 1
H=T+V == 5.5 ) +
0 0 1 -2 1
0 0o 1 =2
V(a+ Az) 0 0 (18)
0 V(ie+2Az) 0
0
: N (R 0
0 cee ve. 0 V(a4 (N —-2)Az)

Thus solving the time-independent Schrédinger equation Eqn. (@) is equivalent to finding the eigenvalues E,, and the
normalised eigenvectors ), ;, of the matrix # j;, where the normalisation condition becomes ), ¥} , 1y, 1 = 1/(Ax).

D Hirthn k(@) = Enthp i () (19)
k
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A.2 Perturbation type solution

As we are interested in the dynamics near the centre equilibrium point, we Taylor expand the potential energy function
V(z) near z§ and get

1 1
V(z) = V(ag) + 5V (@) (@ — ) + gV (w3)(w — 5)* (20)
432 1 1
—_ ga2 + 52Vl — 25)? + 20l — 25)3. 1)

This shows that the system near 25 = 2,/11/c is a quantum harmonic oscillator with a cubic perturbation when « is
small.

Using Eqn. (21)), we can see that the energy eigenvalue of the newly defined energy eigenstate is approximately (ignoring
the cubic perturbation term)

4p3/? 1 1
~ 302 + fin/24/p(n + 5) = —D + hiy/ 2/ 1(n + 5), n=20,1,2,... (22)
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