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Lévy walks are a particular type of continuous-time random walks which results in a super-
diffusive spreading of an initially localized packet. The original one-dimensional model has a simple
schematization that is based on starting a new unidirectional motion event either in the positive
or in the negative direction. We consider two-dimensional generalization of Lévy walks in the
form of the so-called XY-model. It describes a particle moving with a constant velocity along one
of the four basic directions and randomly switching between them when starting a new motion
event. We address the ballistic regime and derive solutions for the asymptotic density profiles. The
solutions have a form of first-order integrals which can be evaluated numerically. For specific values
of parameters we derive an exact expression. The analytic results are in perfect agreement with the
results of finite-time numerical samplings.

PACS numbers: 05.40.Fb,02.50.Ey

I. INTRODUCTION

The idea of Lévy walks (LWs) [1, 2] can be sketched
as follows: A particle moves, straightforwardly and with
the constant velocity v0, for some time τi, then stops,
changes, instantaneously and randomly, the direction of
its motion, and starts to move along the newly chosen
direction. The particle is launched from the origin at the
initial instant of time and the process is iterated until

the time reaches the set threshold t,
∑N
i=1 τi + τ̄N+1 = t,

0 < τ̄N+1 < τN+1 (that is, the last motion event is
stopped once the time threshold is reached). The dura-
tion of a motion event is drawn from a probability den-
sity function (pdf) with a slowly decaying power-law tail,
ψ(τ) ∝ τ−1−γ , 0 < γ < 2. During the last two decades,
this simple – at first glance – model has found applica-
tions in different fields, ranging from physics and chem-
istry to biology and sociology, as an instrument to de-
scribe and understand complex transport phenomena [3].

Most of the existing theoretical results were derived for
one dimensional LW models [3]. Although the 1d set-up
allows for a lot of flexibility in tailoring of a particular
experiment-relevant model, the geometry of the resulting
process is simple: the particle moves either to the right or
to the left at any instant of time. Generalization of this
scheme to 2d is not straightforward and several models
have been proposed [2, 4], with two of them being most
intuitive.

In the uniform model [4], the direction of the next flight
is determined by choosing, randomly and uniformly, a
point on a unit circle (on the surface of the unit sphere Sd
in the d-dimensional case [2, 5–7]). The resulting process
is spatially isotropic and this allows to reduce the set of
spatial variables to a single one, r = |r|.

In the XY-model [4, 8], the motion of the particle is
restricted to four basic Cartesian directions; see Fig. 1.
When initiating a new motion event, one has to roll a
four-sided die [9], draw duration τi, and then set the par-

FIG. 1. XY-model of planar Lévy walks. A particle is
allowed to move, with a speed v0, only along one Cartesian
axis at a time, which is chosen randomly at the re-orientation
points ◦. The ballistic front is determined by the square
|x| + |y| = v0t. Geometry of the process imparts the shape
of the corresponding trajectory which exhibits a distinctive
rectangular web-like pattern with long ballistic re-locations
along the two axes. The parameters here are γ = 1/2, υ0 = 1
and τ0 = 1.

ticle into a ballistic motion along the corresponding di-
rection. The resulting process is essentially non-isotropic
and that is imprinted in the shape of pdf P (r, t) speci-
fying the probability of finding the particle at a vicinity
of point r at time t [4, 7]. The XY-model is not just an
abstract mathematical construction. For example, it re-
produces Hamiltonian kinetics in egg-crate potentials [8]
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and in infinite horizon billiards [10]. Depending on the
symmetry of a potential or size of the scatterers in a bil-
liard, the motion can be restricted to four, eight, or larger
even number of basic directions [11]. The XY-model can
be generalized to reproduce kinetics of these systems [12].

In the ballistic regime, 0 < γ < 1, mean flight
time 〈τ〉 =

∫∞
0
τψ(τ) dτ diverges and the mean squared

displacement (MSD) of the corresponding LW pro-
cesses exhibit universal ballistic scaling, 〈r2(t)〉 =∫ t
0
r2P (r, t) dτ ∝ t2. A method to compute asymptotic

pdf’s for one-dimensional ballistic Lévy walks was pre-
sented in Ref. [13]. Consequently, asymptotic pdf’s of
the uniform model were evaluated in Ref. [5].

Here we advance further along this line and address
ballistic regime of the XY-model. Evidently, the corre-
sponding spatially non-isotropic spreading is more com-
plex than the one obtained with the uniform model. Re-
markably, as we demonstrate, even in this case it is pos-
sible to compute the asymptotic densities and derive an-
alytical expressions.

II. MODEL AND BASIC EQUATIONS

Following the basic idea of LWs [2, 3], we consider a
particle which moves with constant velocity v0 and per-
forms instantaneous re-orientations at random instants
of time. The time between two consequent re-orientation
events is a random variable distributed according to pdf

ψ(τ) =
1

τ0

γ

(1 + τ/τ0)1+γ
, 0 < γ < 1, (1)

where τ0 > 0. The re-orientation process is determined
by pdf h(v) which specifies the direction of vector v,
|v| = v0.

The particle starts from the origin at the initial instant
of time. The probability to have the particle moving
without re-orientation up to time t is Ψ(t) =

∫∞
t

dτψ(τ).
Pdf P (r, t), after being transformed into the Fourier-
Laplace domain, obeys the equation

P (k, s) =

∫
dvΨ(s+ ik · v)h(v)

1−
∫

dvψ(s+ ik · v)h(v)
, (2)

where k = {kx, ky} and s are coordinates in the two-
dimensional Fourier and one-dimensional Laplace spaces,
respectively.

In the case of the XY-model, we have re-orientation
pdf h(v) = [δ(|vx| − v0)δ(vy) + δ(vx)δ(|vy| − v0)]/4. The
ballistic front has the form of a square defined by the
equation |x|+ |y| = v0t; see Fig. 1. In this case equation
(2) can be rewritten as

P (k, s) =

∑
κ∈K Ψ(s+ iκv0)∑

κ∈K [1− ψ(s+ iκv0)]
, (3)

where K = {±kx,±ky}. The structure of the equation
highlights the fact that P (r, t) is an even (symmetric)
function with respect to the space coordinates and is
also invariant under permutation x ↔ y. Henceforth
we assume that v0 = 1 and consistently re-normalized
time which now is measure in units of space. It would
be enough to replace t 7→ v0t in the final expressions in
order to obtain the answer for arbitrary v0.

In the long-time limit, the waiting-time distribu-
tion (1), can be approximated in the Laplace domain
as

ψ(s) ' 1− τγ0 Γ(1− γ)sγ + o(sγ). (4)

In the limit k, s → 0 (which corresponds to both r and
t are going to infinity), we obtain from Eqs. (3-4) the
following expression:

PXY (k, s) =

∑
κ∈K(s+ iκ)γ−1∑
κ∈K(s+ iκ)γ

. (5)

It is noteworthy that, by using the notion of fractional
material derivatives [14–16], a deterministic equation
governing the evolution of the pdf in the original space,
can be derived.

III. DERIVATION OF ASYMPTOTIC PDF
P(x, y)

We start with recasting Eq. (5) into

PXY (k, s) = Q(kx, ky, s) +Q(ky, kx, s), (6)

where

Q(kx, ky, s) =
(s+ ikx)γ−1 + (s− ikx)γ−1∑

κ∈K(s+ iκ)γ
. (7)

It is enough therefore to find the inverse of function
Q(kx, ky, s) [the inverse of Q(ky, kx, s) could be obtained
by permuting x↔ y].

We introduce the following two functions:
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g1

(
ikx
s
, u

)
=

[(
1 +

ikx
s

)γ−1
+

(
1− ikx

s

)γ−1]
exp

{
−u
[(

1 +
ikx
s

)γ
+

(
1− ikx

s

)γ]}
, (8)

g2

(
iky
s
, u

)
= exp

{
−u
[(

1 +
iky
s

)γ
+

(
1− iky

s

)γ]}
. (9)

By implementing identity

1/% =

∫ ∞
0

du e−u% (Re % > 0), (10)

we can recast Eq. (7) as

Q(kx, ky, s) =
1

s

∫ ∞
0

du g1

(
ikx
s
, u

)
g2

(
iky
s
, u

)
. (11)

By using properties of the Laplace transform for a deriva-
tive and a convolution (which we denote with ◦), from
Eq. (11) we obtain

Q(x, y, t) =
∂

∂t

∫ ∞
0

duG1(x, t, u) ◦G2(y, t, u), (12)

where

G1(x, t, u) = F−1x L−1
{

1

s
g1

(
ikx
s
, u

)}
, (13)

G2(y, t, u) = F−1y L−1
{

1

s
g2

(
iky
s
, u

)}
. (14)

Thus we obtained the expression for Q(x, y, t) which de-
mands not a three-step inverse transform, F−1x F−1y L−1,

but a pair of two-step inverse transforms, F−1x L−1 and

F−1y L−1, of functions 1
sg1
(
ikx
s

)
and 1

sg2

(
iky
s

)
, respec-

tively. To find the inverses, we follow a procedure similar
to that given in Ref. [17] (see Appendix A) and obtain

G1(x, t, u) = − 1

2πi x
lim
ε→0+

[
g1

(
− 1

x/t+ iε
, u

)
−g∗1

(
− 1

x/t+ iε
, u

)]
(15)

and

G2(y, t, u) = − 1

2πi y
lim
ε→0+

[
g2

(
− 1

y/t+ iε
, u

)
−g∗2

(
− 1

y/t+ iε
, u

)]
. (16)

For the principal values of functions (1 ± ζ)γ the fol-
lowing holds

lim
ε→0+

(1 + ζ)γ
∣∣
ζ=−1/(ξ±iε) = |1− 1/ξ|γ e±iπγ1(0,1)(ξ),

lim
ε→0+

(1− ζ)γ
∣∣
ζ=−1/(ξ±iε) = |1 + 1/ξ|γ e±iπγ1(−1,0)(ξ),

where we use the indicator function

1A(ξ) =

{
1, ξ ∈ A,
0, ξ 6∈ A.

(17)

Taking into account that both functions, G1(x, t, u)
and G2(y, t, u), are even (symmetric) with respect to x
and y [this trivially follows from the fact that functions
(8) and (9) are even with respect to kx and ky], we can
re-write Eqs. (13) and (14) in the following form

G1(x, t, u) = −
1(0,t)(|x|)

2πi |x|

[
hγ−1

(
|x|
t

)
e−uhγ(

|x|
t )

−h∗γ−1
(
|x|
t

)
e−uh

∗
γ(
|x|
t )
]
, (18)

G2(y, t, u) = −
1(0,t)(|y|)

2πi |y|

×
[
e−uhγ(

|y|
t ) − e−uh

∗
γ(
|y|
t )
]
, (19)

where

hγ(ξ) = |1− 1/ξ|γ eiπγ + |1 + 1/ξ|γ . (20)

Substituting expressions (18) and (19) into Eq. (12),
after some derivation, we obtain

Q(x, y, t) =
1(0,t)(|x|+ |y|)

2π2|x||y|
Re

∂

∂t

∫ t−|x|

|y|
dτhγ−1

(
|x|
t− τ

)

×

 1

hγ

(
|x|
t−τ

)
+ h∗γ

(
|y|
τ

)
− 1

hγ

(
|x|
t−τ

)
+ hγ

(
|y|
τ

)
 . (21)

Finally, by substituting τ = (t − |x| − |y|)η + |y| and
introducing notations

xt =
2|x|

t− |x| − |y|
, yt =

2|y|
t− |x| − |y|

, (22)

pdf PXY (x, y, t) can be represented as

PXY (x, y, t) = Q(x, y, t) +Q(y, x, t), (23)

where

Q(x, y, t) =
1

2π2|y|
Re

∂

∂t
R(xt, yt) (24)

and
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R(xt, yt) = x−γt

∫ 1

0

dη
[
(1− η)γ−1eiπ(γ−1) + (1− η + xt)

γ−1
]

×
{

1

x−γt [(1− η)γeiπγ + (1− η + xt)
γ
] + y−γt [ηγe−iπγ + (η + yt)

γ
]

− 1

x−γt [(1− η)γeiπγ + (1− η + xt)
γ
] + y−γt [ηγeiπγ + (η + yt)

γ
]

}
(25)

if |x| + |y| < t and PXY (x, y, t) = 0 if otherwise [hence-
forth we assume that Q(x, y, t) and all related functions
are multiplied with the indicator function, Eq. (17)].
Again, expressions for Q(y, x, t) and R(yt, xt) can be ob-
tained from Eqs. (24) and (25) by permuting x↔ y.

It will be easier to compute PXY (x, y, t) if we take
derivative with respect to time in Eq. (24) and in the

corresponding expression for Q(y, x, t). As the result we
obtain

PXY (x, y, t) = Q1(x, y, t) +Q2(x, y, t)

+Q1(y, x, t) +Q2(y, x, t), (26)

where

Q1(x, y, t) =
(1− γ)x1−γt yt

4π2|y|2

∫ 1

0

dη(1− η + xt)
γ−2

Re

{
1

x−γt [(1− η)γeiπγ + (1− η + xt)
γ
] + y−γt [ηγe−iπγ + (η + yt)

γ
]

− 1

x−γt [(1− η)γeiπγ + (1− η + xt)
γ
] + y−γt [ηγeiπγ + (η + yt)

γ
]

}
, (27)

Q2(x, y, t) =
γx−γt yt
4π2|y|2

∫ 1

0

dη
[
x1−γt (1− η + xt)

γ−1
+ y1−γt (η + yt)

γ−1
]

Re
[
(1− η)γ−1eiπ(γ−1) + (1− η + xt)

γ−1
]

×

{
1{

x−γt [(1− η)γeiπγ + (1− η + xt)
γ
] + y−γt [ηγe−iπγ + (η + yt)

γ
]
}2

− 1{
x−γt [(1− η)γeiπγ + (1− η + xt)

γ
] + y−γt [ηγeiπγ + (η + yt)

γ
]
}2
}
. (28)

By introducing coordinates

x =
1

t

∫ t

0

v(t′)dt′ =
x

t
, y =

1

t

∫ t

0

v(t′)dt′ =
y

t
, (29)

for which the pdf has the form

P(x, y) = t2PXY (tx, ty, t), (30)

we can obtain an expression that does not depend on
t in the explicit way. We will not write it here; it can
be obtained straightforwardly from Eq. (26) by replacing
x→ x, y → y and t→ 1.

IV. ALTERNATIVE REPRESENTATION OF
P(x, y)

Here we derive an alternative expression for
PXY (x, y, t) which will be used to derive exact an-

alytical results for γ = 1
2 in Section VI.

First, we recast Eq. (5) as

PXY (k, s) = H(kx, ky, s) +H(−kx, ky, s)
+H(ky, kx, s) +H(−ky, kx, s), (31)

where

H(kx, ky, s) =
(s+ ikx)γ−1∑
κ∈K(s+ iκ)γ

. (32)

We use Eq. (10), together with the definition of the
Laplace transform of a convolution, to obtain

H(x, y, t) =

∫ ∞
0

duH1(x, t, u) ◦H2(y, t, u) (33)
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where

H1(x, t, u) = F−1x L−1
{

(s+ ikx)γ−1

×e−u(s+ikx)
γ

e−u(s−ikx)
γ
}
, (34)

H2(y, t, u) = F−1y L−1
{
e−u(s+iky)

γ

e−u(s−iky)
γ
}
. (35)

Next we use the property of the Fourier transform of a
convolution (which we denote with •) to rewrite functions
(34) and (35) as

H1(x, t, u) = F−1x L−1
{

(s+ ikx)γ−1e−u(s+ikx)
γ
}

◦ •x F−1x L−1
{
e−u(s−ikx)

γ
}
, (36)

H2(y, t, u) = F−1y L−1
{
e−u(s+iky)

γ
}

◦ •y F−1y L−1
{
e−u(s−iky)

γ
}
. (37)

It is now clear that we are dealing with one-sided γ-
stable Lévy distribution `γ(t) = L−1{e−sγ} [18]. It is
easy to see that for u > 0 we have

L−1
{
e−us

γ
}

= u−1/γ`γ(u−1/γt),

L−1
{
sγ−1e−us

γ
}

=
t

γu
u−1/γ `γ(u−1/γt).

Using these expressions together with the property of
a shifted inverse Laplace transform, L−1{f(s + b)} =
e−btf(t), and the fact that F−1x {e−ikxb} = δ(x + b) (the
same stands for y), from Eqs. (36) and (37) we obtain

H1(x, t, u) = 1(0,t)(|x|)
u−2/γ−1

2γ

× t+ x

2
`γ

(
t+ x

2u1/γ

)
`γ

(
t− x
2u1/γ

)
(38)

and

H2(y, t, u) = 1(0,t)(|y|)
u−2/γ

2

×`γ
(
t+ y

2u1/γ

)
`γ

(
t− y
2u1/γ

)
. (39)

Substituting (38) and (39) into Eq. (33), we get

H(x, y, t) =
1(0,t)(|x|+ |y|)

8γ

∫ ∞
0

duu−4/γ−1

×
∫ t−|x|

|y|
dτ (t− τ + x)

×`γ
(
t− τ + x

2u1/γ

)
`γ

(
t− τ − x

2u1/γ

)
×`γ

(
τ + y

2u−1/γ

)
`γ

(
τ − y

2u−1/γ

)
. (40)

Finally, by changing variables, τ = (t−|x|− |y|)η+ |y|
for the internal integral in Eq. (40) and u =

(
t−|x|−|y|

2

)γ
ϑ

for the external one, from PXY (x, y, t) = H(x, y, t) +
H(−x, y, t) + H(y, x, t) + H(−y, x, t) [see Eq. (31)] we
obtain

PXY (x, y, t) =
4t

γ(t− |x| − |y|)3

∫ ∞
0

dϑϑ−4/γ−1

×
∫ 1

0

dη `γ

(
1− η
ϑ1/γ

)
`γ

( η

ϑ1/γ

)
×`γ

(
1− η + xt
ϑ1/γ

)
`γ

(
η + yt
ϑ1/γ

)
(41)

if |x|+ |y| < t and PXY (x, y, t) = 0 if otherwise.
Expression (41) is less complex than the one obtained

in the previous section but it includes a double integral
and seems to be less convenient for numerical evaluation.
However, as we will show in Section VI, this form allows
us to derive an exact analytic expression for the case
γ = 1/2. Moreover, from this representation we see that
PXY (x, y, t) is indeed a non-negative function and hence
it is a legitimate pdf [while the normalization condition
is obviously holds due to the fact that PXY (k, s)|k=0 =
1/s].

By changing variables in Eq. (41), ϑ−1/γ 7→ ϑ, x = x/t,
and y = y/t, and introducing new variables,

xr =
2|x|

1− |x| − |y|
, yr =

2|y|
1− |x| − |y|

, (42)

we obtain the following expression for P(x, y):

P(x, y) =
4

(1− |x| − |y|)3

∫ ∞
0

dϑϑ3
∫ 1

0

dη `γ [ϑ(1− η)]

×`γ(ϑη) `γ [ϑ (1− η + xr)] `γ [ϑ(η + yr)] (43)

when |x|+ |y| < 1 and P(x, y) = 0 otherwise [20].

V. NUMERICAL ANALYSIS

A. Numerical evaluation of P(x, y)

Here we show how to compute asymptotic pdf P(x, y).
From Eq. (26) we have

P(x, y) = Q1(x, y)+Q2(x, y)+Q1(y, x)+Q2(y, x), (44)

where Q1,2(x, y) = Q1,2(x, y, t = 1). In Eqs. (27) and

(28) we replace variable η 7→ 1+η
2 . This allows us to

extend the integration interval from [0, 1] to [−1, 1] and
then implement Gauss–Jacobi quadrature [21]. We chose
this particular method because it is very convenient to
deal numerically with integrals which includes power-law
singularities.
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FIG. 2. Asymptotic probability density functions P(x, y) for different values of γ. The functions are obtained by using Eq. (44).
Note that in cases (a) and (b) P(x, y) is singular along lines x = 0 and y = 0, while minimal values of x and y used to plot the
functions are 10−3. In the case (a), P(x, y) is also singular along the ballistic front |x| + |y| = 1 and the outward points used
to plot the functions are at distance 10−3 from the front.

We now write

Q1(x, y) =

∫ 1

−1
dη (1− η)γ−1q1(η;x, y), (45)

Q2(x, y) =

∫ 1

−1
dη (1− η)γ−1q2(η;x, y) (46)

with functions

q1(η;x, y) =
2(1− γ)

π2xγ−1r yr(1− |x| − |y|)2
(1− η)1−γ (1− η + 2xr)

γ−2

×Re

{
1

x−γr [(1− η)γeiπγ + (1− η + 2xr)γ ] + y−γr [(1 + η)γe−iπγ + (1 + η + 2yr)γ ]

− 1

x−γr [(1− η)γeiπγ + (1− η + 2xr)γ ] + y−γr [(1 + η)γeiπγ + (1 + η + 2yr)γ ]

}
, (47)

q2(η;x, y) =
2γ

π2xγryr(1− |x| − |y|)2
[
x1−γr (1− η + 2xr)

γ−1
+ y1−γr (1 + η + 2yr)

γ−1
]

×Re
[
eiπ(γ−1) + (1− η)1−γ(1− η + 2xr)

γ−1
]

×

{
1{

x−γr [(1− η)γeiπγ + (1− η + 2xr)γ ] + y−γr [(1 + η)γe−iπγ + (1 + η + 2yr)γ ]
}2

− 1{
x−γr [(1− η)γeiπγ + (1− η + 2xr)γ ] + y−γr [(1 + η)γeiπγ + (1 + η + 2yr)γ ]

}2
}
, (48)

which have no singularities with respect to η (for any
fixed values of x and y).

Following the Gauss–Jacobi quadrature recipe [21], we

obtain

Q1(x, y) ≈
n∑
j=1

wjq1(ηj ;x, y), (49)

Q2(x, y) ≈
n∑
j=1

wjq2(ηj ;x, y), (50)
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where weights are

wj = − (2n+ a+ b+ 2)Γ(n+ a+ 1)

(n+ a+ b+ 1)2Γ(n+ a+ b+ 1)

× Γ(n+ b+ 1)2a+b+1

Γ(n+ 2)J
(a+1,b+1)
n−1 (ηj)J

(a,b)
n+1 (ηj)

(51)

and ηj are roots of Jacobi polynomials J
(a,b)
n (η). In our

case a = γ − 1 and b = 0.
In the functions under the integrals in Eqs. (45) and

(46), we separate singular multiplier (1−η)γ−1, and then
compensate it with (1 − η)1−γ in some places [22]. Fig-
ure 2 shows asymptotic pdf computed for three different
values of γ. Note that, for γ = 0.35 and 0.5, the corre-
sponding pdf’s are singular along lines x = 0 and y = 0
[23]. Additionally, for γ = 0.35, the pdf is also singular
along the ballistic front [23]. The numerically calculated
pdf’s have finite height because the minimal distances of
the grid points from the singular lines are 10−3.

B. Comparison with the results of finite-time
samplings

Here we discuss a procedure to compare analytical re-
sults with numerically sampled finite-time histograms.

We split the domain where the pdf takes non-zero val-
ues, i.e. inside the ballistic square |x|+ |y| < 1, into a set
of bins.

Consider now bin A of area S(A). Then the average
probability density function over bin A is

PA =
1

S(A)

∫∫
A
P(x, y)dxdy. (52)

The corresponding pdf (which will be estimated through
the numerical sampling) is

Pnum
A =

1

S(A)

NA
Ntotal

. (53)

Here NA is the number of realizations which ended up,
after fixed time t, in bin A, while Ntotal is the total num-
ber of realizations. Then, for large enough Ntotal, we
expect PA ≈ Pnum

A .
If function P(x, y) is continuous over A, then, accord-

ing to the mean value theorem, there is point (xc, yc) ∈ A
such that PA = P(xc, yc). If, in addition, A is small
(compared to the characteristic scale over which PA
varies substantially), then, by using Taylor series, we
have P(x, y) ≈ P(xc, yc) for all (x, y) ∈ A. Therefore,
in a sufficiently small domain A, pdf P(x, y) can be ap-
proximated by the average density over the domain such
that P(x, y)|(x,y)∈A ≈ PA ≈ Pnum

A .
We partition the interior of square |x|+ |y| < 1 into set

of bins with a set of lines parallel to the main Cartesian
axes and distance ε between two neighboring lines. By
doing that, we obtain M2 bins, M = 1/ε.

Bin Aij is defined as xi ≤ x ≤ xi+1 and yj ≤ y ≤ yj+1

with xi+1 − xi = yj+1 − yj = ε. We have

PAij =
1

S(Aij)

∫∫
Aij
P(x, y)dxdy

=
1

ε2

∫ xi+1

xi

∫ yj+1

yj

P(x, y) dxdy.

By introducing variables x = xi+1−xi
2 x′ + xi+1+xi

2 and

y =
yj+1−yj

2 y′ +
yj+1+yj

2 , which maps intervals [xi, xi+1]
and [yj , yj+1] onto the interval [−1, 1], we get

PAij =
1

4

∫ 1

−1

∫ 1

−1
P
[ε

2
(x′ + 1) + xi,

ε

2
(y′ + 1) + yj

]
dx′dy′

≈ 1

4

m∑
m1=1

m∑
m2=1

wm1
wm2
P
[ε

2
(x′m1

+ 1) + xi,
ε

2
(y′m2

+ 1) + yj

]
. (54)

In the second line of Eq. (54) we approximate the in-
tegral by using orthogonal Legendre polynomials of or-
der m (they can be obtained as a particular case of Ja-
cobi polynomials by setting a = b = 0). Therefore,
in this case weights wm1,m2

follows from Eq. (51) with
a = b = 0, while xm1

and ym2
are root of Legendre

polynomial Pm(ξ) = J
(0,0)
m (ξ). To find PAij , we have

to calculate P
[
ε
2 (x′m1 + 1) + xi,

ε
2 (y′m2 + 1) + yj

]
by us-

ing the above described method. For the bins Aij , in
which P(x, y) has singularities [23], we can use the same
scheme, by taking into account the corresponding singu-

larity order in Eq. (54).

We denote the averaged (over the bin) probability den-
sity PAij as Pbin(x, y), where (x, y) are coordinates of
the center of the corresponding bin Aij . To compare
Pbin(x, y) with P(x, y), we calculate pdf P(x, y) at the
center of the corresponding bin Aij .

Figures 4–6 present a comparison of the probability
distributions obtained by averaging pdf P(x, y), Eq. (30),
over the bins of a 400 × 400 grid, with the results of a
finite-time sampling (by using the same grid) with 108 re-
alizations. While for γ = 0.35 and 0.5 sampling over time
t = 103 yields histograms that are in a perfect agreement
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FIG. 3. Averaged probability density functions Pbin(x, y) for γ = 0.35 obtained (a) with Eq. (54) and (b) by sampling a
histogram for t = 103 with 108 realizations. To calculates the functions, the square [−1, 1]× [−1, 1] was divided into a grid of
400× 400 with cells. Sections y = 0 (black dashed line) and y = x (white dashed line) are presented on Figures 5(a) and 6(a),
respectively. Number of the sampled realisations is 108.

FIG. 4. Averaged probability density functions Pbin(x, y) for γ = 0.75 obtained (a) with Eq. (54) and (b) by sampling a
histogram for t = 103 with 108 realizations. To calculates the functions, the square [−1, 1] × [−1, 1] was divided into a grid
of 400 × 400 bins. Distributions along the sections y = 0 (black dashed line) and y = x (white dashed line) are presented on
Figures 5(c) and 6(c), respectively. Number of the sampled realisations is 108.

with the theoretical results, for γ = 0.75 the peak at the
origin develops slowly in time.

VI. EXACT SOLUTION FOR γ = 1/2

For γ = 1/2 we have Lévy-Smirnov distribution [18]

`1/2(t) =
e−1/(4t)

2
√
πt3/2

.

By substituting this into Eq. (43), after some elementary
calculations, we obtain

P(x, y) =
4

π2(1− |x| − |y|)3

∫ 1

0

dη
√
p(η)

p̃2(η)
,

where

p(η) = (1 + xr − η)(1− η)η(η + yr) (55)

and

p̃(η) = p(η)

(
1

1 + xr − η
+

1

1− η
+

1

η
+

1

η + yr

)
.

Next, we take into account that

p̃(η) = −(2 + xr + yr)(η − η1)(η − η2),

where

η1,2 =
1 + xr ±

√
(1 + xr)(1 + yr)(1 + xr + yr)

2 + xr + yr
. (56)

Since 1−|x|− |y| = 2
2+xr+yr

[as it follows from Eq. (42)],

we can recast the expression for the asymptotic pdf in
the form

P(x, y) =
2 + xr + yr

2π2

∫ 1

0

dη
√
p(η)

(η − η1)2(η − η2)2
. (57)
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FIG. 5. Sections of Pbin(x, y) along line y = y0 = 0 for three different values of γ. Blue solid curves are theoretic results, red
circles are result of the sampling for time t = 103, and green stars [on panel (c)] are result of the sampling for time t = 104.
Number of the sampled realisations is 108 in all the cases.

FIG. 6. Sections of Pbin(x, y) along line y = x for three different values of γ. Blue solid curves are theoretic results, red circles
are result of the sampling for time t = 103, and green stars [on panel (c)] are result of the sampling for time t = 104. Number
of the sampled realisations is 108 in all the cases.

Because p(η) is polynomial of the fourth order, the
integral in Eq. (57) can be expressed through elliptic in-
tegrals [19] (see Appendix B for more details):

P(x, y) = Ω(x, y)

[(
µ(x, y) +

1

µ(x, y)

)
K

(
1− 1

µ2(x, y)

)
−2µ(x, y)E

(
1− 1

µ2(x, y)

)]
, (58)

where

Ω(x, y) =
(2 + xr + yr)

3

16π2

×
√

(1 + xr)(1 + yr)−
√

1 + xr + yr
(1 + xr)(1 + yr)(1 + xr + yr)

, (59)

µ(x, y) =

√
(1 + xr)(1 + yr) +

√
1 + xr + yr√

(1 + xr)(1 + yr)−
√

1 + xr + yr
, (60)

while K(m) and E(m) complete elliptic integrals of the
first and second kind.

VII. CONCLUSIONS

In this work we present a detailed theoretical analysis
of a particular two-dimensional Lévy walk (LW) model
in the ballistic regime. With this, we wanted to demon-
strate that a complex planar spatially anisotropic LW

process [4] can be evaluated analytically up to fine de-
tails [27]. In this context, our work constitutes a next
step in the direction set in Refs. [10, 12], where this pro-
gram was realized for the border between diffusive and
superdiffusive regimes, i.e., for γ = 2.

The super-diffusive regime, 1 < γ < 2, was partially
addressed in Ref. [7]. This regime, however, is the hard-
est one to evaluate analytically. In this case P (x, y, t)
does not obey a uniform scaling but rather two differ-
ent ones, a Lévy scaling governing the bulk of the pdf
and co-variant scaling [28] governing the ballistic ends.
In 2d, aside of the obvious dependence of the scalings
on the direction, the position of the ’meeting’ point of
the two scalings depends not only on time (as in the
one-dimensional case [28]) but also on the direction. We
hope that a progress will be made in this direction and
it would be possible, f.e., to relate analytical considera-
tions and numerical simulations of transport processes in
two-dimensional Hamiltonian systems [8].
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Appendix A: Inverse Fourier-Laplace transform in
1d case

Here we briefly review the method presented by
Godrèche and Luck in Ref. [17].

Assume there is scaling G(x, t) = 1
tΦ
(
x
t

)
. We denote

x = x
t and obtain

G(k, s) = FxL{G(x, t)} =

∫ ∞
−∞

Φ(x)dx

ikx+ s

=
1

s

〈
1

1 + ik
s X

〉
=

1

s
g

(
ik

s

)
. (A1)

According to the Sokhotski–Plemelj theorem [26]

lim
ε→0+

1

ξ ± iε
= ∓iπδ(ξ) + P

1

ξ

(a letter P denotes that the Cauchy principal value is
taken) and, therefore, δ(ξ)=− 1

π Im lim
ε→0+

1
ξ+iε .

Then, taking into account that

Φ(x) = 〈δ(x−X)〉, (A2)

we obtain

Φ(x) = − 1

π
Im lim

ε→0+

〈
1

x−X + iε

〉
= − 1

π
lim
ε→0+

Im

[
1

x+ iε
g

(
− 1

x+ iε

)]
. (A3)

Therefore

G(x, t) = − 1

πx
lim
ε→0+

Im g

(
− 1

x/t+ iε

)
. (A4)

Next we show that the method proposed by Godrèche
and Luck is related to the Stieltjes transform.

Namely, from Eq. (A1) follows (here we introduce no-
tation ik/s = ζ)

g(ζ) =

∫ ∞
−∞

Φ(x)dx

1 + ζ x
.

We make replace ζ = −1/z and obtain

1

z
g

(
−1

z

)
=

∫ ∞
−∞

Φ(x)dx

z − x
. (A5)

The rhs of Eq. (A5) is the Stieltjes transform of Φ(x).
Denoting S(z) = 1

z g
(
− 1
z

)
, taking into account that the

inverse Stieltjes transform is defined as [24]

Φ(x) = lim
ε→0+

S(x− iε)− S(x+ iε)

2πi
,

and using the identity Im f = f−f∗
2i , we arrive at the

formula (A3).
Therefore, it is clear now that the method, in principle,

is a particular case of the implementation of the inverse
Stieltjes transform. Usually it is used for the probability
density functions. However, it is not specific and can be
used for general functions [24], like functions in Eqs. (13)
and (14).

Appendix B: Legendre’s normal form for elliptic
integrals

Assume that R(η) is a forth-order polynomial and S(η)
is an arbitrary rational function. We will follow Ref. [19]
(Section VIII in there), and describe a method to reduce
integrals of the following type

I =

∫ 1

0

S(η)dη√
R(η)

(B1)

to elliptic ones. We are only interested in the case
when all roots of R(η) are real; we also set the lead-
ing coefficient of the polynomial equals to one. We write
R(η) = (η − a1)(η − a2)(η − a3)(η − a4) and apply to
Eq. (B1) the following linear fractional transform

η =
aω + b

cω + d
, (B2)

where we also assume ad − bc 6= 0. Next we take into
account that

η − aj =
(a− caj)ω + b− daj

cω + d

with j = 1, 4 and

dη =
ad− bc

(cω + d)2
dω,

and arrive at

I =

∫ − b−da−c

− ba

(ad− bc)σ(ω)dω√
4∏
j=1

[(a− caj)ω + b− daj ]
, (B3)

where σ(ω) = S
(
aω+b
cω+d

)
is a rational function.

Next we write

4∏
j=1

[(a− caj)ω + b− daj ] = (q0ω
2 + q1ω + q2)

×(h0ω
2 + h1ω + h2) (B4)

with coefficients

q0 = (a− ca1)(a− ca2),

q1 = (a− ca1)(b− da2) + (a− ca2)(b− da1),

q2 = (b− da1)(b− da2),

h0 = (a− ca3)(a− ca4),

h1 = (a− ca3)(b− da4) + (a− ca4)(b− da3),

h2 = (b− da3)(b− da4).

We choose a, b, c, d such that in polynomial (B4) coef-
ficients for ω3 and ω are nullified. Whence it follows
conditions

q0h1 + h0q1 = 0, q1h2 + h1q2 = 0,
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which hold for q1 = h1 = 0.
We obtain therefore a system of equations:

2−
(
d

b
+
c

a

)
(a1 + a2) + 2

d

b

c

a
a1a2 = 0,

2−
(
d

b
+
c

a

)
(a3 + a4) + 2

d

b

c

a
a3a4 = 0, (B5)

from which the expressions for d
b + c

a and d
b
c
a can be

obtained. From four variables a, b, c, d we can choose two
as parameters and solve the system of equations for the
remaining two. Integral in Eq. (B3) can be written now
as

I =

∫ − b−da−c

− ba

(ad− bc)σ(ω)dω√
(q0ω2 + q2)(h0ω2 + h2)

, (B6)

and can be reduced to a combination of elliptic integrals
of the first, second, and third orders [19].

We apply the above described approach to the integral
in Eq. (57)

I =

∫ 1

0

dη√
p(η)

p(η)

(η − η1)2(η − η2)2
. (B7)

We set R(η) = p(η), S(η) = p(η)
(η−η1)2(η−η2)2 and

a1 = 1 + xr, a2 = 1, a3 = 0, a4 = −yr.

After applying the linear fractional transform (B2) with
parameters a = −1 and b = 1 (just a convenient choice),
we get solutions of the system (B5):

c =
1 + xr +

√
D

(1 + xr)yr
, d = −1 + xr −

√
D

(1 + xr)yr
,

c =
1 + xr −

√
D

(1 + xr)yr
, d = −1 + xr +

√
D

(1 + xr)yr
, (B8)

where

D = (1 + xr)(1 + yr)(1 + xr + yr). (B9)

It is not important which pair to choose; we take the
second one form Eq. (B8), which guarantees ad− bc > 0.

Thus, we get

ad− bc =
2
√
D

(1 + xr)yr
, − b

a
= 1,

−b− d
a− c

=
(1 + xr)(1 + yr) +

√
D

(1 + xr)(1 + yr)−
√
D
,

and

q0,2 =

(
1 + xr + yr ∓

√
D
)[

(1 + xr)(1 + yr)∓
√
D
]

(1 + xr)y2r
,

h0,2 = ±
√
D

1 + xr
. (B10)

After substituting (B2) and taking into account the above
results, we arrive at

p(η) =
(q0ω

2 + q2)(h0ω
2 + h2)

(cω + d)4
,

q0ω
2 + q2 = |q0|

(
q2
|q0|
− ω2

)
,

h0ω
2 + h2 = h0(ω2 − 1),

η − η1 =
2

cω + d

(1 + yr)(1 + xr + yr) +
√
D

(2 + xr + yr)yr
,

η − η2 = − 2

cω + d

(1 + yr)(1 + xr + yr)−
√
D

(2 + xr + yr)yr
ω,

σ(ω) =
(2 + xr + yr)

2y2r
16(1 + yr)2(1 + xr + yr)2

|q0|h0

×
(
−ω2 +

q2
|q0|

+ 1− q2
|q0|ω2

)
.

Here we took into account that q0 < 0, h2 < 0 and
h2 = −h0. Reducing Eq. (B6), we get

I = θ

∫ µ

1

dω√(
q2
|q0| − ω

2
)

(ω2 − 1)

×
(
−ω2+

q2
|q0|

+ 1− q2
|q0|ω2

)
, (B11)

where

θ =
(2 + xr + yr)

2

8D

×
[√

(1 + xr)(1 + yr)−
√

1 + xr + yr

]
, (B12)

µ = −b− d
a− c

=
(1 + xr)(1 + yr) +

√
D

(1 + xr)(1 + yr)−
√
D
. (B13)

From Eq. (B10) we obtain

q2
|q0|

=

[√
D + 1 + xr + yr

][
(1 + xr)(1 + yr) +

√
D
]

[√
D − (1 + xr + yr)

][
(1 + xr)(1 + yr)−

√
D
] .

Next we use Eq. (B9) and identity

λ1 +
√
λ1λ2

λ1 −
√
λ1λ2

=

√
λ1λ2 + λ2√
λ1λ2 − λ2

,

and find out

(1 + xr)(1 + yr) +
√
D

(1 + xr)(1 + yr)−
√
D

=

√
D + 1 + xr + yr√
D − (1 + xr + yr)

.
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Therefore, the following holds

µ =

√
D + 1 + xr + yr√
D − (1 + xr + yr)

,
q2
|q0|

= µ2. (B14)

Integral (B11) takes a form

I = θ

∫ µ

1

dω√
(µ2 − ω2) (ω2 − 1)

(
−ω2 + µ2 + 1− µ2

ω2

)
.

It is easy to see that −ω2 +µ2 +1− µ2

ω2 ≥ 0 for ω ∈ [1, µ],
and therefore I > 0.

Finally, by using table integrals [25], we get

I = θ
[
(µ+ 1/µ)K

(
1−1/µ2

)
− 2µE

(
1−1/µ2

)]
, (B15)

where

K(m) =

∫ π/2

0

dϕ√
1−m sin2ϕ

, (B16)

E(m) =

∫ π/2

0

dϕ

√
1−m sin2ϕ (B17)

are complete elliptic integrals of the first and second
orders, respectively. It is noteworthy that Eq. (B15)
can be recast by using the hypergeomtric functions,
by using K(m) = π

2 2F1

(
1
2 ,

1
2 ; 1;m

)
and E(m) =

π
2 2F1

(
− 1

2 ,
1
2 ; 1;m

)
.
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[17] C. Godrèche and J. M. Luck, Statistics of the occupation
time of renewal processes, J. Stat. Phys. 104, 489 (2001).

[18] G. Samorodnitsky and M. S. Taqqu, Random Processes:
Stochastic Models with Infinite Variance Stable Non-
Gaussian (Chapman and Hall, NY, 1994).

[19] H. Hancock, Lectures on the Theory of Elliptic Functions.
Vol. I (John Wiley & Sons Inc., NY, 1910).

[20] Formally, xr = xt and yr = yt. However, since variables
xr and yr are related to the expression which does not
depend on t explicitly, we use different notations here to
distinguish these two different situations.

[21] A. Ralston, P. Rabinowitz, A First Course in Numerical
Analysis (Dover Publ. Inc., NY, 2001).

[22] An alternative is to split expression in Eq. (45) into sum-
mands of two different types, which do and do not include
singular multiplier (1 − η)γ−1. However, in this case we
would need two different types of orthogonal polynomi-
als; e.g., for weights wj and nodes ηj .

[23] Yu. S. Bystrik and S. Denisov, in preparation.
[24] D. V. Widder, The Laplace Transform (Princeton Uni-

versity Press, 1946).
[25] A. P. Prudnikov, Yu. A. Brychkov, and O. I. Marichev,

Integrals and Series, Volume 1: Elementary Functions
(Taylor & Francis, London, 2002).

[26] V. S. Vladimirov, Equations of Mathematical Physics
(Dekker, NY, 1971).

[27] Sections of the asymptotic pdf’s along different directions
can be evaluated analytically and, e.g., for γ < 0.5, two
singularities going along the axes, power-law and loga-
rithmic ones, can be distinguished [23].

[28] A. Rebenshtok, S. Denisov, P. Hänggi, and E. Barkai,
Non-normalizable densities in strong anomalous diffu-
sion: Beyond the central limit theorem, Phys. Rev. Lett.
112, 110601 (2014).


	Asymptotic densities of planar Lévy walks: a non-isotropic case
	Abstract
	I Introduction
	II Model and basic equations
	III Derivation of asymptotic pdf P(x,y)
	IV Alternative representation of P(x,y)
	V Numerical analysis
	A Numerical evaluation of P(x,y)
	B Comparison with the results of finite-time samplings

	VI Exact solution for =1/2
	VII Conclusions
	VIII Acknowledgments
	A Inverse Fourier-Laplace transform in 1d case
	B Legendre's normal form for elliptic integrals
	 References


