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Plastic yielding in solids strongly depends on various conditions, such as temperature and load-
ing rate and indeed, sample-dependent knowledge of yield points in structural materials promotes
reliability in mechanical behavior. Commonly, yielding is measured through controlled mechanical
testing at small or large scales, in ways that either distinguish elastic (stress) from total deformation
measurements, or by identifying plastic slip contributions. In this paper we argue that instead of
separate elastic/plastic measurements, yielding can be unraveled through statistical analysis of total
strain fluctuations during the evolution sequence of profiles measured in-situ, through digital image
correlation. We demonstrate two distinct ways of precisely quantifying yield locations in widely
applicable crystal plasticity models, that apply in polycrystalline solids, either by using principal
component analysis or discrete wavelet transforms. We test and compare these approaches in syn-
thetic data of polycrystal simulations and a variety of yielding responses, through changes of the
applied loading rates and the strain-rate sensitivity exponents.

The understanding and classification of complex pat-
terns that emerge in science and engineering is a key com-
ponent of technological developments across fields, intro-
ducing new dimensional reduction of tools and paradigms
that perform at multiple scales. The basic constituent of
such classification is a pattern characterization parame-
ter that should be directly introduced from input data
through simple computational steps. In the context of
materials informatics for mechanical deformation appli-
cations, a major goal is the information hidden in total
strain maps, readily measured through digital image cor-
relation [I](DIC) consisting of surface texture changes.
In crystal plasticity, information extracted from DIC has
been focused on plastic slip accumulation in particular
crystallographic directions, as well as crack initiation lo-
cations, always assisted by intense finite element model-
ing [2H4]. However, this information is dependent on phe-
nomenological constitutive laws that are changing with
temperature and loading rate, especially under extreme
conditions. In this paper, we introduce two functional
tools, one based on principal component analysis and an-
other on discrete wavelet transforms, that aim to capture
the onset of crystal plasticity through the analysis of to-
tal strain fluctuations as they develop during mechanical
loading. As a test case, we demonstrate how these tools
can be implemented directly on DIC data in polycrys-
talline samples, synthetically produced using a widely
applicable phenomenological crystal plasticity model for
pure Al.

The application of modern statistical methods to iden-
tify transitions between phases with well-defined order
parameters in materials has become quite common [5].
The recent theme, in physics and engineering com-
munities is the application of machine learning meth-
ods, so that the identification of a precise characteriza-
tion parameter is avoided, and automatic detection is
achieved [6HI3]. However, the absence of detailed knowl-
edge may lead to overfitting artifacts and unsuccessful
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FIG. 1: Schematic of main scenario investigated in this
work. A polycrystalline sample with an unknown mechanical
response is being uniaxially loaded under tension (a) and im-
aged on one of the surfaces through digital image correlation
(DIC) (b). The total strain image output of DIC serves as
the basis of an inquiry of yielding signatures in DIC correla-
tions, as more images are collected. In this work, we utilize
two novel tools based on principal component analysis (PCA)
and discrete wavelet transforms (DWT). We consider various
yield behaviors in this work by phenomenologically control-
ling the loading rate and rate hardening exponent (¥,n).

machine learning training. In this context, the use of
unsupervised machine learning through principal com-
ponent analysis (PCA) has been insightful [I4HIS].

The sole investigation of total strains typically pro-
hibits the identification of structural defects, such as dis-
locations in crystalline solids or structural hot spots in
amorphous solids, since a separation of elastic and plas-
tic contributions to the strain is required, if that defects
carry plastic flow [I9]. In fact, typical stress-strain stan-
dard mechanical testing does precisely that kind of a
separation, by plotting an elastic contribution (stress)
as function of the total contribution (total strain) that
includes the sum of elastic and plastic ones (for strains
< 5%). However, the investigation of the onset of plas-



ticity has always been connected to the daunting task of
separation between elastic and plastic contributions that
imposes the need to perform either standard mechanical
testing, or non-destructive testing through nanoindenta-
tion and defect imaging [20]. In any case, the deter-
mination of the yield stress of a material is non-trivial,
depends on environmental conditions, and there are still
open questions in both simulations and experiments, es-
pecially in the context of amorphous solids [2IH28].

Technological progress in image collection and analy-
sis tools for materials science, have promoted DIC into
an essential tool for acquiring full-field surface displace-
ments towards strain maps at various resolutions, from
mm to nm [29]. Through modern cameras and fast com-
putational analysis, one may track displacements of dis-
tinct features in deformed samples. Nevertheless, DIC
only tracks total displacements, and thus, its usefulness
has mainly been the assessment of strain heterogene-
ity [30], or to attempt an inverse solution by validating
microstructurally accurate finite element modeling [31].
Indeed, DIC data has been useful for finding similarities
to finite-element models of various types [II, [BI], with
advanced coarse-grained and multiscale models of mi-
crostructural deformation behavior [32H34], and machine
learning models [35H37]. Nevertheless, the evolution of
DIC total strain profiles contains enormous information
that may be adequate for material properties related to
yielding, hardening and eigenstrains. Here, we make a
key initial step and demonstrate how to use strain maps
to extract the yield point of a polycrystalline microstruc-
ture by using PCA or DWT.

In this paper, we focus on polycrystalline metals and
small quasi-elastic strains (< 0.3%), and the incipient
transition to plasticity. Our focus is on the development
of tools that can reliably extract key material properties
directly out of total strain maps, and fill two needs with
one deed: perform efficient dimensional reduction of DIC
image sequences, and also identify key material proper-
ties without the use of local or global stress information.
For this purpose, we perform simulations in quasi-two-
dimensional and three-dimensional samples, by using a
phenomenological crystal plasticity model, that incorpo-
rates well established polycrystalline deformation mech-
anisms [38]. In the context of this model, we demon-
strate that PCA analysis of strain fluctuations can be
used to accurately identify yield points. If we vary the
mictrostructural hardening exponent and strain rate, the
plasticity transition is qualitatively modified, but the de-
veloped measures still efficiently track the yield point.
Furthermore, we demonstrate that DWT coefficients, de-
signed to identify localized features in images, can be
used to identify the onset of plasticity at the material
yield point. We conclude by comparing the two comple-
mentary approaches and discuss how to generalize them
to learning additional properties, such as hardening and
damage parameters, as well as mutually distinguish var-
ious hardening and damage mechanisms.

We consider synthetic data of uniaxial tensile mechan-

ical deformation in a polycrystalline sample, where the
physics of crystal plasticity is captured in the most com-
mon, recognizable way. The model is uniaxially loaded
along the x - direction, and x-y surface images were pro-
duced for close-by strain intervals up to, typically, 0.3%
total strain, where all samples have already yielded. The
focus of this work is the analysis of these image sequences
in a way that key information about the yielding transi-
tion is directly extracted from total-strain evolution (see
also Fig. . We utilize phenomenological crystal plas-
ticity in the continuum [39] to solve for material defor-
mation due to elasticity, plasticity and damage evolution
within the sample.

Regarding the plasticity model, we consider [38H40]
the case of tensile loading in the x-direction, thin-film
and bulk specimens which are periodic in all directions,
and have sample dimensions in (x,y,2): (512,512,2) or
(64,64,64), where each cell can be interpreted as a rep-
resentative volume element of dimensions 2pm in each
direction, promoting the perspective of investigating a
Imm? thin film or sub-mm bulk samples. We study
two different geometries so that the geometry effect on
our measures is checked. The crystalline structure of the
material is face-centered cubic (FCC) Aluminum (Al),
with standard stiffness coefficients Cy; = 106.75GPa,
C12 = 60.41GPa, Cyq = 28.34GPa (in reference to the
cubic coordinates).  The importance of the examples
studied is that the simulated dimensions can be achieved
by common DIC procedures [1].

Details of the model’s hardening dynamics can be also
found in Refs. [38,[40]. The utilized model is built upon
commonly used modern phenomenological crystal plas-
ticity assumptions, which captures effectively the essen-
tial aspects of slip-based macroscale plasticity through a
combination of fundamental assumptions and basic con-
stitutive laws that have been confirmed in various met-
als over the last four decades [39]. While our modeling
examples cannot be accurate in capturing delicate plas-
ticity features that relate to defect-driven latent hard-
ening or non-Schmid effects [41], they still capture in a
self-consistent manner the basic physical mechanisms in-
volved in the transition from elasticity to plasticity, as it
takes place in most metals. In summary, in the examples
studied, the model captures finite deformations in a cu-
bic grid, which are used to calculate constitutively plas-
tic distortion rates along all 12 FCC slip systems. All
samples have 256 grains that are distributed randomly
using a Voronoi tesselation [42] (see also Fig. [2(a)) and
the model is solved by using a spectral approach [40].
At this stage, several constitutive plasticity laws are re-
quired: For estimating the plastic deformation tensor and
its rate, we iteratively solve:

Fp:Lpr (1)

where L, = >~ 4%s*®n®. where s and n being the unit
vectors along the slip direction and slip plane normal,
respectively, and « is the index of a slip system. The
total deformation tensor is commonly splitted in elastic
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FIG. 2: Polycrystalline texture and mechanical response. (a) Polycrystalline texture of samples studied in this work

on 512x512x2 2D and 64x64x64

(3D) grids, with 256 grains in each microstructure, (b) Grain orientation distribution

through loading-axis projection (given the representation of angles through Bunge Euler angles the projection on the x-axis is
cos¢1Ccosp2-singisingzcos®) and (c) Von Mises stress values on the microstructure of the case (¥,n) = {5 x 1072/s,10} for

the 2D grid, at total strain 0.25%.

In (d) we show the mechanical response (Average stress along loading x-direction Vs.

loading strain) for all studied samples, with loading along y-direction with various loading rates and rate sensitivity exponents
(4,n) = in the 2D: : {5 x 107%/5,5}, x : {5 x 107*/5,10}, @ : {5 x 1073 /5,5}, : {5 x 1073 /5,10}, : {5 x 10™*/s,10} and also,
3D: O: {5 x 107*/s,10}. The 3D sample has identical loading and strain-rate sensitivity as the 2D case : {5 x 107*/s,10}.

and plastic through F = F°¢FP. We consider all 12 FCC
slip systems which may become active in our single crys-
tal with fixed crystalline orientation. The slip rate 4¢
is given by the basic phenomenological crystal plasticity
constitutive equation [39), 43],

"sgn(r*) 2)

. T
Ve 270‘9_0‘

where 49 = 0.001/s is the reference shear rate, 7® =
S - (s* ® n®) is the resolved shear stress at a slip re-
sistance g%, with S = [C]E° being the Second Piola-
Kirchoff stress tensor, n is taking the values (5,10) in
this work (inverse of the strain rate sensitivity exponent
m = 1/n) and g is the slip resistance for a slip system a.
Hardening is provided by another saturation-type crystal
plasticity constitutive law [44]:
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where h,g is the hardening matrix:
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which phenomenologically captures the micromechani-
cal interactions between different slip systems. Here,
ho = 75M Pa, p = 2.25, and are slip hardening param-
eters, that are typically assumed to be identical for all
FCC systems owing to the underlying dislocation reac-
tions. ¢7 is the resistance to shear on the f slip system,
and g2, is the saturated shear resistance on the slip sys-
tem [ (set at g° = 63M Pa for all slip systems), and the
shear resistances asymptotically evolve towards satura-
tion. The parameter g.g is a measure for latent hard-
ening and its value is taken as 1.0 for mutually coplanar
slip systems, and 1.4 otherwise, rendering the hardening
model anisotropic. It is common in the literature to find

several variants of the above constitutive laws, neverthe-
less we believe that the results in this work are relatively
model independent.

A known way to control and modify the yield stress in
this model is through the change of the rate sensitivity
exponent m = 1/n. A change in the value of n naturally
occurs through changes in conditions (eg. temperature).
Here, we modify the exponent n by considering the values
5 and 10, while also the strain rate is modified through 3
orders of magnitude (5x 1074, 5x 1072 and 5x 1072). As
it is clearly seen in Fig. d)7 the yield stress is changing
by a factor of 2 and hardening exponent increases drasti-
cally as well. Also, each point on Fig. fd) is implying a
corresponding image of total strain that is directly cap-
tured during the simulation, emulating the DIC proce-
dure [35] 86]. Stress/strain profiles generated in our sim-
ulations (Fig. [3(a-i)) can be readily resembled to profiles
that may be generated by DIC techniques for polycrys-
talline metals at small, quasi-elastic applied loads [IJ.

A first impression, after observing the system behavior,
is typical: The Von Mises stress fluctuations across a par-
ticular sample (seen in Fig. c)) do not display any par-
ticular orientation preference across the polycrystalline
sample of the case (¥,n) = {5 x 1072/s,10}, at total
strain 0.25%. Also, patterning in images such as the ones
in Fig. [3| appears commonly mundane: There appears to
be no clear correlation of the impact that yielding has on
the total strain, since the plastic distortion F} becomes
relatively important. The principal reasons for this mun-
dane impression are clearly, the presence of an always
finite, superposing, plasticity-dependent elastic contri-
bution, and also, the fact that plasticity is not homo-
geneous in the sample, with only few locations at high
values, pointing to the fundamentally important plastic
localization physics [39]. These findings are consistent to
an accumulated understanding in materials science that
grain-boundary misorientations are in larger correspon-
dence to emerging stresses and plastic distortions, than
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FIG. 3: Von Mises Stress, Plastic, and Total distortion at the yield point and post-yield strain.
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(a,d,g) Von

Mises stress, (b,e,h) Plastic distortion defined as |F, — I|, (¢, f, i) Total distortion, defined as |F — I|. (a,b,c) At yield point
(0.12% total strain), for 2D samples and loading rate and rate sensitivity exponent (§,n) = {5 x 107*/s,10}, (d,e,f) at 0.25%
total strain, for loading rate and rate sensitivity exponent (¥,n) = {5 x 107*/s,10} (g,h,i) at 0.25% total strain, for loading

rate and rate sensitivity exponent {5 x 1072 /s, 10}

actual grain orientations. Nevertheless, to this day, clas-
sification of misorientations in polycrystals represents a
daunting classification challenge, where there is a space
of five relatively unrestricted misorientation dimensions
on a grain boundary [45]. In this paper, we focus on two
tools for generating measures that naturally, and funda-
mentally, relate to the plasticity onset. At the possible
expense of computational complexity, we introduce two
total-strain measures that are sensitive to the onset of
plasticity: First, one coming from a PCA transform anal-
ysis of the total-strain images, designed to capture total
strain fluctuations, and the other coming from a DWT
analysis, designed to capture the onset of strain localiza-
tion.

Principal component analysis serves the change of basis
in N data vectors Ey, (here capturing the norm |F' —I| of
total distortion across the sample), each entry of which

capturing spatial locations of total number V', so that
predominant correlations are detected in few principal di-
rections. In this case, each Fj is a flattened total-strain
vector of N = L, * Ly, corresponding to an L, x L,
total-strain image (see Fig. Fig. c,f,i)). The suc-
cess of the method is gauged by the capacity to capture,
almost completely (> 98%), the relative fluctuations in
just 2-3 principal vectors, like the one shown in Fig. @(a)
or the ones shown in Figs. [f{b-c), f|b-c) for our case.
In this application, as can be seen in Figs. [4(d), PCA
works well. Each component (eg. Fig. [[a)) represents
a “characteristic” fluctuation pattern in the evolution of
data vectors.

Then, these vectors can be projected back to the orig-
inal data vectors through a vector dot product, so that
overlap with data vectors is tracked. For the data vectors’
fluctuations to be directly comparable, each data vector
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FIG. 4: PCA of Total Strain Profiles and Order Parameters for Plasticity: Principal component analysis is applied
on properly normalized total strain (|F — I|) maps. (a) Total strain map for strain 0.25% and (¥,n) = : {5 x 107%/s, 10},
similar to the cases shown in Fig. c,ﬂi) for examples), after subtracting the mean, taking the absolute value and then,
dividing with the sample strain variance. (b) First and (c) Second PCA component for (¥,n) = {5 x 107*/s,10} (d) Principal
component cumulative variance of the components, showing a saturation to more than 99% of the observed variability by just
utilizing 2 components, (e) The projection of the first (Pl(k)) and second (PQ(k)) components on the strain map samples, after
normalizing with \/o; where o; is the corresponding singular case, for the various material cases discussed alongside Fig. |2, with
symbols/colors corresponding to (¥,n) = in the 2D: : {5x107*/s,5}, % : {5x107%/s5,10}, @ : {5x1073/5,5}, : {5x 1073 /s, 10},
4:{5x107%/5,10} and also, 3D: O : {5 x 107*/s,10}. The 3D sample has identical loading and strain-rate sensitivity as the
2D case : {5x107*/s,10}. (f) The first component projection, Pl(k), and in the background the stress-strain curves from Fig.
are shown. A clear correlation with stress-strain behavior, is seen in the peak of the second PCA component and the decrease
of the first PCA component, signifying the onset of the elastic-plastic transition. (g) The second component projection, Pz(k),
defined in text, as function of the applied strain, (h) The PCA-predicted yield point Vs, the actually —from the stress-strain

curve— found yield point

shall have the same average value (’0’) and standard de-
viation (’17), so data vectors are rescaled in a standard
way:
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where the () imply a spatial average (Ej) =, E,(:) with
1 counting spatial locations.

Principal components emerge through the singular
value decomposition of the matrix X = {Ej} for k €
{range where data is collected}, including N lines and
V' columns and then focusing on the top singular values
and components. In other words, the rectangular NxV
matrix X is decomposed to

X =vuswT (6)
where U is an NxN matrix, containing columns that are
orthogonal unit vectors of length N that are known as
“left singular vectors” of X. Also, W is a V&V matrix
whose columns are also orthogonal unit vectors of length
V' and are known as the right-singular vectors of X. For
every singular vector s;, there is a corresponding singular
value ;.

FIG. 5: PCA for surfaces of 3D samples. A 64x64x64
simulation was performed at (§,n) = : {5 x 107*/s,10} and
the same process as Fig.[dleads to analogous results. A com-
parison of the overlap in 2D and 3D shows good agreement,
with no qualitative differences.

The condition of capturing most fluctuations in the
system is literally equivalent to identifying the eigenval-
ues o of the covariance matrix of the data vectors C' =
XTX/(n—1), which represent the variance of the fluctua-
tions, and then the top 3 eigenvalues should roughly equal
99%. It is easy to show that C = V(X%/(n — 1))V 1,
which promotes the equivalence of singular values with
VA(n —1). Plotting the sum of o, as more principal
components are added, demonstrates (see Fig. [4(d)) that
keeping only two components promotes a complete cap-
ture of the total data variance across loading it. In ret-



rospect, this is an outcome of the fact that plasticity
is literally controlled principally by 2 states: one before
yielding, and the other afterwards.

Given that the singular values are labeled o; for the
i-th component, the projection (dot product) of a com-
ponent s; on one of the data vectors E), is defined here
as:

B
(@) Vi

As seen in Fig. e)7 where Pl(k) and PQ(k) are plotted, the
plot of the first and second component projections with
respect to each other, displays a consistently similar be-
havior for every loading case, with the maximum lying
at the sample’s yield point. By plotting the projections
with respect to the applied strain, it becomes clear that
the first component projection is decreased at yielding,
while the second has a clearly fluctuation-driven behav-
ior, peaking at the plasticity transition. The identifica-
tion of the maximum of the 2nd component projection
as the yield point can be made through the plot of the
274 _component projection with respect to the applied
strain. In addition, the yield strain e, can be defined as
the finite extremum of the 2"¢—derivative of stress with
respect to the strain, after fitting it with a continuous
third-order polynomial. In this way, we can compare the
two definitions, shown in Fig. [l{h). So, instead of using
an engineering definition of yield stress, we suggest that
the yield strength of any sample is uniquely defined as:

: (7)

dp)
€y|PCA = LOC{ d62k ZO} (8)

oylpca = Cey 9)

The use of the PCA analysis is focused on understand-
ing the fluctuations present in the images of total strain.
However, another possibility emerges through the inves-
tigation of localization of total strain, a characteristic
feature of crystal plasticity. This feat can be achieved
through using a discrete wavelet transform (DWT) that
is designed for capturing localized features in any image.
In our case, we consider the image, where x-direction
signifies “space”, while y-direction signifies applied-load
evolution.

The discrete wavelet transform (DWT), as formulated
by Daubechies [46] has been extensively used to decom-
pose timeseries fluctuations. In contrast to Fourier trans-
forms, that decompose fluctuations across a Fourier fre-
quencies’ continuum, the wavelet decomposition is per-
formed across a discrete set of scales, and the component
amplitude measures how much variability exists between
adjacently located averages associated with a particular
scale. Examples the wavelet decomposition’s usefulness
are abundant in science and engineering, and for exam-
ple, include sleep state patterns [47] and stochastic fluc-
tuations on binary stars [48] .

Regarding wavelets, they are functions in the set of
real numbers to the set of real numbers, each of which

is derived from the mother using translation and scaling:
W, . (t) = 25/2W(2°t + x) where: s, - real numbers, ¥ -
mother wavelet, ¥, , — wavelet of scale s and translation

x, in other words
1 t—x
— | —— 10
\s\w ( s ) (10)

for s # 0, with < ¥ >= 0. In this work, we use
the Daubechies wavelet transform, which uses the ba-
sic DWT structure, where any square, real, integrable
function (y(t) € L?{R}) can be expressed in terms of
transform at multiple scales:

y(t) =Y Gmn2 (27— n) (11)

T () =

and
fun= [ 2Ry (2)

while the functions 1 and ¢ are the wavelet basis
functions for analysis and synthesis [46], and they are

biorthogonal ({(¢)(t)1)(t—m)) = 6,n.0 and (P ()b (t—m)) =
dm.0). Towards the generalization of this construction in
two dimensions, the 2-D wavelet transform of an image
f(z) computes the set of inner products

din] = (f, ¥ n) (13)

for scales j € Z, position n € Z? and orientation k €
{H,V,D}.

The wavelet atoms are defined by scaling and translat-
ing three mother atoms {1 " P}

1 —2in
o) = 50t (S5 (14)

These scaling function and directional wavelets are com-
posed of the product of a one-dimensional scaling func-
tion ¢ and corresponding wavelet ¢ which are demon-
strated as the following:

P(z,y) = ¢(x)p(y) (15)
W (x,y) = ¢(z)0(y) (16)
Y (2, ) = ¢(y)(x) (17)
PP (z,y) = Y(@)Y(y) (18)

A high number of vanishing moments allows to better
compress regular parts of the signal. However, increas-
ing the number of vanishing moments also increases the
size of the support of the wavelets, which can be prob-
lematic in part where the signal is singular (for instance
discontinuous). In this work, we focus on the properties
of " and thus, d.

Here, our 2D images are composed of total strain fea-
tures in columns, while each row contains a different ap-
plied strain. For clarity, in this way, the images have
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(a) A subset of de Daubechies coefficients in the strain

- {5 x 107*/s,10}, (b) Average, spatially, wavelet coefficients

as function of strain for all cases with color/symbol codes analogous to the other figures: (§,n) = in the 2D: : {5 x 107*/s, 5},
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onset of de Daubechies coefficients coincides with the yield point €, detected through measuring applied loads. (c)
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is defined through the point of the first non-zero value in (b). A natural comparison between PCA and wavelet predictions is
shown, for both the yield strain ey and yield stress oy, where the projected yield stress is just the yield strain multiplied with

the elastic modulus. Lines are guide to the eye.

30 rows but 2'8 or 216 columns. We focus solely on the
features of 1" which capture localization along the load-
ing direction. By plotting DWT coefficients (just a small
sample of 500 coefficients, out of the 2!® or 2!6 ones)
along the loading direction (see Fig. @, for a particular
yielding case, one can see that the coefficients become
non-zero only at a particular value, which can be associ-
ated to the yield point. By performing a spatial average
of all coefficients’ absolute values, one can calculate

1
Dav = N Z dQD [n]
n€l,N]

(19)

where N is the number of pixels, and the behavior of
D¢, is shown across all cases in Fig. @(b), demonstrating
that coefficients acquire non-zero values at a point that
resembles very much the yielding transition, So, in this
way, we suggest that another computational definition of
the yield point is:

LOC{maxz(Dgy, = 0)}
Cxey

ey'Wavelet =

Uy|Wa'uelet =

The PCA and wavelet yield point definitions can be
also compared directly, shown in Fig. @(c) As the direct
comparison shows, the predictions from the two methods
are closely related, possibly giving an edge to wavelets if
the focus is on the identification of the departure from
elasticity, while the predictive edge belongs to PCA when
elastoplastic fluctuations become maximum, and elastic
deformation disappears.

It is worth noticing that it was expected that the
PCA predictions are always larger in magnitude than
the wavelet ones. The reason is that the wavelet-based
criterion is concentrated on detecting the onset of local-
ized fluctuations, while the PCA-based one is focused

on detecting the maximum of the fluctuations (not lo-
calization). Nevertheless, the evidently constant offset
between wavelet and PCA predictions seens accidental,
due to the fact that elastic-plastic nonlinearity in the
models considered is quantitatively similar. A possible
consideration of highly non-linear elastic responses and
unconventional hardening should have a strong effect on
the offset between wavelet and PCA predictions.

In conclusion, we demonstrated that two distinct com-
putational tools, easily implemented through modern
computational software, can be used towards the iden-
tification of yielding in polycrystals through only total-
strain-measurements, without the need to separate elas-
tic from plastic contributions from total strain profiles.
In the simulations performed, each pixel’s linear dimen-
sion corresponds to 2um and the total size of tracked
surfaces approach 1mm, thus typical experimental tests
should be capable of matching the conditions assumed
in this work. By comparing two distinct geometries, we
found that the transition from elasticity to plasticity is
equally detectable on a surface of a 3D crystal, as much
as in a 2D thin film. The effects reported here originate in
the long-range nature of the interaction between elastic-
ity and plasticity in macroscopic terms, without explicit
connection to the character and dynamics of plasticity
defects such as dislocations. These long-range interac-
tions influence not only the yield point, as shown in this
work, but also the hardening and damage sample behav-
iors beyond the yield point. Characteristically, one may
tentatively conclude through data such as in Fig. g‘)

that the slope of Pz(k) beyond yielding is inversely related
to the hardening coefficient. Through preliminary stud-
ies, we find that analogous dependencies may be found
in simulations of damaged specimens. The generality of
these dependencies, and the formulations towards micro-
scopically motivated scaling functions [49], will be the



subject of future works. In addition, it is worth explor-
ing experimental validation routes and ways to identify
further material properties by detailed analysis of total-
strain fluctuations in evolving images.
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