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The clean world of digital information is based on noisy physical devices. Landauer’s principle
provides a deep connection between information processing and the underlying thermodynamics
by setting a lower limit on the energy consumption and heat production of logically irreversible
transformations. While Landauer’s original formulation assumes equilibrium, real devices often
do operate far from equilibrium. We show experimentally that the nonequilibrium character of
a memory state enables full erasure with reduced power consumption as well as negative heat
production. We implement the optimized erasure protocols in an optomechanical two-state memory.
To this end, we introduce dynamical shaping of nonlinear potential landscapes as a powerful tool
for levitodynamics as well as the investigation of far-from-equilibrium processes.

Heat production poses fundamental challenges in com-
puter hardware development. From a fundamental per-
spective, dissipation in logically irreversible operations is
tightly connected to Landauer’s bound [1], a central re-
sult of information thermodynamics [2–5]. Specifically,
Landauer’s principle, in its original equilibrium formula-
tion, states that the erasure of a single bit of information
in an environment at temperature T (Fig. 1) consumes at
least kT ln 2 of work and entails the same amount of dis-
sipated heat (k denotes the Boltzmann constant) [1–5].
Today, real computational devices operate several orders
of magnitude above this value [6], which they may reach,
however, already in a few decades [7].

Meanwhile, proof-of-principle experiments with col-
loidal particles and nanomagnetic systems have already
achieved irreversible information erasure with an energy
dissipation close to the Landauer limit [8–11]. Notably,
Landauer’s bound has been reached for near-equilibrium
erasure times on the order of minutes for overdamped col-
loidal particles trapped in a double-well potential [8, 10]
and recently in only 100ms with an underdamped can-
tilever [12]. Beyond such confirmations, the necessity to
extend Landauer’s principle has also been discussed for fi-
nite success probability [13, 14], finite time [15, 16] as well
as for asymmetric initial conditions in near-equilibrium
protocols, both theoretically [17, 18] and experimentally
[19]. Real devices, however, usually do not operate near
equilibrium. Information in modern (volatile) memo-
ries is, for example, commonly stored in nonequilibrium
states, whose preparation requires a given amount of en-
ergy and entropy [20]. Their information is lost when
power is switched off. Recent theoretical results sug-
gest that far-from-equilibrium physics may have a sig-
nificant impact on the thermodynamic bounds of the
erasure process [21–23]. In particular, work consump-

FIG. 1. Nonequilibrium information erasure. One bit
of information stored in a generic double-well memory may
be erased by resetting the system to state ”0”, irrespective of
the initial state ”0” or ”1”. While dissipated heat is always
larger than kT ln 2 when information is stored in an equilib-
rium state, it might be smaller when energy and entropy of a
nonequilibrium memory state are properly harnessed.

tion and heat dissipation may be controlled and reduced
below the kT ln 2 limit when information is stored in a
nonequilibrium state [23].

We here experimentally verify that the nonequilib-
rium character of an initial memory state is a useful
resource for information reset in a general double-well
potential. We concretely analyze the erasure of a bit
stored in a nonequilibrium state of an optomechanical
two-state memory. We consider erasure cycles consisting
of a preparation and a reset phase. We demonstrate
a reduction of both consumed work and dissipated
heat during reset far below the equilibrium value of
kT ln 2, even reaching negative values, in agreement
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FIG. 2. a) Schematic experimental setup: Two laser beams, one in a horizontally polarized TEM00 mode and the other
in a vertically polarized TEM10 mode, are combined at a polarizing beam-splitter (PBS) and tightly focused inside a vacuum
chamber to create an optical trap. The power of the two laser beams, α(t) and β(t), can be varied independently by acousto-
optical modulators (AOMs) to modulate the shape of the double-well potential. Electrodes are placed in the vicinity of the
optical trap (distance 100µm) to control the tilt F (t) of the potential. After the vacuum chamber, the vertically polarized
TEM10 mode is separated with a PBS. The major part of the TEM00 mode is reflected back into the tweezer, creating a standing
wave trap. A small fraction of the light from the optical trap is fed into a standard split mirror detection to measure the position
of the charged nanoparticle in the radial direction. b) Potential snapshots during reset. Experimentally reconstructed
trapping potentials for the nonequilibrium parameter ε = 4 at different times during information reset. The red curve shows
the potential for an initial equilibrium state (ε = 0). c) Nonequilibrium reset protocol: Time-dependence of the three
control parameters α(t), β(t) and F (t) for an optimal nonequilibrium reset protocol. The y-axes are not to scale.

with a generalized nonequilibrium Landauer bound [23].
To this end, we introduce dynamically programmed
control of anharmonic potentials for optical levitation
as a powerful and versatile tool to modulate nonlinear
potentials on fast timescales in the underdamped regime.
With this, we further extend the toolbox of levitated
optomechanics [24–29], where the dynamic control was
limited to amplitude modulation of Gaussian potentials
and forces.

We first prepare a nonequilibrium initial state to store
one bit of information in a double-well potential using
a levitated silica nanosphere confined in an optical trap
created by two laser beams (Fig. 2a). This generic model
for a one-bit memory encodes state ”0” (”1”) when the
particle is in the left (right) potential well. Information is
erased by resetting the memory to state ”0” irrespective
of the initial state [1–5]. We implement this reset-to-zero
by modulating the shape of the potential by varying the
laser power, decreasing the barrier height and applying
a tilt to the left (Fig. 2bc). We design and optimize the
reset protocol to minimize applied work and dissipated
heat, using temporal and spatial control over the system

parameters. We specifically exploit optical levitation to
control the strength of the underdamped coupling of the
nanoparticle to its environment, achieving a reduction
of the reset time by 5 orders of magnitude compared to
overdamped experiments [8, 10, 19].

We consider an erasure protocol made of a prepara-
tion stage, during which the nonequilibrium memory is
initialized, and a reset stage, during which the mem-
ory is erased. The preparation step is absent for equi-
librium memories as originally considered by Landauer
[1–5]. Because of the initial out-of-equilibrium state of
the double-well system, Landauer’s principle needs to
be extended [21]. Applying the laws of thermodynamics
to this nonequilibrium configuration, a generalized Lan-
dauer bound holds for the mean dissipated heat 〈Q〉 and
the mean consumed work 〈W 〉 in the reset phase [23],

〈Q〉 ≥ QL = T∆I −∆Ures, (1)

〈W 〉 ≥WL = T∆I, (2)

where ∆Ures is the variation of internal energy of the
system during reset of duration τ and ∆I is the change
of relative entropy, I(t) = k

∫
ρ(t) ln [ρ(t)/(ρeq(t))] dxdv,
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FIG. 3. Position distribution during reset. Exemplary
single stochastic trajectory of a nanoparticle (black line) from
state ”1” to state ”0” measured during a nonequilibrium re-
set protocol for ε = 4. The corresponding position density for
about 20.000 repetitions of the protocol is represented by the
orange cloud. The reset protocol lasts τ = 1358µs. t0=358µs
represents the start of the equilibrium erasure, t1=728µs iden-
tifies the introduction of the external force, which reaches the
maximum magnitude Fmax at t2=1258µs.

an entropic distance between a nonequilibrium memory
state ρ(x, v, t) and the corresponding equilibrium state
ρeq(x, v, t) (x is the position and v the velocity) [30]. The
brackets 〈·〉 denote an ensemble average over many repe-
tition of the process. Equations (1) and (2) reduce to the
standard Landauer limits for initial and final equilibrium
states that correspond to ∆I = k ln 2 and ∆Ures = 0.
We note that the nonequilibrium Landauer bounds for
heat and work, QL and WL, may be controlled through
the initial entropic distance to equilibrium I(0) and the
nonequilibrium preparation energy, ∆Upre = −∆Ures.

In our experiment, we realize a dynamical double-
well optical trap with the configuration shown in Fig.
2a. A charged silica particle (radius = 74nm) is con-
fined in an optical tweezer inside a vacuum chamber.
The pressure P = (30.0 ± 0.3)mbar is set to create
Γ = (35.0 ± 0.2)kHz of viscous damping. The optical
trap consists of two tightly focused (waist W ≈ 0.6µm
and wavelength λ = 1064nm) and orthogonally polar-
ized lasers with spatial modes TEM00 and TEM10 (Meth-
ods). We control their respective powers, α(t) and β(t),
independently using acousto-optic modulators (AOMs).
Depending on their power ratio, a harmonic, quartic
or double-well trap with tunable barrier height is cre-
ated transversely to the optical path along the x-axis
(Fig. 2b). Our setup allows to treat the motion along
this axis independently of the other directions (Methods).
We further tilt the potential for the charged nanoparti-

cle with a well-controlled force F (t) generated by two
electrode blades separated by 100 micrometers along the
x-axis, mounted far outside the optical trap (Supplemen-
tary Information). The resulting potential is of the form
V (x, t) = −[α(t)a + β(t)b/2x2] exp[−(cx2)/2] + F (t)x,
where a, b and c are geometric parameters that depend
on the setup (Supplementary Information).

We resolve the dynamics x(t) of the nanoparticle in
the double-well potential using a split detection of the
TEM00 mode in transmission [31]. Due to the time-
variation in the potential and its anharmonic shape, the
data covers the frequency range from DC to 1 MHz. We
perform the thermodynamic analysis of the data by eval-
uating the work, W =

∫ τ
0
dt∂V (x, t)/∂t, along individual

trajectories x(t) [32], after filtering the resulting spec-
trum with a low-pass filter at 0.28MHz, which also re-
moves residuals of the harmonic y- and z-motion (Meth-
ods). We additionally determine the dissipated heat Q
via the first law of thermodynamics (Methods). We cal-
culate their respective average values by repeating each
measurements about 20.000 times.

In order to put our results into perspective, we first im-
plement the reset protocol for a memory initialized in an
equilibrium state [8], ρ(0) = exp(−βV )/Z, where Z is the
partition function and β = 1/(kT ) the inverse tempera-
ture. In contrast to overdamped experiments [8, 10, 19],
we operate at significantly reduced damping rates and
thus much shorter reset times (τ = 1000µs). We de-
termine the symmetry of the initial equilibrium position
distribution (labeled by the parameter ε = 0) by recon-
structing the potential from the measured trajectories
(Supplementary Information). We find the probability
P 0
ε=0(0) = 36.6% (P 1

ε=0(0) = 63.4%) for the nanoparti-
cle to be in state ”0” (”1”). We reset the memory to
state ”0” with a success probability P 0

ε=0(τ) = 99.6%.
The particle hence ends up in the unwanted state ”1”
in only 0.4% of all runs. We obtain the mean applied
work 〈W 〉eq = (0.583 ± 0.046)kT and the mean dissi-
pated heat 〈Q〉eq = (0.620± 0.064)kT . These values are
consistent with the theoretical expectations for our asym-
metric memory: given the measured values of the prob-
abilities P 0

ε=0(0) and P 0
ε=0(τ), the equilibrium Landauer

bounds for work and heat are indeed 〈W 〉eqL = 〈Q〉eqL =
(0.57± 0.10)kT (Supplementary Information).

We next consider the reset of a nonequilibrium mem-
ory. We create the out-of-equilibrium initial state of the
double-well potential by letting the particle equilibrate
in a steep preparation potential given by αpre = (ε+ 1)α
and βpre = (ε+1)β (Fig. 2b, red line). These parameters
are chosen in order to decrease energy and entropy of the
initial nonequilibrium state as compared to the equilib-
rium state given by ε = 0. In particular, the nonequi-
librium state is narrower than the corresponding equilib-
rium state. The value of ε thus controls the departure
from equilibrium of the initial memory state. We de-
sign and optimize the reset protocol in order to properly
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harness the preparation energy and entropy, and there-
fore minimize consumed work and dissipated heat [23].
Figure 2c shows the protocol used for the fast dynami-
cal control of the three parameters α(t), β(t) and F (t)
for an optimal information reset followed by a reinitial-
ization of the nonequilibrium state. Figure 3 displays
the measured position distribution of the particle (red)
over time for ε = 4, along with one exemplary stochastic
trajectory (black) showing a reset from bit ”1” (x < 0)
to bit ”0” (x > 0). The initial asymmetry in this case
is P 0

ε=4(0) = 56.7% (P 1
ε=4(0) = 43.3%) for the poten-

tial well corresponding to state ”0” (”1”). We reset the
memory to state ”0” in time τ = 1358µs with a success
probability of P 1

ε=4(τ) = 97.9%.

Figure 4 represents the averaged consumed work 〈W 〉
(blue bars) and dissipated heat 〈Q〉 (red bars) for vari-
ous nonequilibrium parameters ε. We first observe that
these nonequilibrium quantities are smaller than the cor-
responding equilibrium values (dashed bars), taking the
asymmetry of each initial state into account. We further
clearly see that both 〈W 〉 and 〈Q〉 decrease with increas-
ing departure from equilibrium, in full agreement with
Eqs. (1) and (2) (white bars): the consumed work is sig-
nificantly reduced to 〈W 〉ε=4 = 0.053 ± 0.021kT , while
the dissipated heat even becomes negative for ε & 2.5,
reaching 〈Q〉ε=4 = −0.393±0.032kT , indicating that heat
is actually absorbed during information reset. Explicit
values for reset probabilities and work/heat evaluations
are provided in the Supplementary Information.

To conclude, we have experimentally demonstrated
the usefulness of nonequilibrium memory states to
achieve information reset below the equilibrium limit
of kT ln 2 joule, both for work consumption and heat
dissipation, in agreement with a generalized nonequilib-
rium Landauer principle. Such reduction is physically
possible when entropy and energy of the nonequilibrium
memory state preparation is properly harnessed by the
reset protocol. Clearly, there is no way to avoid the
overall thermodynamic cost during memory erasure as
enforced by the second law for a full cycle. Yet, the
existence of distinct preparation and reset stages for
nonequilibrium memories offers remarkable thermo-
dynamic flexibility. The cost of erasure can thus be
shifted from the usual reset phase to the nonequilibrium
preparation phase, as we have shown here. This prop-
erty offers new means to control the thermodynamics
of logically irreversible operations [33], for example in
proposed computer architectures where preparation and
processing zones are spatially separated [34]. They may
hence be implemented locally at no energetic cost and
without heat dissipation or even entail cooling of the
local environment. Our results were enabled by novel
dynamically programmed optical micromanipulation
of a nanosphere trapped in a nonlinear potential and
levitated in mild vacuum. This is an essential step
towards bringing the same level of virtuous control

Nonequilibrium parameter

ln(2)

ln(2)

0

0

〈Q
〉 [

kT
]

〈W
〉 [

kT
]

ϵ=0 ϵ=1 ϵ=2 ϵ=3 ϵ=4

FIG. 4. Energetics of nonequilibrium reset. Average
consumed work (blue bars) and dissipated heat (red bars) for
various nonequilibrium parameters ε. Error bars are 1-sigma
confidence intervals obtained for approximately 20.000 repe-
titions. We observe a significant suppression of both quanti-
ties as ε is increased, in agreement with the generalized Lan-
dauer bounds (1) and (2) (solid white bars). The shaded
areas represent the uncertainty on this value introduced by
the experimentally determined asymmetry of the correspond-
ing double-well potentials. The dashed white bars show Lan-
dauer’s bound for the same configuration but an equilibrium
initial state. The dashed horizontal lines indicate the kT ln 2
limit valid for equilibrium symmetric memories.

known from optical micromanipulation of overdamped
colloids in liquid (e.g. [35]) to levitated systems in
vacuum. Dynamically programmable optical levitation
is not only a versatile platform to investigate information
thermodynamics but, together with the preparation of
pure quantum states of nanoparticle motion [36–38],
may also become a powerful tool for quantum state
engineering beyond Gaussian states and thus a novel
approach to matter-wave interferometry in macroscopic
quantum physics.

Methods
We experimentally create the double-well potential by
the combination of orthogonally polarized TEM00(H)
and TEM10(V) modes. The latter is obtained by us-
ing a Spatial Light Modulator (SLM). At equilibrium,
we have a power of 50mW in the vacuum chamber in the
harmonic mode, at the start of the protocol, and approx-
imately 135mW in the TEM10 mode. This is the lowest
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possible configuration in power where we get a stable par-
ticle and a barrier high enough to prevent spontaneous
jumping between the two wells. The nonequilibrium ini-
tial state is created by maintaining the same power pro-
portion between the two beams and increasing the power
according to ε. For example, the value ε = 4 requires
having power 250mW in H and 675mW in V. We resolve
the fast dynamics along the x direction (up to a particle
frequency of 2π · 250 kHz) in the potential using a split
detection of the TEM00 mode in transmission [31]. In
order to allow for a 1D treatment of the experiment, the
harmonic motion along the y- and z-axes need to signifi-
cantly exceed the motional frequencies along the x-axis.
This allows for spectral filtering of the motion along these
directions. While this is intrinsically reached along the
y-axis, we increase the frequency along the z-axis with a
standing wave configuration, where a part of the TEM00

mode is back-reflected into the focus, essentially creating
discs of light. Full reconstruction of the trapping poten-
tial V (x, t) is given in the Supplementary Material.

We evaluate the work along single trajectories x(t)
by summing over the discrete changes in the potential
energy for incremental time steps of dt = 0.16µs. We de-
termine the heat via the first law as ∆E = E(τ)−E(0) =
W +Q = m[v(τ)2 − v(0)2)/2 + [V (x(τ), τ)− V (x(0), 0)].
Detector and force calibration account for position-
dependent sensitivity as discussed in the Supplementary
Information.
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I. GENERALISED LANDAUER’S BOUND

We reformulate Landauer’s principle in terms of relative
entropies between distributions, to take into account the non-
equilibrium characteristic of the initial state. Starting from the
First and Second law of thermodynamics, we can rewrite work
as:

〈W 〉 ≥ ∆U − T∆S ≡WL. (1)

Where ∆U is the change in internal energy and ∆S is the
change in entropy. The time-dependent equilibrium Hamilto-
nian can be rewritten using the equilibrium distributionHeq =
−kT lnZeq − kT ln ρeq. Therefore:

WL = 〈Heq〉i − 〈Heq〉f + T (Sf − Si) (2)
= kT (〈ln ρeq〉i − 〈ln ρeq〉f + 〈ln ρf 〉f − 〈ln ρi〉i)
= T (I(ρf , ρeq)− I(ρi, ρeq)) = T∆I,

with the relative entropy being defined as I(ρf/i, ρeq) =

k〈ln
[
ρf/i/ρeq

]
〉 = k

∫
ρf/i ln

[
ρf/i/ρeq

]
dxdv. Heat is then

given by

〈Q〉 ≥WL −∆U ≡ QL, (3)

using the sign convention ∆U = W −Q.

A. Asymmetry corrections

Here we derive Landauer’s bound by taking into account
asymmetry in the potential and imperfect erasure. We approx-
imate the double-well potential with high-barrier by fitting
both wells with harmonic oscillator potentials, for the theo-
retical bound we also ignore any potential momentum distri-
bution differences, i.e. we assume that the momentum distri-
bution stays approximately thermal. There are three relevant
distributions, the equilibrium distribution ρeq which is used to

determine the equilibrium potential, the initial distribution ρi
and the final one ρf.

The position distribution for the equilibrium distribution is
given by:

ρeq =

{
p0eqe

−βσ0
eq(x−x0)

2

/Z0
eq for x > 0

p1eqe
−βσ1

eq(x+x1)
2

/Z1
eq for x < 0.

(4)

The distribution parameters p
0/1
eq , σ

0/1
eq are replaced by

p
0/1
i , σ

0/1
i when describing the initial out-of-equilibrium dis-

tribution, and by p0/1f , σ
0/1
f for the final one. Here, we as-

sume for simplicity that the position of the minimum does not
change before/after reset. p0/1 represents the probability of
the particle being on either side of the wells, thus p0 = 1− p1
holds. In order to recover the well-known Landauer’s bound
of kT ln 2, p0eq = p0i = 1/2 and p0f = 1. This treatment
allows to recover bounds accounting for asymmetry in the po-
tential and a non-perfect reset. We do assume, however, that
p
0/1
eq = p

0/1
i : we improve the reset by solely altering the en-

tropy within the wells.
In thermal equilibrium, we can reconstruct the potential by

using V (x) = −kT ln(p(x)). Calculating explicitly the quan-
tities in Eq.3, the energies are given by

〈Heq〉i =
kT

2

(
p0i
σ0
eq

σ0
i

+ p1i
σ1
eq

σ1
i

)
−kT (p0i ln p0eq+p

1
i ln p1eq),

(5)
for the initial case and replacing p0/1f for p0/1i as well as σ0/1

f

for σ0/1
i for the final case. The entropy difference is given by

∆S = −k
(∫

ρf ln ρfdx−
∫
ρi ln ρidx

)

= k(p0i ln p0i + p1i ln p1i − p0f ln p0f − p1f ln p1f

+p0f lnZ0
f + p1f lnZ1

f − p0i lnZ0
i − p1i lnZ1

i )

= k ln
(p0i )

p0i (p1i )
p1i

(p0f )
p0f (p1f )

p1f
+ k ln

(Z0
f )
p0f (Z1

f )
p1f

(Z0
i )
p0i (Z1

i )
p1i
.

Using Eq. 3, the expression for the generalized Landauer’s
bound for our potential is:
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WL

kT
=

1

2

(
σ0
eq(p

0
iσ

0
i − p0iσ0

f )

σ0
i σ

0
f

+
σ1
eq(p

1
iσ

1
i − p1iσ1

f )

σ1
i σ

1
f

)
(6)

+ ln
(p0eq)

p0i (p1eq)
p1i

(p0eq)
p0f (p1eq)

p1f
− ln

(p0i )
p0i (p1i )

p1i

(p0f )p
0
f (p1f )p

1
f

− ln
(Z0

f )p
0
f (Z1

f )p
1
f

(Z0
i )p

0
i (Z1

i )p
1
i

=
1

2

(
σ0
eq(p

0
fσ

0
i − p0iσ0

f )

σ0
i σ

0
f

+
σ1
eq(p

1
fσ

1
i − p1iσ1

f )

σ1
i σ

1
f

)

+ ln
(p0f )p

0
f (p1f )p

1
f

(p0eq)
p0i (p1eq)

p1i
+

1

2
ln

(σ1
f )p

1
f (σ1

f )p
1
f

(σ0
i )p

0
i (σ1

i )p
1
i

,

where in the last line we assumed p0eq = p0i . There are three
contributions to the work cost. The latter two are comprised
of the logical component given by the probabilities and the
internal potential width components. The first term is the en-
ergy difference between the initial locally squeezed distribu-
tion and the equilibrium one. The thermal energy kT/2 of the
thermal distribution is reduced by the initial distribution in the
equilibrium potential. The first fast step thus is accompanied
with an energetic cost to work that makes the work larger than
heat in the Landauer’s bound (up to kT/2). If we ignore the

fast step, then this term would vanish and work/heat would be
equal in the symmetric case and only differ because of the po-
tential offsets. As the first step is faster than the movement of
the particle, this work offset is just added numerically when
retrieving the bound.

We further explicitly distinguish the contribution to the gen-
eralised Landauer’s bound coming from the non-equilibrium
character of the initial state (∆Wneq) from the one coming
from the asymmetry of the potential (∆Wasymm). To this end,
we rewrite Eq. I A using p1 = 1 − p0, σ0 = σ1, σi = εσeq .
We obtain:

WL/kBT =
1

2

(
2 log

(
(1− p0f )1−p

0
f (p0f )p

0
f (1− p0eq)p

0
f−1(p0eq)

p0f

)
− 1

ε
+ log

(
1

ε

)
+ 1

)
= ln 2−(∆Wasymm+∆Wneq)/kBT.

(7)

In Table I we report the experimental probabilities, as well
as the asymmetry correction to the bound given in Eq. I A.
The probability p0 (p1) is calculated as the frequency of the
particle being in well ”0” (”1”) over the total number of rep-
etitions. Errors on these parameters are evaluated by dividing
the whole number of protocol repetition in M statistically in-
dependent subsets from which the standard deviation is calcu-
lated and propagated.

II. TRAPPING SCHEME

We create the trap with a CFI TU Plan Fluor EPI 50x,
NA=0.8, WD=1mm (Nikon Corp.) objective in the vacuum
chamber is mounted. Between the objective and the collima-
tion lens, two razor blades, spaced by≈ 100µm, are mounted
to create the necessary linear unbalancing force. The elec-
trode holder is a 3D-printed custom designed element, made
of Accura Xtreme White (Proto Labs GmbH). The spacing is
small enough that the electrodes are fixed in their position.
The holder is screwed onto a MX25 translation stage that is
controlled by a CU30 controller (Mechonics AG.). This al-
lows for a three-dimensional movement of the electrodes with
2 mm total travel distance in each direction (see Fig. S1).

Particles are trapped with the standard method using an ultra-
sonic nebulizer. We perform the experiment at a pressure in
the vacuum chamber of (30.0±0.3) mbar. The TEM10mode is
created by means of a 512x512 spatial light modulator (SLM)
(Meadowlark, Inc.), which has been previously calibrated to
account for non-linear response of the pixels and non-flatness
of the active surface. A simple splitting of the SLM active
area to create a π phase shift at the center of the beam (see
Fig. S2) creates the wanted potential.

FIG. S1: Schematic representation of the vacuum
chamber
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III. CALIBRATION

A. Position Detection and Detector Calibration

The particle position is measured using a standard
split-mirror detection scheme: The forward propagating
TEM00light mode is separated from the TEM10mode, atten-
uated and split along the vertical axis by means of a sharp-
edged D-shaped mirror. Light is attenuated and sent to a
pair of balanced InGaAs detectors (PDB425C, Thorlabs Inc.)
where the difference signal φdet is measured. The displace-
ment of the particle is proportional to that signal when the par-
ticle is in trapped close to the center of the potential (∆x =
ccenterφdet). In this condition, the calibration factor ccenter
can be calculated for each trapped particle using an indepen-
dent measurement, where the power of the TEM10mode is set
to zero. By assuming harmonic motion in the TEM00, we
use the equipartition theorem: mω2

0ccenterσφdet(ω0)2 = kT .
Here m = (2.831± 0.001) · 10−18kg is the mass of the silica
nanosphere as provided by the manufacturer specifications, k
is the Boltzmann constant, T = 300K is the room tempera-
ture and ω0 = 2π(210.1 ± 0.8)kHz is the particle frequency,
for a power in the optical trap of P0 = (100 ± 1)mW, where
σφdet(ω0) = (0.042 ± 0.001)V is the standard deviation of
the detector signal. In Fig. S3 we show a typical dependence
of σφdet(ω0) on the power at the detector, where the particle
trapped at a pressure 0.1 mbar and only in the TEM00mode at
a constant power, (α = 1, β = 0, F = 0). For this configura-
tion, we obtain:

ccenter =

√
kT

m

1

σφdetω0
= (6.95± 0.06) · 10−7m/V.

However, when the particle is significantly off-center (for
example when the particle is in either of the two wells of the
TEM10mode) the sensitivity (i.e. the calibration factor) of
the detection scheme is reduced, because less light from the
TEM00mode is scattered by the particle. In fact, if we repeat
the above calibration for when the particle is on the left and
right well, we get:

cleft = (2.95± 0.04) · 10−6m/V.
cright = (2.62± 0.03) · 10−6m/V.

Thus, we investigate the dependence of the calibration fac-
tor on the particle position c(x) for the relevant spatial inter-
val. This is possible by an analysis of the particle dynamics
in an equilibrium scenario, as will be discussed in the follow-
ing. The data used to calibrate the effect stems from the re-
initialisation part of the protocols, i.e. is taken independently
of the erasure protocol and with precisely the same experi-
mental configuration and particle. During the re-initialisation
phase we obtain trajectories with the particle equilibrated in
each of both wells, respectively. We obtain this data for two
different powers, with the potential set to ”high” and ”low”.
We label s(t) the uncalibrated particle trajectory registered by
the detector. The goal is to reconstruct calibrated particle tra-
jectory in real space x(t). We define η(s) = dx/ds as the
differential calibration factor, which we expect to correspond

to the calibration factor ci as discussed above (i= left, right,
center). Accordingly, ∂V/∂s = ∂V/∂x ·∂x/∂s = F (x)η(s).
Let us first consider an isolated particle (no friction, no force
noise) moving in a potential landscape and detected in a
scheme with a position dependent calibration factor:

F (x) =
1

η(s)
· ∂V
∂s

(8)

F (s(x))/m =
∂

∂t
(ẋ) =

∂

∂t
(η(s)ṡ) =

∂η

∂s
ṡ2 + η(s)s̈ (9)

=
1

η(s)

(
∂η2

∂s
· ṡ

2

2
+ η2s̈

)
(10)

From this we can deduce how Newtons laws are transformed
for the uncalibrated trajectories in dependence of the differen-
tial calibration factor.

∂V

∂s
=
∂η(s)2

∂s
· ṡ

2

2
+mη2(s)s̈ (11)

Clearly, the detected uncalibrated trajectory allows to deter-
mine the calibration factor using the kinetic quantities in this
equation. Consider a particle that is weakly coupled to and
in equilibrium with an environment. For a sufficiently large
ensemble of data where a particle crosses a specific position,
the above equations hold on average, as random force noise as
well as friction cancel on average. Accordingly:

〈∂V
∂s
〉 =

∂η(s)2

∂s
· 〈 ṡ

2

2
〉+mη2(s)〈s̈〉 (12)

The calibration factor is now expressed in terms of a first or-
der differential equation with uncalibrated quantities, which
are known: the reconstructed potential derivative, the average
kinetic energy and the average acceleration when the particle
is in the TEM00mode and in the wells of the TEM10high and
low power mode. We numerically solve the differential equa-
tion to reconstruct

√
η2(s).

In Fig. S4a we show the differential calibration factor as
a function of the voltage response of the detector. The data
is obtained by stitching the numerical results for the ”high”
and ”low” as well as the TEM00potential. While this allows
to cover the full relevant range of data, it results in two appar-
ent discontinuities and corresponding large error bars due to
numerical mismatch in the different reconstructions. In fact
for each component we manually adjust the position offset
〈V (s+ ε = ε0)〉 to minimize discontinuities. We evaluate er-
ror bars on the points by performing a Montecarlo simulation
where we randomly generate ε in an around of ε0. In order
to compare this dynamics-based full-range calibration method
with the standard measurement for harmonic potentials de-
scribed before, Fig.S4 also features the values cleft and cright
and ccenter as blue dots showing a good agreement between
the two calibration methods.

We interpolate the data points with the function α4(s −
s0)4 + α0, which preserves the expected flatness of the cal-
ibration function around zero. In Fig. S4b we show the in-
tegrated calibration factor η0(x) =

∫ x
smin

η(s′)ds′, which al-
lows us to determine the real space trajectory for any of our
measurements in post processing.
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FIG. S2: Experimental setup: Two independent, orthogonal polarised laser beams (H: Mephisto (Coherent) + Keopsys Fiber
Amplifier, V: Opus (Laser Quantum)) are modulated in intensity using independently controlled AOM’s working in first-order
diffraction and frequency shifted by 80MHz. Light is coupled into SMF and compensated in polarisation, then expanded to a

beam diameter of approx 7mm and recombined into a PBS. An SLM is programmed to create a TEM10mode for the vertically
polarised light. In the vacuum chamber a microscope objective (NA=0.8) creates the optical trap. Electrodes are placed around

the focal point and can be positioned through a translation stage. The light from the trap is then collected and filtered in
polarisation. Vertically polarised light is used to monitor the TEM10power, horizontally polarised light is split: 1% of the light
is used to measure the particle position using a split-mirror detection scheme, the remaining 99% of the light is reflected into

the vacuum chamber to create the standing wave. List of acronyms: PBS - polarizing beam splitter, AOM - acusto-optical
modulator, SLM - spatial light modulator, SMF - single mode fiber, CCD - charged-coupled device fast camera, BS - beam

splitter, HWP - half-wave plate, QWP - quarter-wave plate.

FIG. S3: Power dependence of detector sensitivity. σφdet
as a function of the power in the detector show a linear

response. The optical power is attenuated right in front of the
detector, for a fixed trap frequency of ω0

Every measured timetrace is rescaled to account for power
fluctuations, which are monitored during the whole measure-
ment, and their linear effect on the calibration in Fig. S3.
Specifically, the data is normalised to a power P0 correspond-
ing to a measured voltage of φdetmax = (5.51± 0.02)V .

B. Electrodes Calibration

We calibrate the displacement force F = cfφf due to the
voltage φf applied to the electrodes by measuring the dis-
placement of the particle in the TEM00mode as a function of
the voltage applied to the electrodes. The electrodes voltage
is increased from φf = −7.5 V to φf = 7.5 V in multiple
steps using a voltage amplifier. At every step, we measure the
mean position of the particle in the tweezer. A repetition of
at least 10 times decreases the statistical error and compen-
sates for position drifts. Afterwards, the measurement is fitted
with a linear function (see Fig. S5) from which we extract the
parameter cf . We get:

〈φdet〉
φf

=
〈x〉/cdet
F/cf

=
1

mω2
0

· cdet
cf

Note: every particle has a different number of charges, and
thus needs a different calibration. All protocols presented here
are taken for the same particle. The force calibration factor
determined for this particle is cf = (5.1 ± 0.3)10−14N/V .
The maximal tilting force applied in the protocol is Fmax =
4.4 · 10−14N and corresponds to φfmax = Fmax/cf = 0.86V
.
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FIG. S4: Detector Sensitivity. a) Differential calibration factor as a function of the detector response. Black points:
experimental values. Error bars are 1-sigma, evaluated with a Montecarlo simulation. Blue points: calibration factor evaluated
using the equipartation theorem in approximately harmonic traps with error bars are smaller than point size. Red: fit of all data

points with a quartic function. b) Correspondingly calibrated position as a function of the detector response (uncalibrated
position).

FIG. S5: Calibration of the electrodes. Top) Potential
reconstruction of a particle in a TEM00mode for various

values of the electrodes voltage. Bottom) Average position of
particle as a function of electrodes voltage.

IV. POTENTIAL MODEL

The calculation of work applied during a protocol is based
on the knowledge of the optical potential at every time. We
model the full time-dependence based on our time-dependent
parameter-settings and the reconstuction of the potential for
relevant, specific parameter settings, corresponding to snap-
shots of the protocol. The potential reconstruction for these
snapshots is obtained from a series of independent measure-
ments: we first let the particle equilibrate to the respective
potential landscape. Then we measure the particle’s posi-
tion probability distribution p(x) taking a timetrace which is
sufficiently long (100 ms) to safely use the ergodic assump-
tion. The potential is then reconstructed by using: V (x) =

−kT ln(p(x)) with Boltzmann constant k, temperature T. We
measure the potential for various powers in TEM10and fixed
TEM00power. Measurements are then sensitivity corrected,
calibrated (see III,A), and fitted to find a model for the poten-
tial depending on the power of TEM00and TEM10(see some
examples of measured potentials in Fig. S6). Every poten-
tial is fitted with a function which approximates the optical
potential as a combination of TEM00and TEM10modes:

f(x) = c− 8α(x−x0)2e
− 2(x−x0)2

σ2

πσ6 − 2βe
− 2(x−x1)2

σ2

πσ4

We first identify parameter β by fitting our potential when
TEM10is off (Fig. S6a). We use a “jumping” potential (i.e.,
when the particle jumps between the wells, Fig. S6h) to infer
|x0−x1|, which identifies the asymmetry in our model, which
we assume constant for the whole experiment. We then fit the
remaining potentials to find and interpolate parameters α, x0,
σ and c as a function power in the mode TEM10. This process
gives us the full ability to program V (x, t) for our protocol
via the input parameters.

V. PROTOCOLS AND EQUILIBRIUM PHASE SPACE

Every protocol timetrace is measured using a split detec-
tion scheme, and sampled at 6.25MS/s. A calibrated time-
trace xl(ti) (i is the i-th time step, l is the l-th repetition of
the protocol). A full protocol consists of three parts. In the
first part we perform a fast (tup = 3µs) increase in the power
of the trap, followed by a slower (tneq = 358µs) decrease
back to the memory potential; In the second part is the equi-
librium erasure, where TEM10is quasi-adiabatically modified
to first decrease and then increase again the potential barrier
(teq = 1358µs). At t1 = 728µswe introduce a linear increase
of the electrostatic force that reaches its maximum Fmax at
t2 = 1258µs, decreasing again linearly till the end of the pro-
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FIG. S6: Potential reconstruction. Reconstruction of U(x), fixing the power of the TEM00after the vacuum chamber to
α0=50mW, and varying the power of TEM10from β = 120mW (h) to β = 0mW (a).

FIG. S7: Probability Density of the reinitialisation part of
the protocol. Average position over ≈ 10000 protocol
repetitions. In the first part the particle is in the ”low”

potential, after the reset protocol. At t = 438µs the power of
TEM00is maximised. After t = 1315µs the TEM10power is

also maximised. At the end of the reinitialisation, the particle
is reequilibrated to a ”high” power potential.

tocol. The third part is a reset protocol that restarts the particle
in its original (non-equilibrium) distribution ρneq . This part is
not evaluated for the work and heat consumption. First the
particle is let to equilibrate to the final position, then TEM00is
rapidly increased to its maximum value. Finally, TEM10is

also increased rapidly. This sets the particle to either of the
two wells with a probability that depends on the symmetry
of the potential. Finally, the particle is let to equilibrate to
this potential. We show in Fig. S7 the probability density
during the reinitialisation part of the protocol for the ε = 4
data-set. Overall, the entire data-set lasts ttot = 3116µs. The
double-well potential is consistently set to the same power ra-
tio between the two modes (TEM10is 2.7 times the one of the
TEM00measured right after the vacuum chamber). Parameter
ε is set such as the trap power is (ε+1) times stronger than the
power for the equilibrium potential. In Fig. S8 we show the
phase-space distribution of the particle state at the beginning
(top) and at the end of the erasure protocol (bottom).

VI. EVALUATION OF LANDAUER’S BOUND

Given a protocol timetrace xl(ti) and the potential model
V (x, t), we define the average dissipated work as:

〈W 〉ε = 〈
∫ teq

0

∂V (x, t)

∂t
dt〉ε →

→ 〈
tfin∑

i=0

[V (xi, ti+1)− V (xi, ti)]〉ε

The average dissipated heat during the protocol, following the
First Law is:

〈Q〉ε = 〈W 〉 − 〈∆E〉
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ε peq0 pf0 〈W 〉 〈∆E〉 〈Q〉 ∆Wasym

0 0.634± 0.006 0.040± 0.001 0.583± 0.045 0 0.62± 0.064 0.121± 0.047

1 0.415± 0.006 0.004± 0.001 0.487± 0.048 0.185± 0.031 0.295± 0.06 0.060± 0.016

2 0.423± 0.007 0.0046± 0.0014 0.351± 0.046 0.283± 0.070 0.024± 0.086 0.081± 0.019

3 0.637± 0.021 0.033± 0.010 0.196± 0.042 0.447± 0.042 −0.215± 0.06 0.156± 0.070

4 0.566± 0.015 0.0210± 0.0035 0.054± 0.023 0.446± 0.023 −0.328± 0.032 0.222± 0.028

TABLE I: Experimental parameters. ε is the non-equilibrium parameter. peq0 is the probability of the particle starting in well
0. pf0 is the probability of the particle being in well 0 after the protocol. 〈W 〉 is the average extracted work during all the

repetitions of the protocol. 〈∆E〉 is the average energy difference between start and end of the protocols. 〈Q〉 is the average
dissipated heat during the protocols (a negative value indicates cooling of the environment). 〈∆Wasym〉 is the correction to

Landauer’s bound given by the asymmetry of the potential and non-perfect erasure.
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FIG. S8: x-v phase-space of the erasure protocol. Top)
Initial state (out of equilibrium) state, Bottom) Final state

after reset. Position and velocity are normalised to
xth =

√
kBT/(m(2πν0)2 and vth =

√
kBT/m, where

ν = 80kHz and m = 2.83fg.

Here 〈〉 is the average over M ≈ 10000 protocols, and
ε is the non-equilibrium parameter. In addition, we define
∆Ei = Ei(tfin) − Ei(t0) = 1

2m((vifin)2 − (vi0)2) +

[V (xifin, tprotocol) − V (xiinit, tprotocol)] as the total energy
variation between the beginning (out-of-equilibrium) and end-
ing (equilibrium) of the protocol. In Table I we report experi-
mental values for average work, heat, and energy difference as
a function of ε. Uncertainty is evaluated through the standard
deviation of the resulting distribution, and propagated for the
averaging over all the repetitions of the protocol.


