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Abstract

Alchemical binding free energy (BFE) calculations offer an efficient and thermo-

dynamically rigorous approach to in silico binding affinity predictions. As a result of

decades of methodological improvements and recent advances in computer technology,

alchemical BFE calculations are now widely used in drug discovery research. They help

guide the prioritization of candidate drug molecules by predicting their binding affini-

ties for a biomolecular target of interest (and potentially selectivity against undesirable

anti-targets). Statistical variance associated with such calculations, however, may un-

dermine the reliability of their predictions, introducing uncertainty both in ranking

candidate molecules and in benchmarking their predictive accuracy. Here, we present

a computational method that substantially improves the statistical precision in BFE

calculations for a set of ligands binding to a common receptor by dynamically allocat-

ing computational resources to different BFE calculations according to an optimality
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objective established in a previous work from our group and extended in this work.

Our method, termed Network Binding Free Energy (NetBFE), performs adaptive bind-

ing free energy calculations in iterations, re-optimizing the allocations in each iteration

based on the statistical variances estimated from previous iterations. Using examples

of NetBFE calculations for protein-binding of congeneric ligand series, we demonstrate

that NetBFE approaches the optimal allocation in a small number (≤ 5) of iterations

and that NetBFE reduces the statistical variance in the binding free energy estimates

by approximately a factor of two when compared to a previously published and widely

used allocation method at the same total computational cost.
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1 Introduction

In drug discovery research, candidate drug molecules are increasingly ranked and selected

by their computationally predicted affinities for the biomolecular target of interest before

experimental synthesis and testing1–6. This allows for the exploration of many more molec-

ular design ideas than is practical with experimental approaches alone. Alchemical binding

free energy (BFE) calculations have become a valuable tool in predicting the protein-ligand

binding affinities and their utility continues to increase thanks to advances in the method-

ologies4,7–13 force field14–19, computational power afforded by the graphical prcessing units

(GPUs)8,9,11, and the availability of simulation software and simplified workflows4,9,11,20–26.

BFE calculations can either compute the binding free energy of an individual molecule,

by a technique commonly referred to as "absolute" binding free energy (ABFE) calcula-

tions27–30, or compute the difference between the binding free energies of two molecules, by

"relative" binding free energy (RBFE) calculations11,31–33. The binding free energies of a set

of molecules can be determined by a combination of ABFE calculations of select molecules

and RBFE calculations of select pairs of molecules34.

Statistical errors in BFE calculations confound decision-making in candidate molecule se-

lection and the assessment of their predictive accuracy. There have been significant method-

ological progress in minimizing statistical errors in single BFE calculations35,36, but works

have only recently been published addressing the question of how to reduce the collective

statistical errors for BFE calculations of a set of molecules34,37, which represents the majority

of applications of BFE calculations in drug discovery.

As suggested previously, at a fixed total computational cost, the overall statistical errors

in BFE calculations for multiple molecules can be minimized by optimally allocating the

computational resources to different RBFE and ABFE calculations. In particular, minimiz-

ing the total variance in the estimated binding free energies with respect to the allocation

corresponds to the A-optimal in experimental design34. Such optimal allocations, however,

require knowledge of the statistical fluctuations in individual BFE calculations, which are
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unknown a priori. Because of this reason, A-optimal BFE calculations have not yet been

reported for realistic examples.

In this work, we develop a method based on the A-optimal design to improve the statis-

tical precision of BFE calculations. Our method, Network Binding Free Energy (NetBFE),

performs adaptive BFE calculations in multiple iterations. In each iteration, NetBFE es-

timates the statistical fluctuations in different BFE calculations based on the results from

previous iterations, and it reallocates the computational resources accordingly. This allows

the A-optimal allocation to be used in realistic BFE calculations. We also extend the previ-

ous theoretical work by deriving new equations for the A-optimal design and the covariance

matrix when only RBFE calculations are included (the previous theory required the inclu-

sion of at least one ABFE calculation), a common scenario in the lead optimization stage of

drug discovery.

Here, we apply NetBFE to calculating the binding free energies of 16 ligands against the

TYK2 protein11,38 and 8 ligands against the HIF-2α protein39. We compare the statistical

errors in the estimated binding free energies from NetBFE calculations and those in the BFE

calculations using RBFE pairs selected by the LOMAP algorithm developed by the Mobley

lab40, which is widely used in such calculations. At the same total computational cost,

NetBFE reduces the statistical variance by about half compared to LOMAP. Our results

suggest that NetBFE can substantially improve the statistical precision of BFE calculations

in drug discovery, which should accelerate the computational selection of candidate drug

molecules and thereby increase the efficiency of the design-make-test cycle.

2 Methods

2.1 A-optimal design of network binding free energy calculations

The A-optimal design of measurement network of pairwise differences was described previ-

ously in detail34, and is briefly explained here. The binding free energy values for multiple
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molecules in the same binding site of a receptor are the quantities of interest in BFE calcula-

tions. Let xi=1,2,...,m be the binding free energy of molecule i; here we use xi instead of ∆Gi to

make the notations in the mathematical presentation more compact, and to follow the same

notation in Reference 34. ABFE computes the individual xi (i.e. ∆Gi) and RBFE computes

the difference between any pair of xi and xj : xij = xi−xj (i.e. ∆∆Gij = ∆Gi−∆Gj). These

ABFE and RBFE calculations form our difference network, which can be represented by a

graph G of m+1 vertices and m(m+1)/2 edges, where the vertices i = 1, 2, . . . , m stand for

the m quantities {xi}, the edge between vertices i 6= j > 0 stands for the difference measure-

ment x̂ij (i.e. the RBFE calculations), and the edge between vertices 0 and i > 0 stands for

the individual measurement x̂i (i.e. the ABFE calculations). For each BFE calculation, its

asymptotic statistical variance σ2
e , for e ∈ {i|i = 1, 2, . . . , m}∪{(i, j) | i, j = 1, 2, .., m, i 6= j},

decreases with ne—the resource allocated to this calculation—as

σ2
e = s2e/ne (1)

where se is the statistical fluctuation in the corresponding BFE calculation.

Some of the binding free energy values, say {xa | a ∈ Q}, may have been measured exper-

imentally. These experimental values and their concomitant statistical errors in the exper-

iment, {x̃a ± δa | a ∈ Q}, can be included in the estimate of the binding free energies from

BFE calculations. If the true binding free energies are {xi}, the likelihood that our BFE

calculations produce results of {x̂e±σe} and the experimental measurements produce results

of {x̃a ± δa | a ∈ Q} is

L =
∏

i

(
√
2πσi)

−1 exp

(

−(xi − x̂i)
2

2σ2
i

)

·
∏

a∈Q

(
√

2πδa)
−1 exp

(

−(xa − x̃a)
2

2δ2a

)

·
∏

i<j

(
√

2πσij)
−1 exp

(

−(xi − xj − x̂ij)
2

2σ2
ij

)

(2)
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Maximizing the log-likelihood lnL with respect to {xi} yields the maximum likelihood

estimator for {xi}:

F · ~x = ~z (3)

where F is the Fisher information matrix with the elements

Fij =























δ−2
i + σ−2

i +
∑

k 6=i σ
−2
ik if i = j and i ∈ Q

σ−2
i +

∑

k 6=i σ
−2
ik if i = j and i /∈ Q

−σ−2
ij if i 6= j

(4)

and

zi =











δ−2
i x̃i + σ−2

i x̂i +
∑

j 6=i σ
−2
ij x̂ij if i ∈ Q

σ−2
i x̂i +

∑

j 6=i σ
−2
ij x̂ij if i /∈ Q.

(5)

The covariance in the estimates of {xi} is given by the inverse of the Fisher information

matrix:

C = F
−1. (6)

The A-optimal minimizes the total variance, tr(C), subject to the constraints of non-

negativity

ne ≥ 0, (7)

and of the total fixed computational cost

∑

e

ne =
∑

i

ni +
∑

i<j

nij = N. (8)

This minimization can be solved by cone programming41, and it is implemented in the

publicly available software DiffNet.42
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2.2 A-optimal for a network with only relative binding free energy

calculations

Sometimes we may choose to perform only relative binding free energy calculations and

compute only x̂ij . In this case the free energies can only be determined up to an arbitrary

constant x̄, which can be chosen to minimize the root mean square deviation from the known

experimental values.

The log-likelihood in this case is given by

lnL = −
∑

i<j

(xi − xj − x̂ij)
2

2σ2
ij

(9)

The corresponding Fisher information matrix

Fij =











∑

j 6=i σ
−2
ij if i = j

−σ−2
ij if i 6= j

(10)

is singular. Consequently, the covariance matrix C = F
−1 cannot be defined.

This problem can be solved by introducing an additional term to the log-likelihood to

restrain the mean m−1
∑

i xi to a constant x̄:

lnL∗(w) = lnL− 2−1ω

(

m−1
∑

i

xi − x̄

)2

(11)

which is equivalent to specifying that the mean of {xi} is normally distributed around x̄ with

the standard deviation of 1/
√
ω. The corresponding Fisher information matrix is

F
∗(w) = F+ ωm−2

1 (12)

where 1 is a m×m matrix of elements 1. We substitute this augmented Fisher matrix F
∗(ω)

for F in the semi-definite programming for A-optimal when there are no absolute binding
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free energy calculations. It can be demonstrated that the optimal allocation does not depend

on the value of ω > 0.

The corresponding covariance matrix is

C
∗(ω) = (F∗(ω))−1 (13)

We are interested in C
∗ = limω→∞C

∗(ω), such that the mean of {xi} is constrained to

the constant x̄. To derive C
∗, consider the expansion of C∗(ω) in ω−1:

C
∗(ω) = C

∗ + ω−1
C1 + o(ω−2). (14)

We have

I = (F+ ωm−2
1)(C∗ + ω−1

C1 + o(ω−2))

= FC
∗ +m−2

1C1 + ωm−2
1C+ ω−1

FC1 + o(ω−2). (15)

Comparing the terms grouped by different orders of ω, we have

~1tC∗ = ~0

FC
∗ +~1m−2 ~Ct

1 = I, (16)

where ~Ct
1 is a vector whose elements are the column sums of C1. This can be written in the

matrix form






~1t 0

F ~1













C
∗

m−2 ~Ct
1






=







~0t

I






, (17)

the solution of which gives a well-defined covariance matrix C
∗. Incidentally, ~Ct

1 = m~1t.
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2.3 Iterative network binding free energy calculations

The statistical fluctuations {se} depend on both the thermodynamic length between the

two end states in an alchemical calculation and the ratio of the relaxation time of relevant

motions to the length of the simulation.7,36 In practice, they have to be estimated (approxi-

mately) from the completed BFE calculations. In order to obtain {se} values for allocating

the computational resources according to the A-optimal, NetBFE calculations proceed in

iterations, with each iteration consuming a predetermined amount, ∆N (i), of total sampling.

After each iteration i, estimates of {s(i+1)
e } are updated as described in Section. 2.6 below,

and a new A-optimal allocation {n(i+1)
e } is determined from the updated {s(i+1)

e } and used

to extend the BFE calculations for iteration i+ 1. The iterations continue until a specified

total simulation samples, N =
∑

i∆N (i), or a specified target average statistical variance

tr(C)/m is reached. Data accumulated from all the iterations are included to compute the

binding free energy value for each BFE calculation.

In each NetBFE calculation reported in this work, a total of T0 = m× 200ns simulation

time is used for a set of m molecules. This is divided into I = 5 iterations and in each

iteration Ti = T0/I of simulation time is allocated.

2.4 A-optimal on sparse 2-connected sub-networks

In order to reduce the number of BFE calculations in each iteration, we select a 2-connected

subgraph out of the full graph G in each iteration, and obtain the A-optimal on this sub-

network. It was demonstrated previously that the 2-connected sub-network can generate

near-optimal allocations.34 The allocation in each iteration thus proceeds in two steps in our

NetBFE implementation. First, we determine the A-optimal allocation of the computational

resources for the next iteration on the full graph G. The edges with the largest allocations

are selected to form the 2-connected subgraph. Here, the edge selection can be based on

either the total cumulative allocation including all previous iterations or only the allocation

for this iteration. We have implemented both selection methods, and we refer to NetBFE
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calculations with the former method as NetBFE(N) and those with the latter method as

NetBFE(∆N). Second, A-optimal allocation is obtained including only the BFE calculations

in the selected 2-connected subgraph.

2.5 Estimates of the statistical variances in BFE calculations

The statistical variance σ2
ij in the computed ∆∆Gij (by RBFE for i 6= j and by ABFE for

i = j) is estimated by block bootstrapping, using all the data up to the current iteration.

The sampled data points in free energy simulations are divided into B = 10 non-overlapping

blocks, each block containing samples from a simulation time interval. The data are resam-

pled by randomly drawing B blocks with replacement. A ∆∆Gij value is computed from

each set of resampled data, and the corresponding variance σ2
ij is computed from K = 50

repeats of the resampling.

2.6 Estimates of the statistical fluctuations in BFE calculations

The statistical fluctuations sij associated with the calculation of ∆∆Gij can be estimated

from its statistical variance σ2
ij and its given computational cost nij by inverting Eq. 1:

s2ij = σ2
ijnij (18)

We use a simple model to predict sij of BFE calculations that have not yet been performed

(thus σij is unavailable):

sij = w0 + w1max(hij, hji)
1/2 + w2max(Hij , Hji)

1/2 (19)

where for i 6= j, hij is the number of heavy atoms in molecule i that do not map onto

atoms in molecule j and Hij is the number of hydrogen atoms in molecule i that do not map

onto atoms in molecule j in the RBFE calculation; for i = j, hii and Hii are the respective

numbers of heavy and hydrogen atoms in molecule i in the ABFE calculation.
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Before the first iteration, the parameters are initialized to w0 = 1.0, w1 = 1.0 and

w2 = 0.5. In each iteration, the sij values for the performed RBFE calculations are updated

by Eq. 18, and the parameters w0, w1, and w2 are updated by minimizing the root-mean-

square-error (RMSE) between the values predicted from Eq. 19 and those computed from

Eq. 18.

2.7 Maximum likelihood estimate of binding free energies

The individual (absolute) binding free energies can be derived from the pairwise (relative)

binding free energy differences and their corresponding variances by using the maximum

likelihood estimator (Eq. 3). In practical drug discovery projects, a few molecules usually

have experimentally determined binding free energies—reference binding free energies–which

can be included in the computational results to derive a maximum likelihood estimate of

binding free energies (Eqs. 4 and 5).

2.8 Molecular dynamic simulations

In each individual RBFE/ABFE calculation, the protein-ligand complex was first equili-

brated by a 5 ns simulation, where the snapshots were saved every 2500 MD steps and

the total 2000 snapshots are randomly drawn as the starting structures for replicates of

RBFE/ABFE calculations. Hydrogen mass repartition43 in conjunction with SHAKE44/SETTLE45

for constraining the distances between hydrogen atoms and their covalently bonded heavy

atoms was employed to enable the use of a large time step of 4 fs in all simulations. The

potential energies at all λ values were computed and saved every 5 ps. Each alchemical sim-

ulation consisted of both the "complex" stage, which simulated the protein-ligand complex,

and the "solvated" stage, which simulated the ligand in aqueous solution. The temperature

was kept at 298.15 K using Langevin dynamics46 with the collision frequency 2.0 ps−1, and

the pressure was kept at 1.01325 bar with Monte Carlo barostat47 and a pressure relaxation

time of 1.0 ps. The proteins were modeled by AMEBR ff14SB force field48, and the small
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molecules were parameterized using our in-house force field generation program; the force

field parameters and starting protein-ligand complex structures are provided as AMBER20

input files in the Supplementary Materials. The entire system was solvated in a periodic

box of TIP3P water molecules with all the solute atoms no less than 12 Å away from the

boundary of the unit cell. In this work, the initial structures of TYK2 protein target with

16 ligands come from reference 11 and HIF-2α (PDB ID: 4XT2) protein target with 8 lig-

ands are constructed according to reference 39. All simulations were performed using the

AMBER20 package.49

Each individual RBFE calculation consists of Λ = 22 simulations (decoupled protocol)

or Λ = 12 simulations (concerted protocol) and each individual ABFE calculation consists

of Λ = 21 simulations (decoupled protocol) or Λ = 16 simulations (concerted protocol) at

different λ values. Decoupled and concerted protocols are defined in references 5 and 8. If a

BFE calculation is allocated a total simulation time of t0, each λ-valued simulation will run

for a total of tλ = t0/Λ simulation time. If tλ < 0.1ns, this BFE calculation is omitted and its

time t0 is allocated proportionally to other BFE calculations, otherwise the simulation time is

divided into ⌈tλ/(2ns)⌉ replicates initialized with slightly different binding poses and random

number seeds (thus no individual simulation exceeds 2 ns simulation time, which helps load

balance when the simulations are executed in parallel). In each iteration, new replicates for

each individual BFE calculation receiving new allocations are initiated; existing simulations

are not extended. The allocation only includes the "complex" stage of each individual BFE

calculation; if a BFE calculation is performed, its corresponding "solvated" stage is simulated

for a fixed time of 2Λ ns, which incurs a negligible computational cost and is not included

in the total allocated computational resource.
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3 Results

We first illustrate the iterative allocation in NetBFE consisting of both ABFE and RBFE

calculations, using the small example of eight inhibitors against the protein kinase TYK2. No

experimental binding free energies were included in the allocation and analysis, i.e. δ−1
i = 0

in Eq. 4. The estimated fluctuations {se} and the corresponding A-optimal allocation of

{ne} in each iteration are shown in Fig. 1A and Fig. 1B, respectively. The total variance

tr(C(n(i), s(i))) decreases with increasing iterations.

How well does this iterative procedure approach the true A-optimal allocation? If we as-

sume that the estimate of {s(i=5)
e } after the last iteration represents the true statistical fluctu-

ations, tr(C(n(5), s(5))) approximates the variance of the A-optimal allocation. We measure

how far the allocation n(i) in the i’th iteration—normalized to n′(i) ≡
∑

e n
(5)
e (
∑

e n
(i)
e )−1n(i)

so that its total number of samples is the same as that in the last iteration—is from the this

approximate A-optimal by comparing tr(C(n′(i), s(5))) to tr(C((n(5), s(5))). The former in-

deed approaches the latter (Fig. 1C) after only three iterations, suggesting that the iterative

allocation is converging quickly to the true A-optimal.

Because ABFE converges much slower than RBFE (on average ABFE has a much higher

statistical fluctuation than RBFE: 〈{si}〉ABFE/〈{sij}〉RBFE ≈ 6.2), most of the computa-

tions (approximately 81% of total resources) are allocated to ABFE in order to improve the

precision of the absolute values of the computed binding free energies.
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Figure 1: The evolution of a NetBFE calculation of 8 inhibitors against TYK2. A. The
estimated statistical fluctuations s = {se} in each iteration. The width of each edge is
proportional to the corresponding se. B. The allocation of n = {ne} in each iteration.
The width of each edge is proportional to the corresponding ne. In (A) and (B), each
filled circle represents an inhibitor, an edge between two filled circles represents a RBFE
calculation between the two corresponding inhibitors, and an edge between the large empty
circle and a filled circle represents an ABFE calculation for the corresponding inhibitor.
C. The total variance tr(C) ≡ tr(C(n(i), s(i))) according to the estimate of s(i) = {s(i)e }
and the allocation n(i) = {n(i)

e } in each iteration i. Also shown is expected total variance
tr(C(n′(i), s(5))) resulting from the normalized allocation n′(i) =

∑

e n
(5)
e (
∑

e n
(i)
e )−1n(i) in

the ith iteration if {s(i=5)
e } from the last iteration is the true statistical fluctuation; the

convergence of tr(C(n′(i), s(5))) to tr(C(n(5), s(5))) demonstrates that NetBFE approaches
the A-optimal allocation via the iterative updates.

14



Often it is unnecessary to predict the absolute values of the binding free energies, such as

in the case when the values for some similar molecules have been experimentally determined,

thus the values for the molecules of interest can be determined by predicting the differences

between the molecules, or in the case of ranking the molecules by their binding affinities,

such that only their relative differences will suffice. In such cases ABFE calculations may

be omitted to avoid the most expensive part of the computations, as noted above. In the

following, we consider NetBFE with only RBFE calculations.

We used NetBFE to compute the binding free energies of 16 inhibitors against TYK211,38

and 8 inhibitors against HIF-2α39. These molecules are depicted in Fig. 2 and listed in the

Supplementary Materials. We first characterized the progression of statistical errors after

each iteration of extending the total simulation time (Fig. 3). The standard deviations and

the total variance by and large decreases with increasing total simulation time. Moreover, the

distribution of the standard errors becomes narrower, indicating that most of the free energy

results have converged to similar precision. In the case of HIF-2α inhibitors, the agree-

ment between the experimental binding free energies and their predicted values improves

at each iteration (Fig. 3), indicating that the improvement in precision is accompanied by

the improvement in accuracy; for TYK2 inhibitors, the accuracy is quite good (RMSE <

1 kcal/mol) in all 5 iterations. Of course, accuracy in the binding free energy calculations

depends on other factors such as the force field parametrization and the consistency between

the computational setup and the experimental conditions. It remains unknown whether

in other protein-ligand combinations or in other force fields the accuracy of the predicted

binding free energies improves with the statistical precision.

In each iteration of the NetBFE calculation, the allocations {ne} are optimized according

to the estimate of statistical fluctuations {se} based on the results of the previous iteration,

thus both {se} and {ne} change from one iteration to the next. We measure the difference
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between two allocations of {ne} and {n∗
e} by the Kullback-Leibler (KL) divergence:

DKL[ne||n∗
e] =

∑

e

fe ln
fe
f ∗
e

(20)

where fe ≡ ne/
∑

e′ ne′ and similarly f ∗
e are the fractional allocations. In the two cases

above, {ne} approach their limiting values with the progression of iterations (Fig. 4): the

KL-divergence between {n(i)
e } and {n(opt)

e } decreases toward 0.69 for TYK2 and 0.28 for

HIF-2α with each iteration, where {n(opt)
e } is the the A-optimal allocation based on s(i=5)

from the last iteration, assuming, as in the above, that the estimate of s(i=5) from the last

iteration is a good approximation to the true statistical fluctuations. Taking the A-optimal

variance to be Copt ≈ C(n(opt), s(5)), tr(C(n′(i), s(5))/tr(Copt) rapidly approaches one with

each iteration for both TYK2 and HIF-2α examples (as above, n′(i) =
∑

e n
(5)
e (
∑

e n
(i)
e )−1n(i)

is the normalized allocation in iteration i). Note that n(i) is determined on a 2-connected sub-

network (see Section 2.4) while n(opt) is determined on the full network. These observations

suggest that the iterations in NetBFE using a two-connected sub-network result in near-

optimal allocations.
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Figure 2: 2D structures for the inhibitors studied in this work. A. 16 inhibitors against
TYK2; B. 8 inhibitors against HIF-2α.
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Figure 3: The progression of precision and accuracy in NetBFE iterations for A. 16 inhibitors
against TYK2 and B. 8 inhibitors against HIF-2α. The upper panels show the total vari-
ance tr(C) (red) and the root mean square error (RMSE) between NetBFE predictions and
experimental values of the individual binding free energies (blue). The lower panels show
the distributions of the standard deviations in the predicted binding free energies, computed
for each inhibitor as the square root of the corresponding diagonal element in C; the dashed
and solid lines represent the average and median values, respectively, of the distributions.
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A simple consistency check can help identify problematic RBFE calculations by compar-

ing the ∆∆Gij,RBFE in the RBFE calculation against the difference ∆Gi,NetBFE−∆Gj,NetBFE,

where ∆Gi,NetBFE and ∆Gj,NetBFE are derived by the maximum likelihood estimator of

Eq. 3. Fig. 5 shows such comparison for the NetBFE calculations of TYK2 and HIF-2α in-

hibitors; points significantly deviating from the diagonal (e.g. points for which |∆∆Gij,RBFE−

(∆Gi,NetBFE −∆Gj,NetBFE)| ≥ 3
√

σ2
ij + σ2

i + σ2
j ) indicate potentially problematic RBFE cal-

culations.
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Figure 5: Consistency check between individual RBFE calculations and maximum likelihood
estimates of NetBFE results for TYK2 and HIF-2α calculations. The red point indicates a
potentially problematic RBFE calculation inconsistent with NetBFE estimates (see text).
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Having demonstrated above that the iterative procedure in NetBFE allocates the com-

putational resources approximately according to the A-optimal, we next investigate whether

such allocations yield improved precision in the computed binding free energies. We per-

formed g = 3 independent replicates of NetBFE calculations of the TYK2 and HIF-2α

examples, initializing each replicate with the same binding poses but different random num-

ber seeds in equilibration and alchemical simulations, and computed the statistical variances

in the predicted binding free energies across the replicates. In comparison, we computed the

same sets of binding free energies—and their statistical variances from g = 3 independent

replicates—by allocating the same total computational cost evenly to pairs of RBFE calcula-

tions selected by a previously published method, LOMAP40. Fig. 6 shows the distributions

of variances for the two NetBFE allocation methods (NetBFE(N) and NetBFE(∆N), ex-

plained in Section 2.4) and the LOMAP allocation method. The mean and median values of

the variance distributions are listed in Table 1. The NetBFE allocations indeed significantly

outperform the LOMAP allocations in terms of the statistical precision in the predicted

binding free energies. The reduction in the statistical variance by approximately a factor of

two is consistent with the previous results from simulated data34.

Table 1: The mean and median values of the variances distributions in the estimated binding
free energies of NetBFE(N), NetBFE(∆N) and LOMAP schemes for the TYK2 and HIF-2α
examples, corresponding to the dashed and solid lines in Fig. 6. The error bars for these
values are computed from bootstrapping. The variances are in the units of (kcal/mol)2.

TYK2 HIF-2αmethods
mean median mean median

NetBFE(N) 0.11 ± 0.05 0.04 ± 0.02 0.13 ± 0.07 0.05 ± 0.06
NetBFE(∆N) 0.03 ± 0.01 0.03 ± 0.01 0.11 ± 0.03 0.10 ± 0.02
LOMAP 0.10 ± 0.03 0.07 ± 0.02 0.25 ± 0.10 0.13 ± 0.13

Reference binding free energy values from experimental measurements for a subset of the

molecules, when available, may be incorporated in the NetBFE calculations by supplying

x̃i and δ−1
i > 0 in Eq. 4, 5. Here we tested the allocation and the corresponding precision

and accuracy in NetBFE calculations that include different numbers of reference values.
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Figure 6: The distributions of variances in the estimated binding free energies (dashed line:
mean value of variance distribution; solid line: median value of variance distribution) of
NetBFE(N), NetBFE(∆N) and LOMAP methods for the TYK2 and HIF-2α examples.
The variances are computed from 3 replicates of binding free energy calculations.

We performed four independent NetBFE calculations for the 16 inhibitors against TYK2,

supplying reference experimental values for k = 0, 1, 2, 4 molecules, respectively.

The optimal allocations at the end of five iterations are shown in Fig. 7. When there are

a small number of reference molecules (k = 1, 2), they serve as network hubs, in that there

is a RBFE edge connecting them to every other molecule. As we increase the number of

reference molecules (k = 4), however, only a partial subset of the molecules are connected to

each reference molecule for which RBFE calculations are quick to converge. The predicted

binding free energies are compared to the experimental values in Fig. 8. The precision and

accuracy of the NetBFE calculations are summarized in Table 2. In this case, including more

reference values does not significantly improve either the precision or the accuracy.
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Figure 7: The network of optimal allocations when including k = 0, 1, 2, 4 reference exper-
imental binding free energies. The small empty circles in the graph represent the ligands
whose experimental binding free energies are used as reference values. The disconnected apo
node (the large empty circle) indicates that there are no ABFE calculations.

Table 2: The precision and accuracy of NetBFE calculations for m = 16 TYK2 inhibitors
when reference experimental values are included for k = 0, 1, 2, 4 molecules. The precision
is measured by the average statistical variance in the free energy estimates (in (kcal/mol)2).
The accuracy is measured by the mean unsigned error (MUE, in kcal/mol) and root mean
square error (RMSE, in kcal/mol) from the experimental values and by the correlations
(Pearson R2, Spearman ρ, and Kendall τ) with the experimental values. The error bars in
the metrics are computed from bootstrapping.

k 0 1 2 4
m−1tr(C) 0.0030 ± 0.0011 0.0040 ± 0.0006 0.0020 ± 0.0003 0.0020 ± 0.0002

MUE 0.82 ± 0.12 0.74 ± 0.11 0.72 ± 0.10 0.79 ± 0.14
RMSE 0.93 ± 0.11 0.86 ± 0.12 0.82 ± 0.11 0.97 ± 0.13

Pearson R2 0.87 ± 0.07 0.82 ± 0.09 0.84 ± 0.07 0.76 ± 0.11
Spearman ρ 0.88 ± 0.09 0.89 ± 0.10 0.87 ± 0.10 0.90 ± 0.08

Kendall τ 0.72 ± 0.11 0.72 ± 0.12 0.72 ± 0.12 0.75 ± 0.10
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Metric Value
MUE (kcal/mol) 0.82

RMSE (kcal/mol) 0.93
Pearson R² 0.87

Spearman ρ 0.88
Kendall τ 0.72

−12 −10 −8 −6

−12

−10

−8

−6

Pr
ed

ict
ed

 Δ
G

 [k
ca

 /m
o 

] k=0

Metric Va ue
MUE (kcal/mol) 0.74

RMSE (kcal/mol) 0.86
Pearson R² 0.82

Spearman ρ 0.89
Kendall τ 0.72

−12 −10 −8 −6

−12

−10

−8

−6 k=1

Metric Value
MUE (kcal/mol) 0.72

RMSE (kcal/mol) 0.82
Pearson R² 0.84

Spearman ρ 0.87
Kendall τ 0.72

−12 −10 −8 −6
Experimental ΔG [kca /mo ]

−12

−10

−8

−6

Pr
ed

ict
ed

 Δ
G

 [k
ca

 /m
o 

] k=2

Metric Va ue
MUE (kcal/mol) 0.79

RMSE (kcal/mol) 0.97
Pearson R² 0.76

Spearman ρ 0.90
Kendall τ 0.75

−12 −10 −8 −6
Experimental ΔG [kca /mo ]

−12

−10

−8

−6 k=4

Figure 8: The predicted binding free energies by NetBFE versus experimental values when
including k = 0, 1, 2, 4 reference experimental binding free energies. Here, the predicted
binding free energies by NetBFE are shifted to minimize the difference between the means
of the predicted and the experimental values. The error bars in the predicted values are the
square roots of the diagonal elements of the covariance matrix in the NetBFE calculations.
The molecules with reference values are represented by unfilled circles; their predicted binding
free energies are included in the calculation of MUE, RMSE, and the correlation coefficients.
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4 Conclusions

In this work, we have developed a new method to improve the overall statistical precision of

binding free energy calculations for multiple molecules against a common biomolecular tar-

get. NetBFE (Network Binding Free Energy) implements and extends a previous theoretical

work from our group on A-optimal experimental design for measuring pairwise differences,

making it practical for realistic binding free energy calculations. We have demonstrated

that, at a fixed total computational cost, NetBFE can reduce the statistical errors in BFE

calculations by approximately two-fold. The improved precision will increase the confidence

in the computational ranking of candidate drug molecules, which is instrumental to prior-

itizing molecules for synthesis in the design-make-test cycle. In addition, as binding free

energy calculations are increasingly used for validating and benchmarking force field models

and free energy methods4,7,11,50, the reduced statistical errors afforded by NetBFE will make

the benchmark assessments more reliable and thus accelerate the improvements in in silico

binding assays.
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