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#### Abstract

We prove Cantor spectrum and almost-sure Anderson localization for quasiperiodic discrete Schrödinger operators $H=\varepsilon \Delta+V$ with potential $V$ sampled with Diophantine frequency $\alpha$ from an asymmetric, smooth, cosine-like function $v \in C^{2}(\mathbb{T},[-1,1])$ for sufficiently small interaction $\varepsilon \leqslant \varepsilon_{0}(v, \alpha)$. We prove this result via an inductive analysis on scales, whereby we show that locally the Rellich functions of Dirichlet restrictions of $H$ inherit the cosine-like structure of $v$ and are uniformly well-separated.


## Contents

1 Introduction and main results ..... 3
1.1 What this paper accomplishes ..... 4
1.1.1 Removing symmetry ..... 5
1.1.2 Opening gaps ..... 5
1.1.3 Eliminating double resonances ..... 6
1.2 Idea of the proof ..... 7
1.2.1 A brief roadmap of the paper ..... 11
1.3 Notation and preliminaries ..... 12
1.3.1 Perturbation theory for differentiable one-parameter self-adjoint operator families ..... 13
1.3.2 Spectral analysis of discrete Schrödinger operators ..... 15
1.4 Acknowledgments ..... 16
2 Simple resonance ..... 17
2.1 The resonant eigenpair of $H^{\hat{\Lambda}}$ ..... 18
2.2 Local Rellich function structure ..... 20
3 Double resonance ..... 22
3.1 The resonant eigenpairs of $H^{\hat{\Lambda}}$ ..... 23
3.2 Local Rellich function structure ..... 25
3.2.1 Lower bounds on the second derivative ..... 26
3.2.2 Uniform local separation of Rellich functions ..... 29
3.2.3 Simple resonance of $\widehat{\mathbf{E}}_{\vee}$ and $\widehat{\mathbf{E}}_{\wedge}$ away from $\theta_{* *}$ ..... 32
3.2.4 Proof of Theorem 3.2 ..... 33
3.2.5 Approximation of $\widehat{\mathbf{E}}_{\vee}$ and $\widehat{\mathbf{E}}_{\wedge}$ by previous scale ..... 34
4 Resonance via inverse functions ..... 36
4.1 Preimages and crossing points ..... 37
4.2 Double resonance ..... 40
4.3 Domain adjustment ..... 45
5 Multiscale spectral analysis ..... 50
5.1 Preparing the induction ..... 51
5.1.1 The initial scale ..... 51
5.1.2 Inductive definitions ..... 52
5.2 The inductive proposition ..... 54
5.3 The family of descendants of $\mathbf{E}_{s}$ ..... 57
5.3.1 Construction of the next length scale ..... 57
5.3.2 Decay of resonant eigenpairs ..... 60
5.3.3 Constructing the descendants $\mathbf{E}_{s+1}$ ..... 64
5.4 Resonant orbits ..... 68
5.5 Nonresonance ..... 72
5.6 Proof of Proposition 5.3 and Theorem 5.4 ..... 75
6 Localization and Cantor spectrum ..... 76
6.1 Characterization of the spectrum ..... 76
6.2 Cantor spectrum ..... 79
6.3 Localization ..... 80
A Bootstrapped Green's function decay ..... 84
B Proofs of preliminaries ..... 90
B. 1 Perturbation theory lemmas ..... 90
B. 2 Cauchy Interlacing Theorem ..... 91
B. 3 Eigenvalue separation lemma ..... 92
C References ..... 95

## 1 Introduction and main results

Fix a bounded real sequence $V=\left\{V_{j}\right\}_{j \in \mathbb{Z}}$ and $\varepsilon>0$. We consider the discrete Schrödinger operator $H=H(V, \varepsilon)$ whose pointwise action on sequences in $\mathbb{C}^{\mathbb{Z}}$ is given by

$$
\begin{align*}
(H \psi)(n) & :=((\varepsilon \Delta+V) \psi)(n)  \tag{1.1}\\
& :=\varepsilon(\psi(n+1)+\psi(n-1))+V_{n} \psi(n) .
\end{align*}
$$

Restricted to $\ell^{2}(\mathbb{Z}), H$ is a bounded self-adjoint linear operator. $H$ is called Anderson localized if it exhibits an $\ell^{2}(\mathbb{Z})$ basis of exponentially decaying eigenvectors. The Anderson model, where $V$ is sampled random i.i.d. from a nontrivial probability distribution, is almost surely Anderson localized; in this sense, localization is a standard measure of "randomness" of the potential. That said, certain non-random potentials, e.g. $V_{n}=\cos (\theta+n \alpha)$, are likewise almost-surely Anderson localized for small $\varepsilon$ and almost every $\alpha$. Proofs of this fact have historically relied on either the analyticity of cosine and subsequent uniform positivity of the Lyapunov exponent or its inherent symmetry. We offer a new perturbative proof of almost-sure localization and Cantor spectrum for potentials sampled from any $C^{2}$-smooth Morse function with two monotonicity intervals along a Diophantine rotation on the circle.

We consider "cosine-like" sampling functions from $\mathbb{T}=\mathbb{R} / \mathbb{Z}$ into $[-1,1]$ having two non-degenerate critical points; that is, we consider functions $f \in C^{2}(\mathbb{T},[-1,1])$ having two monotonicity intervals and satisfying a Morse condition

$$
d_{0} \leqslant\left|\partial_{\theta} f\right|+\left|\partial_{\theta}^{2} f\right| \leqslant D_{0} .
$$

We say $\alpha \in[0,1] \backslash \mathbb{Q}$ is $(C, \tau)$-Diophantine when

$$
\begin{equation*}
\|n \alpha\|_{\mathbb{T}} \geqslant \frac{C}{|n|^{\tau}}, \quad n \in \mathbb{Z} \tag{1.2}
\end{equation*}
$$

In this case we write $\alpha \in D C_{C, \tau}$. It is well-known that Lebesgue almost every $\alpha$ is Diophantine for some $(C, \tau)$. We consider potentials $V=V\left(\theta_{*}\right)$ generated by sampling a cosine-like $v$ along an irrational rotation by $\alpha$ starting at $\theta_{*}$, i.e.

$$
V_{n}\left(\theta_{*}\right)=v\left(\theta_{*}+n \alpha\right),
$$

and denote by $H\left(\theta_{*}\right)=H\left(V\left(\theta_{*}\right), \varepsilon\right)$.
Theorem (Main Theorem). Let $v \in C^{2}(\mathbb{T},[-1,1])$ be a function with two monotonicity intervals satisfying a Morse condition

$$
d_{0} \leqslant\left|\partial_{\theta} v\right|+\left|\partial_{\theta}^{2} v\right| \leqslant D_{0}
$$

and let $\alpha \in D C_{C, \tau}$. Then there exists $\varepsilon_{0}=\varepsilon_{0}(v, \alpha)$ such that, for $\varepsilon<\varepsilon_{0}$,

1. The spectrum $\Sigma=\Sigma(v, \alpha)$ of $H\left(\theta_{*}\right)$ is a Cantor set, and
2. For Haar almost every $\theta_{*} \in \mathbb{T}, H\left(\theta_{*}\right)$ is Anderson localized, i.e. has pure-point spectrum with exponentially decaying eigenfunctions.

Our approach to the proof of the Main Theorem is an inductive analysis of scales. Multiscale analysis techniques are a well-established approach to localization in arbitrary spatial dimensions, cf. [8, 10, 11, 12, 13, 14, (15], and are quite general in their scope; for a recent survey of multiscale analysis techniques, see [21]. In one spatial dimension, as in our model, one has access to additional tools (like the Lyapunov exponent and transfer matrices) which can simplify the analysis. Indeed, uniform positivity of the Lyapunov exponent often lends itself to almost-sure nonperturbative localization results [1, 3]. Such results were initially established by Jitomirskaya for the Almost Mathieu operator [18], and this strategy has been well-applied in the analytic regime due to the Hermann "subharmonicity trick," see e.g. [2, 3, 4, [5, 25], as well as in the random i.i.d. regime due to Fürstenberg's Theorem, see e.g. [6, 7, 9, 17, 19].

For smooth sampling functions, proving uniform positivity of the Lyapunov exponent becomes a substantial challenge. In this case, only perturbative strategies have thus far been successful. Fröhlich-Spencer-Wittwer established a perturbative approach to proving almost-sure Anderson localization for symmetric cosine-like smooth potentials $v$ with sufficiently small interaction for almost every irrational $\alpha$ [14], with additional work in this direction pioneered by Sinai [24]. Positive Lyapunov exponents and Cantor spectrum were verified via perturbative methods in the general asymmetric cosine-like case by Wang-Zhang [26, 27].

### 1.1 What this paper accomplishes

Our result will naturally be compared to the aforementioned works of Fröhlich-Spencer-Wittwer [14, Sinai [24], and Wang-Zhang [26, 27]. Our main accomplishments relative to these prior works are, respectively:

1. Removing the crucial symmetry assumption on the sampling function $v$ from [14] in part by an inductive analysis of differences of inverse functions; cf. Section 4.
2. Establishing the existence of open spectral gaps via a novel Cauchy interlacing argument (cf. Theorem 3.2) and a multiscale induction scheme which preserves the size of these gaps (cf. Proposition 5.3).
3. Eliminating double-resonances, i.e., those phases $\theta$ for which the frequency $\alpha$ is problematically recurrent relative to the sampling function $v$ infinitely often (cf. Lemma 6.7).

Each of these steps requires new ideas not present in the above works; we describe the difficulties which must be overcome, and our approaches to overcoming them, below.

### 1.1.1 Removing symmetry

In [14], the authors prove an analogue to the Main Theorem under the additional assumption of even symmetry of the sampling function $v$ defining the potential: $v(\theta)=v(-\theta)$. This assumption is crucial to their analysis because the symmetry is inherited by the Rellich functions (i.e., parametrized eigenvalues) $\mathbf{E}^{\Lambda}$ of any Dirichlet restriction $H^{\Lambda}$ of $H$ to an interval $\Lambda \subset \mathbb{Z}$; specifically, if $\Lambda=[c-L, c+L]$, then

$$
\mathbf{E}^{\Lambda}(\theta)=\mathbf{E}^{\Lambda}(-\theta-2 c \alpha), \quad \theta \in \mathbb{T}
$$

In particular, it follows that there is antisymmetry in the derivative:

$$
\partial_{\theta} \mathbf{E}^{\Lambda}(\theta)=-\left(\partial_{\theta} \mathbf{E}^{\Lambda}\right)(-\theta-2 c \alpha)
$$

These symmetries come with two crucial benefits. First, Rellich curves of $H^{\Lambda}$ have predetermined critical points when

$$
\left\|2 \theta_{c}+2 c \alpha\right\|_{\mathbb{T}}=0
$$

These critical points are common to any Rellich curves of $H^{\Lambda}$. This fact, alongside opposite-signed second derivatives (cf. (1.9)), allows one to conclude a uniform local eigenvalue separation from the classical pointwise eigenvalue separation for eigenvalues with eigenvectors localized on a common support (cf. Lemma 1.5). The uniform local separation of Rellich curves guarantees that different Rellich curves cannot resonate with one another, which in turn allows one to, e.g., apply calculus and the Diophantine condition to single Rellich curves at every step of the induction.

The second important consequence of the symmetry of the Rellich functions is that the difference of local inverse functions - which plays a crucial role in identifying double resonances (cf. Figure (1) - is effectively independent of the scale and the energy, cf. [14, Lemma 5.7]. This means that, in the even setting, one can define the bad sets of double resonant phases uniformly in the energy. In our construction, the difference of local inverses of Rellich functions $\mathbf{E}_{s,+}^{-1}-\mathbf{E}_{s,-}^{-1}$ depends on the parent Rellich function, and thus so too do our bad sets of phases. By carefully controlling the number of double resonances and child Rellich functions coming from each parent (cf. equation (6.1) below), we can discretize this energy dependence and again construct a uniform bad set of phases at each scale, whose limit superior we eventually eliminate to prove Anderson localization.

### 1.1.2 Opening gaps

Sinai's paper [24] is likewise foundational in establishing an approach to proving perturbative localization results in the quasiperiodic setting; indeed, general aspects of our argument, like the idea illustrated in Figure 3 below, echo some of the ideas
developed therein. However, Sinai's paper suffers from fundamental flaws as written, each of which our approach overcomes.

Sinai's approach to studying quasiperiodic operators is a priori a natural one: for fixed frequency $\alpha$ having best rational approximants $\alpha_{s}=p_{s} / q_{s}$ with $q_{s}$ having controlled growth rate $q_{s+1} \lesssim(s+1)^{2} q_{s}$, approximate the whole-line operator $H$ via the $q_{s}$-periodic operators $H_{\varepsilon}^{(s)}(\theta)$. In Sinai's construction, the transition between steps $s$ and $s+1$ involves approximating $H_{\varepsilon}^{(s+1)}(\theta)$ with shifts $H_{\varepsilon}^{(s)}\left(\theta+n \alpha_{s+1}\right)$. By the definition of the periodic approximants $\alpha_{s}$, one has

$$
\left|\alpha_{s}-\alpha_{s+1}\right|=\frac{1}{q_{s} q_{s+1}} \gtrsim \frac{1}{(s+1)^{2} q_{s}^{2}}
$$

and so the general error incurred in an inductive step $s \mapsto s+1$ is, at best, polynomial in $q_{s}^{-1}$. In contrast, in this inductive step there are double-resonant eigenfunctions whose centers of localization are separated at distances $q_{s}$. The separation between the resultant Rellich functions is exponentially small in $q_{s}$, comparable to $\varepsilon^{q_{s}}$. Thus, after making an inductive step using periodic approximations, the uniform local separation between Rellich curves - even coming from previous scales! - is completely destroyed, taking along with it the ability to consider only self-resonances of a given Rellich curve.

Critiques aside, Sinai's intuition regarding the importance of the gaps between children of resonant Rellich curves is informative. Describing these gaps in our regime is perhaps the most novel contribution in this work; we do so by proving the Rellich functions at scale $s+1$ are simultaneously interlaced by a pair of auxiliary curves which are $C^{1}$ close to the parent curves from scale $s$, which must be monotone with opposite-signed derivatives; cf. Lemma 3.8.

### 1.1.3 Eliminating double resonances

Compared to the works of Fröhlich-Spencer-Wittwer and Sinai, relatively recent progress on understanding localization for smooth quasiperiodic discrete Schrödinger operators was made by Wang and Zhang [26]. Therein, the authors show perturbatively that the Lyapunov exponent of the associated transfer matrices is arbitrarily close to $|\log \varepsilon|$, and they likewise prove a Large Deviation Theorem. Their proof again proceeds by studying an auxiliary transfer matrix which is in some sense an asymptotic approximation to the Schrödinger transfer matrix as $\varepsilon$ decreases to zero. In a follow-up paper [27], the authors use the characterization of spectral energies as corresponding to non-uniform hyperbolicity of the associated transfer matrix to prove Cantor spectrum in the model.

In the one-dimensional setting, uniformly positive Lyapunov exponents and a Large Deviation Theorem are key ingredients to proving Anderson localization; however, alone they are insufficient to identify a full-measure set of phases for which localization holds. This final ingredient for localization, often called "elimination of double resonances," requires a careful understanding of the sets of double resonant
phases at each inductive step. These bad sets of phases depend crucially on the energies for which they are resonant.

In our construction, given a Morse, two-monotonicity interval Rellich curve $\mathbf{E}_{s}$ at scale $s$, we can identify the bad sets of phases for $\mathbf{E}_{s}$ and control their sizes using the Morse condition. One can control all of the bad sets simultaneously, then, by controlling the number of Rellich children $\mathbf{E}_{s+1}$ one constructs at each step. Here again the Diophantine condition and the Morse, two-monotonicity interval structure of each $\mathbf{E}_{s}$ are crucial in order to separate the double-resonant energy regions, in turn allowing us to define at most $1 / \rho_{s-1}^{3}$ children of $\mathbf{E}_{s}$, each having bad sets of phases of size at most $\rho_{s}^{1 / 5}$ (cf. the proof of Lemma 6.7). Choosing our scales appropriately, we will have summability of the cumulative size of all bad sets at all scales, and the Borel-Cantelli lemma will apply. We sketch the first step of our inductive procedure below.

### 1.2 Idea of the proof

For an interval $\Lambda=[a, b] \subset \mathbb{Z}$, we denote by $H^{\Lambda}$ the restriction of $H$ to $\Lambda$ with Dirichlet boundary conditions, $\psi(a-1)=\psi(b+1)=0$. Letting $|\Lambda|:=b-a+1$, one can identify $H^{\Lambda}$ with the $|\Lambda| \times|\Lambda|$ matrix

$$
H^{\Lambda}=\left[\begin{array}{ccccc}
V_{a} & \varepsilon & & & \\
\varepsilon & V_{a+1} & \varepsilon & & \\
& \ddots & \ddots & \ddots & \\
& & \varepsilon & V_{b-1} & \varepsilon \\
& & & \varepsilon & V_{b}
\end{array}\right]
$$

Notice that the base dynamics of our model imply

$$
H^{\Lambda}(\theta+n \alpha)=H^{\Lambda+n}(\theta)
$$

for any $n \in \mathbb{Z}, \theta \in \mathbb{T}$; furthermore, by the regularity of our sampling function $v$, any one-parameter family of Dirichlet restrictions $H^{\Lambda}(\theta)$ exhibits $|\Lambda|$ Rellich functions (i.e., parametrized eigenvalues $\mathbf{E}(\theta)$ ) which are necessarily simple and $C^{2}$.

Generalized eigenvalues of the whole-line operator $H$ (i.e., energies $E$ with solutions $\psi$ to $H \psi=E \psi$ growing at most polynomially) are limit points of the eigenvalues of the finite-volume operators $H^{\Lambda}$ as $\Lambda$ grows to $\mathbb{Z}$; furthermore, they are spectrally dense in the spectrum of $H$ [22, 23]. By the Poisson formula

$$
\psi(n)=\varepsilon R_{\theta, E}^{\Lambda}(n, a) \psi(a-1)+\varepsilon R_{\theta, E}^{\Lambda}(n, b) \psi(b+1), \quad n \in \Lambda, E \notin \operatorname{sp}\left(H^{\Lambda}(\theta)\right)
$$

exponential off-diagonal decay of Green's functions $R_{\theta, E}^{\Lambda}=\left(H^{\Lambda}(\theta)-E\right)^{-1}$ can be favorably leveraged against the at-most polynomial growth of generalized eigenfunctions $\psi$ on $\Lambda$. If we can inductively construct intervals of increasing length on which
we have Green's function decay at (or near) generalized eigenvalues, we can thus prove exponential decay of generalized eigenfunctions, hence Anderson localization.

The initial step in our induction involves constructing intervals $\Lambda_{1}=\Lambda_{1}\left(\theta_{*}, E_{*}\right)$ from the degenerate interval $\Lambda_{0}=\{0\}$ in a way which is stable in $\theta_{*}$ and $E_{*}$. At this zeroth scale, the eigenvalue of $H^{\Lambda_{0}}\left(\theta_{*}\right)$ is precisely the value of the sampling function $v\left(\theta_{*}\right)$. The difficult aspect of the induction is identifying how the structural assumptions on $v$ are reflected by the Rellich functions of $H^{\Lambda_{s}}$ at future scales $s \geqslant 1$.

In non-resonant situations where $\left|V_{m}-E\right| \geqslant \rho \gg \varepsilon$ is large for all $m \in \Lambda$, the Green's function exhibits off-diagonal decay at a rate of $\varepsilon / \rho$ on $\Lambda$ by a classical Neumann series argument (cf. Lemma 5.1). One thus focuses on those cases when $\left|V_{m}-E\right|$ is small:

$$
\mathcal{S}_{0}\left(\theta_{*}, E_{*}\right)=\left\{m \in \mathbb{Z}:\left|V_{m}\left(\theta_{*}\right)-E_{*}\right| \lesssim \rho\right\} .
$$

If an element $m \in \mathcal{S}_{0}$ is separated by some relatively large distance $L$ from any other element of $\mathcal{S}_{0}$, we call it simple resonant (for $v, \rho$, and $L$ ). For simple resonant $m$, one can build an interval $\Lambda_{1}^{(1)}=[m-L / 2, m+L / 2]$ so that any eigenvector of the associated Dirichlet restriction $H^{\Lambda_{1}^{(1)}}(\theta)$ with eigenvalue near $E_{*}$ will be localized near $m$, again by the Poisson formula (1.11). By classical perturbation theory (cf. Lemma 1.2 and Proposition 2.1), it follows that $H^{\Lambda_{1}^{(1)}}$ has a single Rellich function $\mathbf{E}_{1}(\theta)$ near $E_{*}$ for $\theta$ near $\theta_{*}$, and thus $\mathbf{E}_{1}$ will be well-approximated in $C^{2}$ by the sampling function $\mathbf{E}_{0}:=v$ (cf. Proposition 2.2).

The obstruction to localization, then, are double resonances, where (at least) two resonant sites $m_{j}$ are within $L$ of one another. These double resonances are unavoidable; an illustration of such a resonance can be seen in Figure 1 .


Figure 1: Double resonance of the sampling function $v$ : if $\theta_{0, n,-} \in I_{0, n,-}$ is the value such that $v\left(\theta_{0, n,-}\right)=v\left(\theta_{0, n,-}+n \alpha\right)=E_{n}(v)$, then 0 and $n$ are in $\mathcal{S}_{0}\left(\theta_{0, n,-}, E_{n}\right)$.

In our setting, the Diophantine condition and the structure of $v$ guarantee that at most two resonant sites $m_{1}$ and $m_{2}$ can be nearby for appropriate choices of $\rho$ and $L$; furthermore, each of these nearby pairs $\left(m_{1}, m_{2}\right)$ must be well-separated from one another. Indeed, let $v: \mathbb{T} \rightarrow[-1,1]$ be our Morse sampling function with two monotonicity intervals $\mathbf{I}_{ \pm}$and denote by $v_{ \pm}:=\left.v\right|_{\mathbf{I}_{ \pm}}$the monotone restrictions of $v$. By the Morse condition, one sees (cf. Lemma 4.2)

$$
\begin{equation*}
\left|v_{ \pm}(\theta)-v_{ \pm}\left(\theta^{\prime}\right)\right| \gtrsim\left\|\theta-\theta^{\prime}\right\|_{\mathbb{T}}^{2}, \quad \theta, \theta^{\prime} \in \mathbf{I}_{ \pm} . \tag{1.3}
\end{equation*}
$$

By the Morse condition and (1.3), double resonant sites on the orbit of $\theta_{*}$ cannot occur near critical points of $v$; we thus find a lower bound $\nu=\nu(\rho, L) \gg \rho$ on $\left|v^{\prime}\right|$ for double resonant phases $\theta \in I_{0, n, \pm}:=v_{ \pm}^{-1}\left(J_{0, n}\right)$. What's more, given the twomonotonicity structure of $v$, there can be at most $4 L$ such double-resonant intervals $I_{0, n, \pm},|n| \leqslant L$ (cf. Figure 11). Thus, the region of double-resonant phases is of size at most $4 L \rho / \nu$. It also follows from the Diophantine condition (1.2) and the twomonotonicity interval structure of $v$ that the sequence $V_{m}=v\left(\theta_{*}+m \alpha\right)$ can only recur to a neighborhood of $E$ for at most two nearby values of $m$ :

$$
\min _{m_{1}, m_{2}, m_{3} \in \mathcal{S}_{0}}\left\{\left|m_{1}-m_{2}\right|,\left|m_{2}-m_{3}\right|\right\} \gtrsim \rho^{-1 / 2 \tau}
$$

Thus, if we choose $L$ of order, e.g.,

$$
L^{6} \sim \rho^{-1 / 2 \tau}
$$

then resonant sites $m \in \mathcal{S}_{0}$ which are not simple resonant appear in distinct pairs ( $m_{1}, m_{2}$ ) with $\left|m_{1}-m_{2}\right| \leqslant L$ such that each pair is separated from other pairs by at least $L^{6}$.

Given the separation of these pairs, one can build an interval $\Lambda_{1}^{(2)}=\left[m_{1}-\right.$ $\left.L^{2} / 2, m_{1}+L^{2} / 2\right]$ such that, by classical perturbation theory (cf. Lemma 1.2 and Proposition (3.1), $H^{\Lambda_{1}^{(2)}}$ has two Rellich functions $\mathbf{E}_{1, \vee}>\mathbf{E}_{1, \wedge}$ near $E_{*}$ for $\theta$ near $\theta_{*}$. These new Rellich functions, however, must necessarily deviate significantly from the parent function $v$ near their the crossing point $E_{n}(v)$. One of the primary technical thrusts of this paper is demonstrating that these new functions locally 1) retain the crucial Morse and two-monotonicity structural properties of the function $v$, and 2) separate with a stable, quantifiable gap between them:

Theorem (cf. Theorem 3.2). In our setting, double resonances of a Rellich function $\mathbf{E}_{s}$ of $H^{\Lambda_{s}}$ resolve as a pair of uniformly locally separated Morse Rellich functions $\mathbf{E}_{s+1, \vee}>\mathbf{E}_{s+1, \wedge}$ of $H^{\Lambda_{s+1}^{(2)}}$ with at most one critical point, cf. Figure 2.

The gap demonstrated in the above Theorem serves two purposes: First, it ensures that any Rellich function $\mathbf{E}_{1}$ can only resonate with itself at future scales, which ultimately enables our induction. Second, the size of the gap is sufficiently large to


Figure 2: The resolution of a double resonance of $\mathbf{E}_{0}=v$ into a pair of uniformly locally wellseparated Rellich curves of a Dirichlet restriction $H^{\Lambda_{1}^{(2)}}$ of $H$. The interval $\Lambda_{1}^{(2)}$ depends on the crossing value $E_{n}(v)$.
remain open through each step of the inductive procedure; the ubiquity of these gaps yields Cantor spectrum.

From the initial scale function $\mathbf{E}_{0}=v$, we thus construct a collection $\mathcal{E}_{1}$ of wellseparated Rellich functions of certain Dirichlet restrictions of $H$ whose domains cover the circle $\mathbb{T}$ with the same structural properties as $\mathbf{E}_{0}$, cf. Figure 3. The inductive argument proceeds on each such constructed function: by properly defining our parameters at scale $s$ relative to our initial choice of $\varepsilon=: \delta_{0}$, we can ensure that the


Figure 3: A cartoon output of the first inductive step: a collection $\mathcal{E}_{1}$ of local Rellich functions of various Dirichlet restrictions of $H$, whose domains (and their relevant translates, e.g. $\mathbf{I}_{1, n, v}+n \alpha$ ) cover the circle $\mathbb{T}$. The curves in black come from double resonances, and the curves in gray are simple resonant. Note that different curves need not agree on the overlap of their domains.


Figure 4: After completing the induction, we have a tree $\mathcal{E}$ of Rellich functions $\mathbf{E}_{s}: \mathbf{I}_{s} \rightarrow \mathbf{J}_{s}$. Any energy $E_{*} \in \mathbb{R}$ admits a path through this tree. The superscript $(j), j \in\{1,2\}$, of each child indicates the resonance type relative to the parent.
size $\delta_{s}$ of the resonant eigenvectors near the edges of $\Lambda_{s}$ is much smaller than the eigenvalue separation $\rho_{s}$, allowing the procedure above to iterate; we choose these parameters in such a way so as to ensure the bad sets of phases have summable measures (cf. Lemma 6.7). The Borel-Cantelli lemma guarantees that the collection $B$ of $\theta_{*} \in \mathbb{T}$ which are double-resonant infinitely often has zero measure; our full-measure set of localized phases is the complement $\Theta=\mathbb{T} \backslash B$.

The ultimate output of the induction is a tree of cosine-like Rellich curves, cf. Figure [4. Each fixed energy $E_{*} \in \mathbb{R}$ admits a path of " $E_{*}$-relevant" Rellich functions through this tree; this path either terminates at finite depth if $E_{*}$ is non-spectral or proceeds without end. Given $\theta_{*} \in \Theta$, we consider the infinite path determined by some generalized eigenvalue $E_{*}=E\left(\theta_{*}\right)$ of $H\left(\theta_{*}\right)$; by our construction of $\Theta$, this path eventually consists only of simple-resonant children. The resulting stability of the approximate eigenfunctions $\psi_{s}$ will yield exponential localization of the corresponding generalized eigenfunction, showing that the generalized eigenvalue is an honest eigenvalue with decaying eigenfunction. The spectral density of generalized eigenvalues guaranteed by Schnol's lemma completes the localization argument. Moreover, our construction ensures that each node of the tree has some double-resonant descendant. Since each double resonance opens a spectral gap which will remain open for all future scales, this observation guarantees that spectral gaps open arbitrarily close to any fixed energy $E_{*} \in \mathbb{R}$; thus the spectrum is a Cantor set.

### 1.2.1 A brief roadmap of the paper

The article proceeds as follows: in the remainder of this section, we will establish some basic notation and foundational lemmas for use throughout the paper; the proofs of these lemmas can all be found in Appendix B. Sections 2, 3, and 4 provide the crucial infrastructure for our induction. In Sections 2 and 3, we develop the spectral tools to analyze descendants of a given Rellich curve in the simple- and double-resonant settings, respectively, at every scale. The by-now classical but necessary details for
proving Green's function decay on nonresonant intervals are included in Appendix A. Section 4 consists of technical machinery allowing us to classify energy regions $J_{s, i}$ in the codomain of a cosine-like function $\mathbf{E}_{s}$ as simple- or double-resonant. Section 5 applies the content of Sections 2, 3, and 4 in a multiscale induction scheme: given a Rellich function $\mathbf{E}_{s}$, we use the restrictions of $\mathbf{E}_{s}$ to the resonance regions $J_{s, i}$ to construct Rellich children $\mathbf{E}_{s+1}$ according to the recipes in Sections 2 and 3. Section 6 characterizes the spectrum of $H$ in terms of the complete collection of Rellich functions constructed in Section 5, proving Cantor spectrum via the permanent stability of the gaps coming from double resonances; finally, we eliminate double resonances and prove Anderson localization as outlined above.

### 1.3 Notation and preliminaries

In this subsection, we establish some notation and collect the foundational lemmas which will serve as the starting point for our discussion; the proofs of each of these lemmas can be found in Appendix B.

Throughout the paper we use $I$ to denote intervals of phases $\theta, J$ to denote intervals of energies $E, \Lambda$ to denote intervals of integers, and we denote by $B_{r}(x)$ the open ball of radius $r$ centered at $x$. We reserve a handful of parameters for our multiscale inductive procedure; these parameters are:
$L$ : Lengths of spacial intervals $\Lambda$.
$\rho$ : Resonance scale for phase and energy intervals $I$ and $J$.
$\delta$ : The size of a localized eigenfunction at the edge of an interval $\Lambda$.
$\nu$ : Local lower bound on the magnitude of a first derivative of a Rellich function.
$(\ell, \gamma)$ : Green's function decay parameters, see below.
Due to the nature of the induction, we will occasionally consider up to three scales simultaneously, a "current" scale, a "next" scale, and a "previous" scale; we use hats . or checks $\asymp$ above the corresponding parameters when we intend to suggest application to the next or previous scales, respectively. With this convention, one should keep in mind the following general scale principles, which we clarify more precisely as necessary:

$$
\begin{array}{r}
\delta \ll \rho \ll \check{\rho} \ll \nu, \\
\gamma \sim|\log \varepsilon|, \\
L \ll \widehat{\ell} \ll \widehat{L} .
\end{array}
$$

We now fix the notation for our objects of study. Let $V \in \ell^{\infty}(\mathbb{Z}, \mathbb{R})$ be a realvalued potential. Restricted to $\ell^{2}(\mathbb{Z})$, the linear operator $H(V, \varepsilon)$ is self-adjoint and
bounded (with $\|H\| \leqslant\|V\|_{\infty}+2 \varepsilon$ ). For an interval $\Lambda=[a, b] \subset \mathbb{Z}$ we denote by $H^{\Lambda}$ the restriction of $H$ to $\Lambda$ with Dirichlet boundary conditions, $\psi(a-1)=\psi(b+1)=0$. Letting $|\Lambda|:=b-a+1$, one identifies $H^{\Lambda}$ with a $|\Lambda| \times|\Lambda|$ matrix by making an appropriate change of basis. With this identification, we will frequently treat vectors $\breve{\psi}$ defined only on a subset $\check{\Lambda} \subset \Lambda$ as though they are vectors in $\mathbb{C}^{|\Lambda|}$; in this situation, we abuse notation and conflate $\check{\psi}$ with its extension to $\Lambda$ given by $\breve{\psi}(m)=0, m \in \Lambda \backslash \bar{\Lambda}$.

Consider a partition of $\Lambda$ given by $\mathcal{P}=\cup_{j=0}^{p} \Lambda_{j}, \Lambda_{j}=\left[a_{j}, b_{j}\right]$, where $b_{j}+1=a_{j+1}$ for all $0 \leqslant j \leqslant p-1$ and $a_{0}=a, b_{p}=b$. We define the partitioned operators $H_{\mathcal{P}}^{\Lambda}$ and $\Gamma_{\mathcal{P}}^{\Lambda}$ by

$$
\begin{aligned}
H_{\mathcal{P}}^{\Lambda} & :=\bigoplus_{j} H^{\Lambda_{j}} \\
\Gamma_{\mathcal{P}}^{\Lambda} & :=H^{\Lambda}-H_{\mathcal{P}}^{\Lambda}
\end{aligned}
$$

We fix once and for all the trivial partition $\mathcal{P}_{0}$ with $a_{j}=b_{j}=j$, and note that in this special case

$$
\begin{aligned}
H_{\mathcal{P}_{0}}^{\Lambda} & =V^{\Lambda} \\
\Gamma_{\mathcal{P}_{0}}^{\Lambda} & =\varepsilon \Delta^{\Lambda} .
\end{aligned}
$$

We denote by $\operatorname{sp}(A)$ the spectrum of an operator $A$. For $E \notin \operatorname{sp}\left(H^{\Lambda}\right)$, we denote by $R^{\Lambda}(E):=\left(H^{\Lambda}-E\right)^{-1}$ the resolvent operator and by $R_{E}^{\Lambda}(m, n):=\left\langle\delta_{m}, R^{\Lambda}(E) \delta_{n}\right\rangle$ the associated Green's function. Given a partition $\mathcal{P}$ of $\Lambda$, we define $R_{\mathcal{P}}^{\Lambda}$ analogously, with $H_{\mathcal{P}}^{\Lambda}$ replacing $H^{\Lambda}$. We will make frequent use of the resolvent identity

$$
R^{\Lambda}(E)-R_{\mathcal{P}}^{\Lambda}(E)=-R^{\Lambda}(E) \Gamma_{\mathcal{P}}^{\Lambda} R_{\mathcal{P}}^{\Lambda}(E) .
$$

Let $E \notin \operatorname{sp} H^{\Lambda}$; given $\ell \in \mathbb{N}, \gamma>0$, we say that an interval $\Lambda \subset \mathbb{Z}$ satisfies the Green's function decay property for $(\ell, \gamma)$ if, for all $m, n \in \Lambda$ with $|m-n| \geqslant \ell$,

$$
\log \left|R^{\Lambda}(m, n)\right| \leqslant-\gamma|m-n|
$$

### 1.3.1 Perturbation theory for differentiable one-parameter self-adjoint operator families

We now recall some important lemmas for use throughout the paper; the proofs of these lemmas are appended.

We begin with a straightforward consequence of rank-nullity:
Lemma 1.1. Let $\chi$ and $P$ each be orthogonal projections on a finite-dimensional vector space. If

$$
\|(I-\chi) P\|<1
$$

then $\operatorname{rank}(\chi) \geqslant \operatorname{rank}(P)$.

We apply this lemma in the context of spectral projections for real symmetric matrices. For a symmetric matrix $A$ having normalized eigenpairs $\left(\lambda_{j}, \psi_{j}\right),\left\|\psi_{j}\right\|=1$, and a Borel set $J \subset \mathbb{R}$, we denote by $\chi_{J}(A)$ the spectral projection

$$
\chi_{J}(A):=\sum_{\lambda_{j} \in J} \psi_{j} \psi_{j}^{\top}
$$

onto the direct sum of those eigenspaces of $A$ with $\lambda_{j} \in J$. We have the following fundamental perturbative result relating eigenvectors of a symmetric matrix $A$ having quantitatively separated spectrum to approximations thereof:
Lemma 1.2. Let $A$ be a real symmetric matrix, and let $E_{*} \in \mathbb{R}$ and $\delta>0$. Suppose there exists a nonzero orthogonal projection $P$ such that

$$
\left\|\left(A-E_{*}\right) P\right\| \leqslant \delta .
$$

Then $\chi_{\bar{B}_{\delta}\left(E_{*}\right)}(A) \neq 0$, and for any $\rho>\delta$, we have

$$
\begin{equation*}
\left\|\left(I-\chi_{B_{\rho}\left(E_{*}\right)}(A)\right) P\right\| \leqslant \delta / \rho . \tag{1.4}
\end{equation*}
$$

In particular, for any unit vector $\phi$ in the image of $P$, the spectral renormalization

$$
\psi:=\frac{\chi_{B_{\rho}\left(E_{*}\right)}(A) \phi}{\left\|\chi_{B_{\rho}\left(E_{*}\right)}(A) \phi\right\|}
$$

is well-approximated by $\phi$ :

$$
\begin{equation*}
\|\phi-\psi\| \leqslant \sqrt{2} \delta / \rho . \tag{1.5}
\end{equation*}
$$

For a Borel set $J \subset \mathbb{R}$, we denote the partial resolvent

$$
R_{\perp}(E ; A, J):=\sum_{\lambda_{j} \notin J} \frac{\chi_{\left\{\lambda_{j}\right\}}(A)}{\lambda_{j}-E}
$$

and sometimes abbreviate the special case

$$
R_{\perp}\left(\lambda_{j} ; A\right):=\sum_{\lambda_{k} \neq \lambda_{j}} \frac{\chi_{\left\{\lambda_{k}\right\}}(A)}{\lambda_{k}-\lambda_{j}} .
$$

Note that, by definition,

$$
\begin{equation*}
R_{\perp}(E ; A, J)(A-E)=I-\chi_{J}(A) \tag{1.6}
\end{equation*}
$$

is the spectral projection off of the eigenspaces of $A$ associated to $\lambda_{j} \in J$. Furthermore, one has that

$$
\left\|R_{\perp}\left(\lambda_{j} ; A\right)\right\|=\frac{1}{\operatorname{dist}\left(\lambda_{j}, \operatorname{sp} A \backslash\left\{\lambda_{j}\right\}\right)}
$$

The partial resolvents $R_{\perp}$ are of great importance in computing derivatives of eigenvectors for smooth one-parameter families of symmetric matrices:

Lemma 1.3 (Feynman formulae). Let $A(\theta)$ denote a one-parameter family of symmetric real matrices, and suppose that $A$ is $C^{2}$ at $\theta_{*}$, and that $\left(E_{*}, \psi_{*}\right)$ is a simple eigenpair of $A\left(\theta_{*}\right)$. Then there is a family $(\mathbf{E}, \psi)(\theta)$ of locally simple eigenpairs in a neighborhood of $\theta_{*}$, normalized so that $\|\psi(\theta)\|=1$, which is twice differentiable at $\theta_{*}$. Furthermore, one has

$$
\begin{gather*}
\partial_{\theta} \mathbf{E}\left(\theta_{*}\right)=\left\langle\psi, A^{\prime}\left(\theta_{*}\right) \psi\right\rangle,  \tag{1.7}\\
\partial_{\theta} \psi\left(\theta_{*}\right)=-R_{\perp}\left(A, E_{*}\right) A^{\prime}\left(\theta_{*}\right) \psi_{*} \tag{1.8}
\end{gather*}
$$

and

$$
\begin{equation*}
\partial_{\theta}^{2} \mathbf{E}\left(\theta_{*}\right)=\left\langle\psi, A^{\prime \prime}\left(\theta_{*}\right) \psi\right\rangle+2\left\langle\partial_{\theta} \psi, A^{\prime}\left(\theta_{*}\right) \psi\right\rangle . \tag{1.9}
\end{equation*}
$$

Finally, one has that

$$
\begin{equation*}
\left\langle\partial_{\theta} \psi, \psi\right\rangle=0 . \tag{1.10}
\end{equation*}
$$

### 1.3.2 Spectral analysis of discrete Schrödinger operators

We recall some classical lemmas regarding eigenfunctions of discrete Schrödinger operators. The first, which is sometimes referred to as the "Poisson formula," relates the value of an eigenfunction at a particular site $n$ to Green's functions of Dirichlet restrictions of $H$ :

Lemma 1.4 (Poisson Formula). Let $\psi \in \mathbb{C}^{\mathbb{Z}}$ satisfy the formal Schrödinger difference equation $H \psi=E \psi$, and let $\Lambda=[a, b] \subset \mathbb{Z}$ be an interval. Then

$$
\begin{equation*}
\psi(n)=\varepsilon R_{\theta, E}^{\Lambda}(n, a) \psi(a-1)+\varepsilon R_{\theta, E}^{\Lambda}(n, b) \psi(b+1), \quad n \in \Lambda \tag{1.11}
\end{equation*}
$$

provided $E \notin \operatorname{sp}\left(H^{\Lambda}\right)$.
The same relation holds if we replace $H$ with $H^{\hat{\Lambda}}$ for some interval $\hat{\Lambda}=[\hat{a}, \hat{b}] \supsetneq$ $\Lambda$ and let $\psi \in \mathbb{C}^{|\hat{\Lambda}|}$ satisfy $H^{\hat{\Lambda}} \psi=E \psi$. In this case, we use the convention that $\psi(\hat{a}-1)=\psi(\hat{b}+1)=0$.

The final result that we recall is a classical eigenvalue separation lemma (cf. e.g. [14, 20]), which quantifiably separates the eigenvalues of simultaneously localized eigenvectors of a discrete Schrödinger operator:

Lemma 1.5. Let $\hat{\psi}_{1}, \widehat{\psi}_{2}$ be distinct eigenfunctions for $H^{\hat{\Lambda}}$ with corresponding eigenvalues $\widehat{E}_{1}, \widehat{E}_{2}$. Suppose there is an interval $\Lambda \subset \widehat{\Lambda}$ supporting half of the mass of both $\widehat{\psi}_{1}$ and $\widehat{\psi}_{2}$, i.e., such that $\left\|\widehat{\psi}_{j}\right\|_{\Lambda}^{2} \geqslant \frac{1}{2}\left\|\widehat{\psi}_{j}\right\|_{\widehat{\Lambda}}^{2}, j=1,2$. Then

$$
\left|\widehat{E}_{1}-\widehat{E}_{2}\right| \geqslant \frac{\varepsilon}{6|\Lambda|^{2}}\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right)^{-|\Lambda|}>\left(\frac{\varepsilon}{3}\right)^{3|\Lambda|}
$$

where $m_{\Lambda}:=\max _{k \in \Lambda, j=1,2}\left|v(k)-\widehat{E}_{j}\right|^{2}$.
In particular, if $2 \rho<(\varepsilon / 3)^{3|\Lambda|},\left|\widehat{E}_{1}-E_{*}\right|<\rho / 2$, and $E_{*}$ is well-separated from any other eigenvalues of $H^{\hat{\Lambda}}$ (i.e., $\left.\left\|R_{\perp}\left(E_{*} ; H^{\hat{\Lambda}},\left\{\widehat{E}_{1}, \widehat{E}_{2}\right\}\right)\right\| \leqslant \frac{2}{3} \rho^{-1}\right)$, we have the partial resolvent bound

$$
\begin{equation*}
\left\|R_{\perp}\left(E ; H^{\hat{\Lambda}},\left\{\widehat{E}_{1}\right\}\right)\right\| \leqslant \rho^{-1}, \quad E \in B_{\rho / 2}\left(E_{*}\right) \tag{1.12}
\end{equation*}
$$

### 1.4 Acknowledgments

The authors would like to express their deep and sincere gratitude to Michael Goldstein and Wilhelm Schlag for their guidance and numerous helpful conversations throughout the duration of this project. The work of Y.F. was supported in part by a fellowship award through the National Defense Science and Engineering Graduate (NDSEG) Fellowship Program, sponsored by the Air Force Research Laboratory (AFRL), the Office of Naval Research (ONR) and the Army Research Office (ARO).

## 2 Simple resonance

In this section, we study the situation of simple resonance, where an interval $\widehat{\Lambda} \subset \mathbb{Z}$ contains precisely one resonant "core" subinterval $\Lambda \subset \widehat{\Lambda}$ such that $H^{\Lambda}\left(\theta_{*}\right)$ has a unique eigenvalue near a fixed $E_{*}$. Under smallness and stability assumptions on the boundary values of the corresponding eigenvector, alongside off-diagonal Green's function decay on the maximal connected components of $\widehat{\Lambda} \backslash \Lambda$ (the "shoulders" of $\widehat{\Lambda}$ ), we prove that $H^{\hat{\Lambda}}$ has a unique resonant eigenpair child which is well-approximated by the parent eigenpair of $H^{\Lambda}$.

Fix $v \in C^{2}(\mathbb{T},[-1,1])$ with $\left\|\partial_{\theta} v\right\|_{\infty}+\left\|\partial_{\theta}^{2} v\right\|_{\infty} \leqslant D_{0},\left(\theta_{*}, E_{*}\right) \in \mathbb{T} \times[-2,2]$, and $0<\varepsilon<1 / 7$. Let $\widehat{\Lambda} \subset \mathbb{Z}$ be an interval with subinterval "core" $\Lambda$ of length $L=|\Lambda|$. We denote the left and right shoulders of $\widehat{\Lambda}$ by $\Lambda_{l / r}$, respectively, and denote the corresponding partition of $\widehat{\Lambda}=\Lambda_{l} \cup \Lambda \cup \Lambda_{r}$ by $\mathcal{P}$. Fix constants $\rho, \delta, \gamma, \ell>0$ satisfying the following relations:

$$
\begin{gather*}
\delta<\rho^{3} / 2<\rho / 16  \tag{2.1}\\
\log 7<\gamma \leqslant|\log \varepsilon| \tag{2.2}
\end{gather*}
$$

Assumption 1. Suppose the following hold for $\left|\theta-\theta_{*}\right|<\rho / 8 D_{0}$ :

1. (Simple resonance) The operator $H^{\Lambda}(\theta)$ has a Rellich pair $(\mathbf{E}, \psi)(\theta)$ such that $\mathbf{E}\left(\theta_{*}\right)=E_{*}$.
2. (Eigenvector decay) The unit eigenvector $\psi(\theta)$ of $H^{\Lambda}(\theta)$ has $\mathcal{P}$-boundary values bounded by $\delta / \varepsilon$; i.e. one has

$$
\begin{equation*}
\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}} \psi\right\| \leqslant 2 \delta \tag{2.3}
\end{equation*}
$$

Furthermore, for any Rellich pair $(\widehat{E}, \widehat{\psi})(\theta)$ of $H^{\hat{\Lambda}}(\theta)$ with $\left|\widehat{E}-E_{*}\right|<\frac{3}{2} \rho$, the unit eigenvector $\hat{\psi}$ also has $\mathcal{P}$-boundary values no larger than $\delta / \varepsilon$; i.e. one has

$$
\begin{equation*}
\left\|\Gamma_{\mathcal{P}}^{\hat{A}} \widehat{\psi}\right\| \leqslant 4 \delta . \tag{2.4}
\end{equation*}
$$

3. (Green's function decay on the shoulders of $\Lambda$ ) For $m, n \in \Lambda_{l / r}$ with $|m-n| \geqslant \ell$, one has

$$
\begin{equation*}
\log \left|R_{\theta, E}^{\Lambda_{l / r}}(m, n)\right| \leqslant-\gamma|m-n| \tag{2.5}
\end{equation*}
$$

for $\left|E-E_{*}\right|<\frac{3}{2} \rho$.
4. (Eigenvalue separation) $\mathbf{E}(\theta)$ is the unique eigenvalue of $H_{\mathcal{P}}^{\hat{\Lambda}}(\theta)$ in $B_{7 \rho / 4}\left(E_{*}\right)$

$$
\begin{equation*}
\chi_{\{\mathbf{E}(\theta)\}}\left(H_{\mathcal{P}}^{\hat{\Lambda}}(\theta)\right)=\chi_{B_{7 \rho / 4}\left(E_{*}\right)}\left(H_{\mathcal{P}}^{\hat{\Lambda}}(\theta)\right) . \tag{2.6}
\end{equation*}
$$

In particular, we have the partial resolvent bound

$$
\begin{equation*}
\left\|R_{\perp}\left(E ; H_{\mathcal{P}}^{\hat{\Lambda}}(\theta),\{\mathbf{E}(\theta)\}\right)\right\| \leqslant 4 \rho^{-1}, \quad E \in B_{3 \rho / 2}\left(E_{*}\right) \tag{2.7}
\end{equation*}
$$

5. (Eigenvector stability) The unit eigenvector $\psi(\theta)$ of $H^{\Lambda}(\theta)$ has stably small $\mathcal{P}$-boundary values:

$$
\begin{equation*}
\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}}\left(\partial_{\theta} \psi\right)\right\| \leqslant 25 D_{0} \delta \rho^{-1} \tag{2.8}
\end{equation*}
$$

The remainder of this section proceeds under Assumption 1 .

### 2.1 The resonant eigenpair of $H^{\hat{\Lambda}}$

Under Assumption [1, we first show the existence of a unique eigenpair of $H^{\Lambda}$ which is localized near near $\Lambda$. Specifically, denoting the localization region $\Lambda_{\text {loc }}$ and modified shoulders $\widehat{\Lambda}_{l / r}$ by

$$
\begin{aligned}
& \Lambda_{\mathrm{loc}}:=[\inf \Lambda-\ell, \sup \Lambda+\ell] \cap \hat{\Lambda}, \\
& \widehat{\Lambda}_{l / r}:=\Lambda_{l / r} \backslash \Lambda_{\mathrm{loc}}
\end{aligned}
$$

we have the following:
Proposition 2.1 (Simple resonant eigenpair). Under Assumption 1, we have:

1. Any unit eigenvector $\hat{\psi}$ of $H^{\hat{\Lambda}}$ with corresponding eigenvalue $\hat{E}$ with $\left|\widehat{E}-E_{*}\right|<$ $\frac{3}{2} \rho$ is Anderson localized on $\Lambda_{\mathrm{loc}}$ :

$$
\begin{aligned}
\|\widehat{\psi}\|_{\Lambda_{\mathrm{loc}}} & \geqslant 2 / 3 \\
\log |\widehat{\psi}(j)| & \leqslant-\gamma \operatorname{dist}(j, \Lambda), \quad j \in \hat{\Lambda}_{l / r}
\end{aligned}
$$

2. There exists a Rellich pair $(\widehat{\mathbf{E}}, \widehat{\psi})$ for $H^{\hat{\Lambda}}$ with $\widehat{\mathbf{E}}: B_{\rho / 8 D_{0}\left(\theta_{*}\right)} \rightarrow B_{\rho / 4}\left(E_{*}\right)$ and eigenvector $\hat{\psi}$ satisfying

$$
\begin{align*}
|\widehat{\mathbf{E}}-\mathbf{E}| & \leqslant 2 \delta  \tag{2.9}\\
\widehat{\psi} & =\psi+\phi \tag{2.10}
\end{align*}
$$

where $\|\phi\| \leqslant 3 \delta / \rho$.
3. Uniformly for $\theta$ with $\left|\theta-\theta_{*}\right|<\rho / 8 D_{0}$ and $\left|E-E_{*}\right|<\frac{5}{4} \rho$, there are no other Rellich functions of $H^{\hat{\Lambda}}$ within $\rho / 4$ of $\widehat{\mathbf{E}}$ :

$$
\begin{equation*}
\left\|R_{\perp}\left(E ; H^{\hat{\Lambda}}(\theta),\{\hat{\mathbf{E}}(\theta)\}\right)\right\| \leqslant 4 \rho^{-1} \tag{2.11}
\end{equation*}
$$

In particular, this applies to all $|E-\widehat{\mathbf{E}}(\theta)| \leqslant \rho$.

Proof. Suppose $(\hat{E}, \widehat{\psi})$ is a Rellich pair for $H^{\hat{\Lambda}}$ such that $\left|\widehat{E}-E_{*}\right|<\frac{3}{2} \rho$ normalized so that $\|\widehat{\psi}\|=1$. Then, denoting $\Lambda_{l}=\left[a_{l}, b_{l}\right]$, we have for $j \in \widehat{\Lambda}_{l}$

$$
\begin{aligned}
\log |\widehat{\psi}(j)| & =\log \left|\varepsilon R_{\theta, \widehat{E}}^{\Lambda_{l}}\left(b_{l}, j\right) \widehat{\psi}\left(b_{l}+1\right)\right| \\
& \leqslant \log |\varepsilon|-\gamma\left|j-b_{l}\right| \\
& \leqslant-\gamma\left(\left|j-b_{l}\right|+1\right) \\
& =-\gamma \operatorname{dist}(j, \Lambda)
\end{aligned}
$$

by the Poisson formula (1.11) and (2.5). The case $j \in \widehat{\Lambda}_{r}$ is entirely analogous.
Using this decay, we have that

$$
\begin{aligned}
\| \widehat{\psi}_{\hat{\Lambda}_{l / r}} & \leqslant \sum_{j \in \hat{\Lambda}_{l / r}} e^{-\gamma \operatorname{dist}(j, \Lambda)} \\
& \leqslant \frac{e^{-\gamma}}{1-e^{-\gamma}}<\frac{1}{6}
\end{aligned}
$$

Consequently, we have that

$$
\|\widehat{\psi}\|_{\Lambda_{\mathrm{loc}}} \geqslant 2 / 3
$$

for any resonant eigenvector $\widehat{\psi}$.
Denoting by $P=\chi_{B_{3 \rho / 2}\left(E_{*}\right)}\left(H^{\hat{\Lambda}}\right)$ and by $\chi=\chi_{B_{3 \rho / 2}\left(E_{*}\right)}\left(H_{\mathcal{P}}^{\hat{\Lambda}}\right)$, suppose $(\hat{\mathbf{E}}, \hat{\psi})$ is a resonant eigenpair of $H^{\hat{\Lambda}}$ with $\left|\widehat{\mathbf{E}}-E_{*}\right|<3 \rho / 2$. Then we have

$$
\begin{aligned}
\|(I-\chi) P\| & =\left\|R_{\perp}\left(\mathbf{E} ; H_{\mathcal{P}}^{\hat{\Lambda}}, \mathbf{E}\right)\left(H_{\mathcal{P}}^{\hat{\Lambda}}-\widehat{\mathbf{E}}\right) P\right\| \\
& \leqslant 4 \rho^{-1}\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}} P\right\| \leqslant 16 \delta \rho^{-1}
\end{aligned}
$$

Lemma 1.1 and assumption (2.6) imply $H^{\hat{\Lambda}}$ has at most one such resonant eigenvector.
The existence of a Rellich pair $(\widehat{\mathbf{E}}, \widehat{\psi})$ with $\widehat{\mathbf{E}}: B_{\rho / 8 D_{0}}\left(\theta_{*}\right) \rightarrow B_{\rho / 4}\left(E_{*}\right)$ and satisfying (2.9) follows from Lemma 1.2 after noting that

$$
\begin{equation*}
\left\|\left(H^{\hat{\Lambda}}(\theta)-\mathbf{E}(\theta)\right) \chi\right\| \leqslant\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}} \psi\right\| \leqslant 2 \delta \tag{2.12}
\end{equation*}
$$

and, by (1.7),

$$
\left|\mathbf{E}(\theta)-E_{*}\right| \leqslant D_{0}\left|\theta-\theta_{*}\right|<\rho / 8 .
$$

Thus, $\widehat{\mathbf{E}}$ is the unique eigenvalue of $H^{\hat{\Lambda}}$ with $\left|\widehat{\mathbf{E}}-E_{*}\right|<3 \rho / 2$, and (2.11) holds. Finally, since $\widehat{\psi}$ is the unique unit vector (up to a sign) in the image of $\chi_{B_{\rho}(\mathbf{E})}\left(H^{\hat{\Lambda}}\right)$, (1.5) implies (2.10).

### 2.2 Local Rellich function structure

In the simple resonant setting, the resonant Rellich pair $(\widehat{\mathbf{E}}, \widehat{\psi})$ of $H^{\hat{\Lambda}}$ is well-approximated by the resonant Rellich pair $(\mathbf{E}, \psi)$ of $H^{\Lambda}$ :

Proposition 2.2. Uniformly for $\theta \in B_{\rho / 8 D_{0}}\left(\theta_{*}\right)$, there is a constant $C=C(v)$ depending only on $v$ so that

$$
\begin{equation*}
\left|\partial_{\theta}^{k}(\widehat{\mathbf{E}}-\mathbf{E})\right| \leqslant C \frac{\delta}{\rho^{k}}, \quad 0 \leqslant k \leqslant 2 \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{\theta}^{k}(\widehat{\psi}-\psi)\right\| \leqslant C \frac{\delta}{\rho^{k+1}}, \quad 0 \leqslant k \leqslant 1 \tag{2.14}
\end{equation*}
$$

Proof. By the previous proposition, we have

$$
\begin{aligned}
& |\widehat{\mathbf{E}}-\mathbf{E}| \leqslant 2 \delta \\
& \|\widehat{\psi}-\psi\| \leqslant 3 \frac{\delta}{\rho}
\end{aligned}
$$

Thus, by the Feynman formula (1.7) and Cauchy-Schwarz,

$$
\begin{aligned}
\left|\partial_{\theta}(\widehat{\mathbf{E}}-\mathbf{E})\right| & =\left|\left\langle\widehat{\psi}, V^{\prime} \widehat{\psi}\right\rangle-\left\langle\psi, V^{\prime} \psi\right\rangle\right| \\
& \leqslant 2\left\|V^{\prime}\right\|_{\infty}\|\widehat{\psi}-\psi\| \\
& \leqslant 6 D_{0} \frac{\delta}{\rho} .
\end{aligned}
$$

By (1.8), (2.7), and (2.11), we immediately get

$$
\left\|\partial_{\theta} \psi\right\| \leqslant \frac{4 D_{0}}{\rho}, \quad\left\|\partial_{\theta} \hat{\psi}\right\| \leqslant \frac{4 D_{0}}{\rho}
$$

By differentiating the relation $H^{\hat{\Lambda}} \widehat{\psi}=\widehat{\mathbf{E}} \hat{\psi}$, we likewise find that

$$
\begin{aligned}
\left(H^{\hat{\Lambda}}-\widehat{\mathbf{E}}\right)\left(\partial_{\theta}(\hat{\psi}-\psi)\right) & =\left(\partial_{\theta} \widehat{\mathbf{E}}-V^{\prime}\right) \hat{\psi}-\left(\partial_{\theta} \mathbf{E}-V^{\prime}\right) \psi+\left(\Gamma_{\mathcal{P}}^{\hat{\Lambda}}+(\mathbf{E}-\widehat{\mathbf{E}})\right) \partial_{\theta} \psi \\
& =\left(\partial_{\theta} \widehat{\mathbf{E}}-V^{\prime}\right)(\hat{\psi}-\psi)+\left(\partial_{\theta}(\widehat{\mathbf{E}}-\mathbf{E})\right) \psi+\left(\Gamma_{\mathcal{P}}^{\hat{\Lambda}}+(\mathbf{E}-\widehat{\mathbf{E}})\right) \partial_{\theta} \psi
\end{aligned}
$$

and so, by the triangle inequality, the assumption (2.8), and the above estimates,

$$
\begin{aligned}
\left\|\left(H^{\hat{\Lambda}}-\widehat{\mathbf{E}}\right)\left(\partial_{\theta}(\hat{\psi}-\psi)\right)\right\| & \leqslant 6 D_{0} \frac{\delta}{\rho}+6 D_{0} \frac{\delta}{\rho}+25 D_{0} \frac{\delta}{\rho}+8 D_{0} \frac{\delta}{\rho} \\
& \leqslant 45 D_{0} \frac{\delta}{\rho}
\end{aligned}
$$

Denote by $\hat{\chi}$ the spectral projection onto $\hat{\psi}$. Then, since $R_{\perp}^{\hat{\Lambda}}(\hat{\mathbf{E}})\left(H^{\hat{\Lambda}}-\widehat{\mathbf{E}}\right)=I-\hat{\chi}$, we have

$$
\begin{aligned}
\left\|\partial_{\theta}(\widehat{\psi}-\psi)\right\| & \leqslant\left\|R_{\perp}^{\hat{\Lambda}}(\widehat{\mathbf{E}})\right\|\left\|\left(H^{\hat{\Lambda}}-\widehat{\mathbf{E}}\right)\left(\partial_{\theta}(\hat{\psi}-\psi)\right)\right\|+\left|\left\langle\partial_{\theta}(\widehat{\psi}-\psi), \widehat{\psi}\right\rangle\right| \\
& =\left\|R_{\perp}^{\hat{\Lambda}}(\widehat{\mathbf{E}})\right\|\left\|\left(H^{\hat{\Lambda}}-\widehat{\mathbf{E}}\right)\left(\partial_{\theta}(\widehat{\psi}-\psi)\right)\right\|+\left|\left\langle\hat{\psi}-\psi, \partial_{\theta} \psi\right\rangle\right| \\
& \leqslant 180 D_{0} \frac{\delta}{\rho^{2}}+12 D_{0} \frac{\delta}{\rho^{2}} \\
& \leqslant 200 D_{0} \frac{\delta}{\rho^{2}}
\end{aligned}
$$

where in the second line we have used that $\left\langle\partial_{\theta} \psi, \psi\right\rangle=0$ (and similarly for $\widehat{\psi}$ ).
Finally, by (1.8), (1.9), and Cauchy-Schwarz, we have

$$
\begin{aligned}
\left|\partial_{\theta}^{2}(\widehat{\mathbf{E}}-\mathbf{E})\right| & \leqslant\left|\left\langle\hat{\psi}, V^{\prime \prime} \widehat{\psi}\right\rangle-\left\langle\psi, V^{\prime \prime} \psi\right\rangle\right|+2\left|\left\langle\partial_{\theta} \widehat{\psi}, V^{\prime} \widehat{\psi}\right\rangle-\left\langle\partial_{\theta} \psi, V^{\prime} \psi\right\rangle\right| \\
& \leqslant 2\left\|V^{\prime \prime}\right\|_{\infty}\|\widehat{\psi}-\psi\|+2\left\|V^{\prime}\right\|_{\infty}\left(\left\|\partial_{\theta}(\widehat{\psi}-\psi)\right\|+\left\|\partial_{\theta} \widehat{\psi}\right\|\|\hat{\psi}-\psi\|\right) \\
& \leqslant 6 D_{0} \frac{\delta}{\rho}+2 D_{0}\left(200 D_{0} \frac{\delta}{\rho^{2}}+12 D_{0} \frac{\delta}{\rho^{2}}\right) \\
& \leqslant 500 D_{0}^{2} \frac{\delta}{\rho^{2}} .
\end{aligned}
$$

Taking $C=C(v)=500 D_{0}^{2}$ proves the proposition.

## 3 Double resonance

In this section, we study the more complicated situation of double resonance, where an interval $\widehat{\Lambda} \subset \mathbb{Z}$ contains precisely two resonating subintervals $\Lambda_{ \pm} \subset \widehat{\Lambda}$ such that $H^{\Lambda_{ \pm}}\left(\theta_{*}\right)$ each has a unique eigenvalue $\mathbf{E}_{ \pm}$near a fixed $E_{* *}$; in our setting, these eigenvalues will have relatively large, opposite signed derivatives: $\pm \partial_{\theta} \mathbf{E}_{ \pm} \geqslant \nu>0$. Under smallness and stability assumptions on the boundary values of the corresponding eigenvector, alongside off-diagonal Green's function decay on the maximal connected components of $\widehat{\Lambda} \backslash\left(\Lambda_{-} \cup \Lambda_{+}\right)$, we prove that $H^{\hat{\Lambda}}$ has precisely two well-separated resonant Rellich children (cf. Figure (2)).

Fix $v \in C^{2}(\mathbb{T},[-1,1])$ with $\left\|\partial_{\theta} v\right\|_{\infty}+\left\|\partial_{\theta}^{2} v\right\|_{\infty} \leqslant D_{0},\left(\theta_{* *}, E_{* *}\right) \in \mathbb{T} \times[-2,2]$, and $0<\varepsilon<1 / 7$. Let $\hat{\Lambda} \subset \mathbb{Z}$ be an interval containing two subintervals $\Lambda_{-}, \Lambda_{+}$with $\operatorname{dist}\left(\Lambda_{-}, \Lambda_{+}\right) \geqslant \max _{ \pm}\left\{\left|\Lambda_{ \pm}\right|\right\}$and denote the corresponding partition $\hat{\Lambda}=: \Lambda_{l} \cup \Lambda_{-} \cup$ $\Lambda_{c} \cup \Lambda_{+} \cup \Lambda_{r}$ by $\mathcal{P}$; despite the notation, we do not insist $\Lambda_{-}$be left of $\Lambda_{+}$. Let $\Lambda=\Lambda_{-} \cup \Lambda_{c} \cup \Lambda_{+}, L=|\Lambda|$, and fix constants $\check{\rho}, \delta, \gamma, \ell, \nu>0$ satisfying the following relations:

$$
\begin{align*}
& \delta<\breve{\rho}^{3} / 2<\frac{\breve{\rho}^{2} \nu}{2400 D_{0}}<1 / 16,  \tag{3.1}\\
& \log 7 \leqslant \gamma \leqslant|\log \varepsilon|,  \tag{3.2}\\
& 8 \delta \leqslant \frac{\breve{\rho}^{2} \nu^{3}}{192 D_{0}^{3}} \leqslant \frac{\breve{\rho}}{48 D_{0}^{2}} . \tag{3.3}
\end{align*}
$$

Assumption 2. Suppose the following hold for $\left|\theta-\theta_{* *}\right|<\breve{\rho} / 8 D_{0}$ :

1. (Double resonance) Each operator $H^{\Lambda_{ \pm}}\left(\theta_{* *}\right)$ has a unique eigenpair $\left(\mathbf{E}_{ \pm}, \psi_{ \pm}\right)\left(\theta_{* *}\right)$ such that $\mathbf{E}_{+}\left(\theta_{* *}\right)=\mathbf{E}_{-}\left(\theta_{* *}\right)=E_{* *}$.
2. (Eigenvector decay) The unit eigenvector $\psi_{ \pm}(\theta)$ of $H^{\Lambda_{ \pm}}(\theta)$ has $\mathcal{P}$-boundary values no larger than $\delta / \varepsilon$; i.e. one has

$$
\begin{equation*}
\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}} \psi_{ \pm}\right\| \leqslant 2 \delta, \quad j=1,2 \tag{3.4}
\end{equation*}
$$

Furthermore, for any resonant eigenpair $(\widehat{E}, \widehat{\psi})$ of $H^{\hat{\Lambda}}$ with $\left|\widehat{E}-E_{* *}\right|<\frac{3}{2} \check{\rho}$, the unit eigenvector $\hat{\psi}$ also has $\mathcal{P}$-boundary values no larger than $\delta / \varepsilon$; i.e., one has

$$
\begin{equation*}
\left\|\Gamma_{\mathcal{P}}^{\hat{A}} \widehat{\psi}\right\| \leqslant 4 \delta \tag{3.5}
\end{equation*}
$$

3. (Green's function decay off $\Lambda_{-} \cup \Lambda_{+}$) For $m, n \in \Lambda_{l / c / r}$ with $|m-n| \geqslant \ell$ one has

$$
\begin{equation*}
\log \left|R_{\theta, E}^{\Lambda_{l / c / r}}(m, n)\right| \leqslant-\gamma|m-n| \tag{3.6}
\end{equation*}
$$

for $\left|E-E_{* *}\right|<\frac{3}{2} \check{\rho}$.
4. (Eigenvalue separation) $\mathbf{E}_{ \pm}(\theta)$ are the only eigenvalues of $H_{\mathcal{\mathcal { P }}}^{\hat{\Lambda}}(\theta)$ in $B_{7 \breve{\rho} / 4}\left(E_{* *}\right)$ :

$$
\begin{equation*}
\chi_{\left\{\mathbf{E}_{-}(\theta)\right\} \cup\left\{\mathbf{E}_{+}(\theta)\right\}}\left(H_{\mathcal{P}}^{\hat{\Lambda}}(\theta)\right)=\chi_{B_{7 \check{\rho} / 4}\left(E_{* *}\right)}\left(H_{\mathcal{P}}^{\hat{\Lambda}}(\theta)\right) . \tag{3.7}
\end{equation*}
$$

In particular, we have

$$
\begin{equation*}
\left\|R_{\perp}\left(E ; H_{\mathcal{P}}^{\hat{\Lambda}}(\theta),\left\{\mathbf{E}_{-}(\theta)\right\} \cup\left\{\mathbf{E}_{+}(\theta)\right\}\right)\right\| \leqslant 4 \breve{\rho}^{-1}, \quad E \in B_{3 \check{\rho} / 2}\left(E_{* *}\right) \tag{3.8}
\end{equation*}
$$

5. (Eigenvector stability) The unit eigenvectors $\psi_{ \pm}(\theta)$ of $H^{\Lambda_{ \pm}}(\theta)$ have stably small $\mathcal{P}$-boundary values:

$$
\begin{equation*}
\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}}\left(\partial_{\theta} \psi_{ \pm}\right)\right\| \leqslant 25 D_{0} \delta \breve{\rho}^{-1} \tag{3.9}
\end{equation*}
$$

6. (Transversality of Rellich functions) The eigenpairs $\mathbf{E}_{ \pm}$have large, oppositesigned derivatives:

$$
\begin{equation*}
\pm \partial_{\theta} \mathbf{E}_{ \pm}(\theta) \geqslant \nu \tag{3.10}
\end{equation*}
$$

The remainder of this section proceeds under Assumption 2.

### 3.1 The resonant eigenpairs of $H^{\hat{\Lambda}}$

Denote by

$$
\begin{aligned}
& \Lambda_{\mathrm{loc}}:=\left[\inf \Lambda_{ \pm}-\ell, \sup \Lambda_{ \pm}+\ell\right] \cap \widehat{\Lambda}, \\
& \widehat{\Lambda}_{l / r}:=\Lambda_{l / r} \backslash \Lambda_{\mathrm{loc}}
\end{aligned}
$$

Under Assumption 2, the operator $H^{\hat{\Lambda}}$ has precisely two resonant eigenpairs $\left(\widehat{\mathbf{E}}_{\mathbf{\bullet}}, \widehat{\psi}_{\bullet}\right)$, $\bullet \in\{\vee, \wedge\}$, and $\widehat{\psi} \cdot$ are simultaneously localized on $\Lambda_{\text {loc }}$ :

Proposition 3.1 (Double resonant eigenpairs). Under Assumption 园 above, we have: $^{2}$

1. Any unit eigenvector $\widehat{\psi}$ of $H^{\hat{\Lambda}}$ with corresponding eigenvalue $\widehat{E}$ with $\left|\widehat{E}-E_{* *}\right|<$ $\frac{3}{2} \check{\rho}$ is Anderson localized on $\Lambda_{\text {loc }}$ :

$$
\begin{aligned}
\|\widehat{\psi}\|_{\Lambda_{\text {loc }}} & \geqslant 2 / 3 \\
\log |\widehat{\psi}(j)| & \leqslant-\gamma \operatorname{dist}(j, \Lambda), \quad j \in \widehat{\Lambda}_{l / r} .
\end{aligned}
$$

2. There exist two Rellich pairs $\left(\widehat{\mathbf{E}}_{\bullet}, \widehat{\psi}_{\bullet}\right), \bullet \in\{\vee, \wedge\}$ for $H^{\hat{\Lambda}}$ with $\widehat{\mathbf{E}}_{\bullet}: B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \rightarrow$ $B_{\breve{\rho} / 4}\left(E_{* *}\right)$. We normalize so that $\widehat{\mathbf{E}}_{\vee}>\widehat{\mathbf{E}}_{\wedge}$. The eigenvectors satisfy

$$
\begin{align*}
& \hat{\psi}_{v}=A \psi_{+}+B \psi_{-}+\phi_{v}  \tag{3.11}\\
& \widehat{\psi}_{\wedge}=B \psi_{+}-A \psi_{-}+\phi_{\wedge} \tag{3.12}
\end{align*}
$$

where $A(\theta)$ and $B(\theta)$ satisfy $A^{2}+B^{2}=1$ and $\left\|\phi_{\bullet}\right\| \leqslant 24 \delta \check{\rho}^{-1}$.
3. Uniformly for $\theta$ with $\left|\theta-\theta_{* *}\right|<\check{\rho} / 8 D_{0}$ and $\left|E-E_{* *}\right|<\frac{5}{4} \check{\rho}$, there are no other Rellich functions within $\check{\rho} / 4$ of $E$ :

$$
\begin{equation*}
\left\|R_{\perp}\left(E ; H^{\hat{\Lambda}}(\theta),\left\{\widehat{\mathbf{E}}_{\vee}(\theta)\right\} \cup\left\{\widehat{\mathbf{E}}_{\wedge}(\theta)\right\}\right)\right\| \leqslant 4 \breve{\rho}^{-1} \tag{3.13}
\end{equation*}
$$

Proof. The decay of any resonant eigenvector follows from the Green's function decay (3.6) and the Poisson formula (1.11) identically to the single resonant case, so here we refer the reader to the proof of Proposition 2.1.

Using this decay, we have that

$$
\begin{aligned}
\|\widehat{\psi}\|_{\hat{\Lambda}_{l / r}} & \leqslant \sum_{j \in \Lambda_{ \pm}} e^{-\gamma \operatorname{dist}(j, \Lambda)} \\
& \leqslant \frac{e^{-\gamma}}{1-e^{-\gamma}}<\frac{1}{6}
\end{aligned}
$$

Consequently, we have that

$$
\|\widehat{\psi}\|_{\Lambda_{\mathrm{loc}}} \geqslant 2 / 3
$$

for any resonant unit eigenvector $\widehat{\psi}$.
We fix $\theta \in B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$ and will suppress its notation. Denoting by $P=\chi_{B_{3 \breve{\rho} / 2}\left(E_{* *)}\right)}\left(H^{\hat{\Lambda}}\right)$ and by $\chi=\chi_{B_{3 \breve{\rho} / 2}\left(E_{* *}\right)}\left(H_{\mathcal{P}}^{\hat{\Lambda}}\right)$, suppose $(\hat{E}, \hat{\psi})$ is a resonant eigenpair of $H^{\hat{\Lambda}}$ with $\left|\widehat{E}-E_{* *}\right|<3 \check{\rho} / 2$. Then we have

$$
\begin{aligned}
\|(I-\chi) P\| & =\left\|R_{\perp}\left(\widehat{E} ; H_{\mathcal{P}}^{\hat{\Lambda}}, B_{\check{\rho}}\left(E_{* *}\right)\right)\left(H_{\mathcal{P}}^{\hat{\Lambda}}-\widehat{E}\right) P\right\| \\
& \leqslant 4 \check{\rho}^{-1}\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}} P\right\| \leqslant 16 \delta \check{\rho}^{-1}
\end{aligned}
$$

Lemma 1.1 and the assumption (3.7) imply $H^{\hat{\Lambda}}$ has at most two resonant eigenpairs $(\widehat{E}, \widehat{\psi})$ satisfying $\left|\widehat{E}-E_{* *}\right|<3 \breve{\rho} / 2$. If such an eigenpair exists, since $\left\|\left(H_{\mathcal{P}}^{\hat{\Lambda}}-\widehat{E}\right) P\right\| \leqslant 4 \delta$, and $\left\{\psi_{+}, \psi_{-}\right\}$forms an orthonormal basis for the image of $\chi_{B_{\widehat{\rho}}}(\widehat{E})$, Lemma 1.2 implies $\hat{\psi}$ must be of the form (3.11).

To see the existence of two eigenpairs $\left(\widehat{\mathbf{E}}_{\bullet}, \widehat{\psi}_{\bullet}\right)$ with $E_{\bullet}: B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \rightarrow B_{\breve{\rho} / 4}\left(E_{* *}\right)$, $\bullet \in\{\vee, \wedge\}$, first note that,

$$
\left\|\left(H^{\hat{\Lambda}}-\mathbf{E}_{ \pm}\right) \psi_{ \pm}\right\| \leqslant\left\|\Gamma_{\mathcal{P}}^{\Lambda} \psi_{ \pm}\right\| \leqslant 2 \delta<\check{\rho} / 8
$$

and, by (1.7),

$$
\left|\mathbf{E}_{ \pm}-E_{* *}\right| \leqslant D_{0}\left|\theta-\theta_{* *}\right|<\check{\rho} / 8
$$

so at least one such eigenpair (e.g., $\left.\left(\widehat{\mathbf{E}}_{\mathrm{v}}, \widehat{\psi}_{\mathrm{v}}\right)\right)$ must exist by Lemma 1.2. Let $A$ and $B$ be defined as in (3.11), and denote by $\psi_{v}:=A \psi_{+}+B \psi_{-}$and by $\psi_{\wedge}:=B \psi_{+}-A \psi_{-}$.

Denote by $P_{\vee}^{c}:=I-\hat{\psi}_{\vee} \hat{\psi}_{\vee}^{\top}$ and by $\chi_{\vee}^{c}:=I-\psi_{\vee} \psi_{\vee}^{\top}$. By (3.11), we have $\left\|P_{\vee}^{c}-\chi_{\vee}^{c}\right\| \leqslant$ $48 \delta \breve{\rho}^{-1}$; thus, letting $\hat{H}_{\wedge}:=P_{\vee}^{c} H^{\hat{\Lambda}} P_{\vee}^{c}$ and $H_{\wedge}:=\chi_{\vee}^{c} H^{\hat{\Lambda}} \chi_{\vee}^{c}$, we have

$$
\begin{aligned}
\left\|\left(\hat{H}_{\wedge}-E_{* *}\right) \psi_{\wedge}\right\| & \leqslant\left\|\left(\widehat{H}_{\wedge}-H_{\wedge}\right) \psi_{\wedge}\right\|+\left\|\left(H_{\wedge}-E_{* *}\right) \psi_{\wedge}\right\| \\
& \leqslant 2\left\|H^{\hat{\Lambda}}\right\|\left\|P_{\vee}^{c}-\chi_{\vee}^{c}\right\|+\left\|\chi_{\vee}^{c}\left(H^{\hat{\Lambda}}-E_{* *}\right) \psi_{\wedge}\right\| \\
& \leqslant 192 \delta \check{\rho}^{-1}+|A|\left(\left|\mathbf{E}_{-}-E_{* *}\right|+2 \delta\right)+|B|\left(\left|\mathbf{E}_{+}-E_{* *}\right|+2 \delta\right) \\
& \leqslant 192 \delta \breve{\rho}^{-1}+\sqrt{2}(\breve{\rho} / 8+2 \delta) \\
& <\breve{\rho} / 4
\end{aligned}
$$

where in the penultimate line we have used that $|A|+|B| \leqslant \sqrt{2}$. Thus, $\hat{H}_{\wedge}$ (and consequently $\left.H^{\hat{\Lambda}}\right)$ must have an eigenpair $\left(\widehat{\mathbf{E}}_{\wedge}, \widehat{\psi}_{\wedge}\right)$ where $\widehat{\psi}_{\wedge}$ satisfies (3.12).

### 3.2 Local Rellich function structure

Keeping in mind the eigenvalue separation Lemma 1.5, we fix a separation constant

$$
\begin{equation*}
\widehat{\sigma} \leqslant(\varepsilon / 3)^{3\left|\Lambda_{\mathrm{loc}}\right|} . \tag{3.14}
\end{equation*}
$$

We also define the crossed parent curves

$$
\mathbf{E}_{\vee}:=\max \left\{\mathbf{E}_{+}, \mathbf{E}_{-}\right\}, \quad \mathbf{E}_{\wedge}:=\min \left\{\mathbf{E}_{+}, \mathbf{E}_{-}\right\} .
$$

In this subsection, we will prove a precise formulation of the heuristic demonstrated in Figure 2. In order to do so, we will introduce two new parameters: an intermediate parameter $\eta \ll \check{\rho}$, representing the distance from $\theta_{* *}$ where $\widehat{\mathbf{E}}$. begins to deviate from $\mathbf{E}_{\mathbf{\bullet}}$, and a second resonance parameter $\rho \ll \eta$ with respect to which, away from $B_{\eta}\left(\theta_{* *}\right)$, the parent curves $\mathbf{E}$. are simple-resonant.
Theorem 3.2. Under the assumptions above, the two Rellich pairs $\left(\hat{\mathbf{E}}_{\mathbf{0}}, \hat{\psi}_{\mathbf{\bullet}}\right), ~ \bullet \in$ $\{\vee, \wedge\}$, for $H^{\widehat{\Lambda}}$ from Proposition 3.1 satisfy the following:

1. The Rellich functions $\widehat{\mathbf{E}}$. are Morse with precisely one critical point in $B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$, with Morse constants

$$
\begin{aligned}
d & =\nu / 12 \\
D & =2 D_{0}\left(1+D_{0} \hat{\sigma}^{-1}\right)
\end{aligned}
$$

2. The Rellich functions $\widehat{\mathbf{E}}$. are uniformly separated on $B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$ :

$$
\inf _{B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right)} \widehat{\mathbf{E}}_{\vee}(\theta)-\sup _{B_{\breve{\rho} / 8 D_{0}}(\theta * *)} \widehat{\mathbf{E}}_{\wedge}(\theta) \geqslant \frac{\nu \widehat{\sigma}}{2 D_{0}+\nu}
$$

3. Fix $\eta<\frac{\nu^{2} \check{\rho}}{100 D_{0}^{3}}$ and $\rho<\frac{8}{9} \nu \eta$. There is a constant $C=C(v)$ depending only on $v$ so that, for $\theta \in B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \backslash B_{\eta}\left(\theta_{* *}\right)$,

$$
\begin{equation*}
\left|\partial_{\theta}^{k}\left(\widehat{\mathbf{E}}_{\bullet}-\mathbf{E}_{\bullet}\right)\right| \leqslant C \frac{\delta}{\rho^{k}}, \quad 0 \leqslant k \leqslant 2 . \tag{3.15}
\end{equation*}
$$

### 3.2.1 Lower bounds on the second derivative

By Proposition 3.1, there exist two Rellich pairs ( $\widehat{\mathbf{E}}_{\mathbf{\bullet}}, \widehat{\psi}_{\bullet}$ ) for $H^{\hat{\Lambda}}$ with $\widehat{\mathbf{E}}_{\mathbf{\bullet}}: B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \rightarrow$ $B_{\breve{\rho} / 4}\left(E_{* *}\right)$. We will prove lower bounds on the second derivative near $\theta_{* *}$ :

Proposition 3.3. Let $\eta<\frac{\nu^{2} \check{\rho}}{100 D_{0}^{3}}$. There exists a constant $C=C(v)$ depending only on $v$ such that, for $\theta \in B_{\eta}\left(\theta_{* *}\right)$,

$$
\begin{aligned}
& \left|\partial_{\theta} \widehat{\mathbf{E}}_{\vee}(\theta)\right| \leqslant \nu / 12 \Longrightarrow \partial_{\theta}^{2} \widehat{\mathbf{E}}_{\vee}(\theta) \geqslant C \frac{\nu^{5 / 2} \check{\rho}}{\delta} \\
& \left|\partial_{\theta} \widehat{\mathbf{E}}_{\wedge}(\theta)\right| \leqslant \nu / 12 \Longrightarrow-\partial_{\theta}^{2} \widehat{\mathbf{E}}_{\wedge}(\theta) \geqslant C \frac{\nu^{5 / 2} \check{\rho}}{\delta}
\end{aligned}
$$

We prove this Proposition via a series of lemmas. Suppose that $\left|\partial_{\theta} \mathbf{E}_{+}\left(\theta_{* *}\right)\right| \geqslant$ $\left|\partial_{\theta} \mathbf{E}_{-}\left(\theta_{* *}\right)\right|$ (the argument is similar for the opposite case), and define $1 \leqslant r \leqslant D_{0} / \nu$ such that

$$
\left|\partial_{\theta} \mathbf{E}_{+}\left(\theta_{* *}\right)\right|=r\left|\partial_{\theta} \mathbf{E}_{-}\left(\theta_{* *}\right)\right|
$$

Lemma 3.4. Uniformly for $\theta \in B_{\eta}\left(\theta_{* *}\right)$,

$$
\left|\partial_{\theta}\left(\mathbf{E}_{+}+r \mathbf{E}_{-}\right)(\theta)\right| \leqslant 8 D_{0}^{3} \frac{\eta}{\check{\rho} \nu}
$$

Proof. By equations (1.9) and (3.8), we have the uniform bound

$$
\left|\partial_{\theta}^{2} \mathbf{E}_{ \pm}\right| \leqslant D_{0}+2 D_{0}^{2}\left\|R_{\perp}^{\Lambda_{ \pm}}\left(\mathbf{E}_{ \pm}\right)\right\| \leqslant D_{0}+2 D_{0}^{2} \breve{\rho}^{-1}
$$

The claimed bound follows by integrating; specifically, since $\partial_{\theta} \mathbf{E}_{+}$and $\partial_{\theta} \mathbf{E}_{-}$have opposite signs, we have

$$
\partial_{\theta} \mathbf{E}_{+}\left(\theta_{* *}\right)+r \partial_{\theta} \mathbf{E}_{-}\left(\theta_{* *}\right)=0
$$

and so

$$
\begin{aligned}
\left|\partial_{\theta}\left(\mathbf{E}_{+}+r \mathbf{E}_{-}\right)(\theta)\right| & =\left|\int_{\theta_{* *}}^{\theta} \partial_{\theta}^{2}\left(\mathbf{E}_{+}+r \mathbf{E}_{-}\right) \mathrm{d} t\right| \\
& \leqslant \int_{\theta_{* *}}^{\theta}\left|\partial_{\theta}^{2} \mathbf{E}_{+}\right||\mathrm{d} t|+r \int_{\theta_{* *}}^{\theta}\left|\partial_{\theta}^{2} \mathbf{E}_{-}\right||\mathrm{d} t| \\
& \leqslant(1+r)\left(D_{0}+2 D_{0}^{2} \check{\rho}^{-1}\right) \eta \\
& \leqslant 8 D_{0}^{3} \frac{\eta}{\check{\rho} \nu}
\end{aligned}
$$

We now prove Proposition 3.3 for $\widehat{\mathbf{E}}_{\vee}$, noting that the case $\widehat{\mathbf{E}}_{\wedge}$ is entirely analogous. To begin, we use Proposition 3.1 to relate $\partial_{\theta} \widehat{\mathbf{E}}_{\checkmark}$ to the Rellich functions from the previous scale:

Lemma 3.5. With the notation from Proposition 3.1 and $r$ as above, if $\left|\partial_{\theta} \widehat{\mathbf{E}}_{\vee}\right| \leqslant$ $\nu / 12$, then

$$
A^{2} \geqslant \frac{5}{12 r}, \quad B^{2} \geqslant \frac{1}{4} .
$$

Proof. We simply apply the Feynman formula (1.7) and make the substitutions (3.11) and (3.12), using the fact that $\psi_{ \pm}$are disjointly supported. Specifically,

$$
\begin{aligned}
\partial_{\theta} \hat{\mathbf{E}}_{\vee} & =\left\langle\hat{\psi}_{v}, V^{\prime} \hat{\psi}_{v}\right\rangle \\
& =A^{2}\left\langle\psi_{+}, V^{\prime} \psi_{+}\right\rangle+B^{2}\left\langle\psi_{-}, V^{\prime} \psi_{-}\right\rangle+2\left\langle\phi_{v}, V^{\prime} \hat{\psi}_{v}\right\rangle-\left\langle\phi_{v}, V^{\prime} \phi_{v}\right\rangle \\
& =A^{2} \partial_{\theta} \mathbf{E}_{+}+B^{2} \partial_{\theta} \mathbf{E}_{-}+2\left\langle\phi_{v}, V^{\prime} \hat{\psi}_{v}\right\rangle-\left\langle\phi_{v}, V^{\prime} \phi_{v}\right\rangle \\
& =\left(B^{2}-r A^{2}\right) \partial_{\theta} \mathbf{E}_{-}+\xi,
\end{aligned}
$$

where the error term $\xi$ has

$$
|\xi| \leqslant 96 D_{0} \frac{\delta}{\stackrel{\rho}{\rho}}+8 D_{0}^{3} \frac{\eta}{\check{\rho} \nu}<\frac{1}{12} \nu
$$

by Cauchy-Schwarz, Proposition 3.1, equations (3.1) and (3.3), and the previous lemma.

By assumption, we have $\left|\partial_{\theta} \mathbf{E}_{-}\right| \geqslant \nu$; thus, if $\left|\partial_{\theta} \widehat{\mathbf{E}}_{\vee}\right| \leqslant \nu / 12$, we have

$$
\frac{\nu}{12}>\left|B^{2}-r A^{2}\right| \nu-|\xi|
$$

and so

$$
\left|B^{2}-r A^{2}\right|<\frac{1}{12}+\frac{|\xi|}{\nu}<\frac{1}{6} .
$$

It follows that

$$
(1+r) A^{2}=1-\left(B^{2}-r A^{2}\right) \geqslant 5 / 6 ;
$$

the inequalities on $A^{2}$ and $B^{2}$ follow.
We now proceed to prove Proposition 3.3.
Proof of Proposition 3.3. Let $\theta \in B_{\eta}\left(\theta_{* *}\right)$. By expanding the Feynman-type formula (1.9), we have

$$
\begin{equation*}
\partial_{\theta}^{2} \widehat{\mathbf{E}}_{\vee}=\left\langle\hat{\psi}_{\vee}, V^{\prime \prime} \widehat{\psi}_{\vee}\right\rangle-\frac{2\left\langle\widehat{\psi}_{\wedge}, V^{\prime} \widehat{\psi}_{\vee}\right\rangle^{2}}{\widehat{\mathbf{E}}_{\wedge}-\widehat{\mathbf{E}}_{\vee}}-2\left\langle R_{\perp}^{\Lambda}\left(\widehat{\mathbf{E}}_{\vee} ; H^{\hat{\Lambda}}(\theta),\left\{\widehat{\mathbf{E}}_{\vee}\right\} \cup\left\{\widehat{\mathbf{E}}_{\wedge}\right\}\right) V^{\prime} \widehat{\psi}_{\vee}, V^{\prime} \widehat{\psi}_{v}\right\rangle . \tag{3.16}
\end{equation*}
$$

The first term is bounded by $D_{0}$. Furthermore, since $\left|\widehat{\mathbf{E}}_{\vee}(\theta)-E_{* *}\right|<\check{\rho} / 4$, the third term is bounded by $8 D_{0}^{2} \breve{\rho}^{-1}$ by Proposition 3.1. We will show that the second term is large.

By Proposition 3.1 and the previous lemma,

$$
\begin{aligned}
\left\langle\hat{\psi}_{\wedge}, V^{\prime} \hat{\psi}_{v}\right\rangle^{2} & =\left(A B\left(\left\langle\psi_{+}, V^{\prime} \psi_{+}\right\rangle-\left\langle\psi_{-}, V^{\prime} \psi_{-}\right\rangle\right)+\left\langle\phi_{\wedge}, V^{\prime} \hat{\psi}_{v}\right\rangle+\left\langle\hat{\psi}_{\wedge}, V^{\prime} \phi_{\vee}\right\rangle-\left\langle\phi_{\wedge}, V^{\prime} \phi_{\vee}\right\rangle\right)^{2} \\
& \geqslant(A B)^{2}\left(\partial_{\theta}\left(\mathbf{E}_{+}-\mathbf{E}_{-}\right)\right)^{2}-288 D_{0}^{2} \delta / \check{\rho} \\
& \geqslant \frac{5}{48 r}(1+r)^{2} \nu^{2}-288 D_{0}^{2} \delta / \check{\rho} \\
& \geqslant \frac{5}{48} \nu^{2}-288 D_{0}^{2} \delta / \check{\rho} \geqslant \frac{1}{16} \nu^{2}
\end{aligned}
$$

where the last inequality follows from (3.1).
It remains to show that the denominator $\widehat{\mathbf{E}}_{\wedge}-\widehat{\mathbf{E}}_{\vee}$ is small. By Proposition 3.1,

$$
\begin{aligned}
|A|\left|\mathbf{E}_{+}-\widehat{\mathbf{E}}_{\vee}\right| & \leqslant\left|\mathbf{E}_{+}-\widehat{\mathbf{E}}_{\vee}\right|\left(\left|\left\langle\psi_{+}, \widehat{\psi}_{v}\right\rangle\right|+\left|\left\langle\psi_{+}, \phi_{\vee}\right\rangle\right|\right) \\
& \leqslant\left|\left\langle\psi_{+},\left(H^{\Lambda_{+}}-\widehat{\mathbf{E}}_{\vee}\right) \widehat{\psi}_{v}\right\rangle\right|+\left|\mathbf{E}_{+}-\widehat{\mathbf{E}}_{\vee}\right|\left|\left\langle\psi_{+}, \phi_{\vee}\right\rangle\right| \\
& \leqslant 40 \frac{\delta}{\stackrel{\rho}{\rho}}
\end{aligned}
$$

Similarly, $|B|\left|\mathbf{E}_{+}-\widehat{\mathbf{E}}_{\wedge}\right| \leqslant 40 \delta / \check{\rho}$. Since

$$
\min \{|A|,|B|\} \geqslant \frac{1}{2 \sqrt{r}} \geqslant \sqrt{\frac{\nu}{D_{0}}},
$$

it follows that

$$
\left|\widehat{\mathbf{E}}_{\vee}-\widehat{\mathbf{E}}_{\wedge}\right| \leqslant\left|\widehat{\mathbf{E}}_{\wedge}-\mathbf{E}_{+}\right|+\left|\mathbf{E}_{+}-\widehat{\mathbf{E}}_{\vee}\right| \leqslant 80 \frac{\delta}{\rho} \sqrt{\frac{D_{0}}{\nu}}
$$

Combining the above estimates, we get

$$
\frac{2\left\langle\hat{\psi}_{\wedge}, V^{\prime} \widehat{\psi}_{\vee}\right\rangle^{2}}{\left|\widehat{\mathbf{E}}_{\wedge}-\widehat{\mathbf{E}}_{\vee}\right|} \geqslant \frac{1}{640 \sqrt{D_{0}}} \frac{\check{\rho} \nu^{5 / 2}}{\delta}
$$

and so

$$
\left|\partial_{\theta}^{2} \widehat{\mathbf{E}}_{\vee}\right| \geqslant C \frac{\check{\rho}{ }^{5 / 2}}{\delta}
$$

with $C=C(v)=\left(800 \sqrt{D_{0}}\right)^{-1}$, e.g.. The bound for $\partial_{\theta}^{2} \widehat{\mathbf{E}}_{\wedge}$ is similar. By (3.3), the middle term in (3.16) dominates; the sign of $\partial_{\theta}^{2} \widehat{\mathbf{E}}_{\vee}$ then must match the sign of $\widehat{\mathbf{E}}_{\vee}-\widehat{\mathbf{E}}_{\wedge}$, which is positive for $\partial_{\theta}^{2} \widehat{\mathbf{E}}_{\vee}$.

### 3.2.2 Uniform local separation of Rellich functions

By Proposition 3.1, $\hat{\psi}_{v}$ and $\hat{\psi}_{\wedge}$ are simultaneously localized on the interval $\Lambda_{\text {loc }}$, so Lemma 1.5 guarantees Rellich function separation

$$
\begin{equation*}
\widehat{\mathbf{E}}_{\vee}(\theta)-\widehat{\mathbf{E}}_{\wedge}(\theta) \geqslant \hat{\sigma} \tag{3.17}
\end{equation*}
$$

for each $\theta \in B_{\check{\rho} / 8 D_{0}}$. In fact, the Rellich functions are uniformly separated:
Proposition 3.6. The two resonant Rellich functions $\widehat{\mathbf{E}}_{\mathbf{\bullet}}: B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \rightarrow B_{\breve{\rho} / 4}\left(E_{* *}\right)$, $\bullet \in\{\vee, \wedge\}$ of $H^{\hat{\Lambda}}$ are uniformly separated for all $\theta \in B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$; specifically,

$$
\inf _{B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)} \widehat{\mathbf{E}}_{\vee}(\theta)-\sup _{B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right)} \widehat{\mathbf{E}}_{\wedge}(\theta) \geqslant \frac{\nu \widehat{\sigma}}{2 D_{0}+\nu}
$$

The proof of this proposition involves a novel argument utilizing the Cauchy Interlacing Theorem:

Theorem 3.7 (Cauchy Interlacing Theorem). Let $A$ be an $n \times n$ Hermitian matrix, let $m \leqslant n$, and let $P$ be an $m \times n$ matrix such that $P P^{*}=I_{m \times m}$. Let $B=P A P^{*}$ be a compression of $A$, and denote the (ordered) eigenvalues of $A$ (respectively $B$ ) by $\alpha_{1} \leqslant \alpha_{2} \leqslant \cdots \leqslant \alpha_{n}$ (resp., $\beta_{1} \leqslant \beta_{2} \leqslant \cdots \leqslant \beta_{m}$ ). Then

$$
\alpha_{k} \leqslant \beta_{k} \leqslant \alpha_{k+n-m}
$$

The interlacing theorem is proven via a standard Min-Max argument, cf. Appendix B. We will use the interlacing theorem to compare $H^{\widehat{\Lambda}}$ to a pair of auxiliary operators, which we now define. Let $P_{ \pm}:=\psi_{ \pm} \psi_{ \pm}^{\top}$, let $Q_{ \pm}:=I-P_{ \pm}$, and consider the auxiliary operators

$$
H_{ \pm}=Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}+\mathbf{E}_{ \pm} P_{ \pm}
$$

Lemma 3.8. The compressions $Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}$have unique eigenvalues $\lambda_{\mp}: B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \rightarrow$ $B_{\check{\rho} / 4}\left(E_{* *}\right)$ near $E_{* * *}$. These eigenvalues interlace $\widehat{\mathbf{E}}_{\mathbf{0}}, \bullet \in\{\vee, \wedge\}$ :

$$
\widehat{\mathbf{E}}_{\wedge}(\theta) \leqslant \lambda_{\mp}(\theta) \leqslant \widehat{\mathbf{E}}_{\vee}(\theta)
$$

and are uniformly $C^{1}$-close to previous-scale eigenvalues; that is, there exists a constant $C=C(v)$ depending only on $v$ so that

$$
\left|\partial_{\theta}^{k}\left(\lambda_{ \pm}-\mathbf{E}_{ \pm}\right)\right| \leqslant C \frac{\delta}{\frac{\rho^{2 k}}{}}, \quad k=0,1
$$

In particular, $\lambda_{ \pm}$are monotone having different signed derivatives, and

$$
\pm \partial_{\theta} \lambda_{ \pm} \geqslant \nu / 2
$$

uniformly in $B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$.


Figure 5: A cartoon illustration of the interlacing argument in Lemma 3.8 the dashed lines represent the current scale Rellich functions $\mathbf{E}_{ \pm}$, the full lines are the next scale eigenvalues $\widehat{\mathbf{E}}_{\bullet}, \bullet \in\{\vee, \wedge\}$, and the dotted lines are the monotone interlacing curves $\lambda_{ \pm}$well-approximating $\mathbf{E}_{ \pm}$. The differences between $\lambda_{ \pm}$and $\mathbf{E}_{ \pm}$are exaggerated for emphasis.

Proof. Since $Q_{ \pm}$and $P_{ \pm}$are orthogonal projections and $\left(H^{\hat{\Lambda}}-\mathbf{E}_{ \pm}\right) P_{ \pm}=\Gamma_{\mathcal{P}}^{\hat{\Lambda}} P_{ \pm}$, we have

$$
\begin{aligned}
H^{\hat{\Lambda}}-H_{ \pm} & =Q_{ \pm} H^{\hat{\Lambda}} P_{ \pm}+P_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}+P_{ \pm}\left(H^{\hat{\Lambda}}-\mathbf{E}_{ \pm}\right) P_{ \pm} \\
& =Q_{ \pm}\left(H^{\hat{\Lambda}}-\mathbf{E}_{ \pm}\right) P_{ \pm}+P_{ \pm}\left(H^{\hat{\Lambda}}-\mathbf{E}_{ \pm}\right) Q_{ \pm}+P_{ \pm}\left(H^{\hat{\Lambda}}-\mathbf{E}_{ \pm}\right) P_{ \pm} \\
& =Q_{ \pm} \Gamma_{\mathcal{P}}^{\hat{\Lambda}} P_{ \pm}+P_{ \pm} \Gamma_{\mathcal{P}}^{\hat{\Lambda}} Q_{ \pm}+P_{ \pm} \Gamma_{\mathcal{P}}^{\hat{\Lambda}} P_{ \pm} \\
& =\Gamma_{\mathcal{P}}^{\hat{\Lambda}} P_{ \pm}+P_{ \pm} \Gamma_{\mathcal{P}}^{\hat{\Lambda}} Q_{ \pm}
\end{aligned}
$$

By (3.4), we have $\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}} P_{ \pm}\right\| \leqslant 2 \delta$, and so

$$
\left\|H^{\hat{\Lambda}}-H_{ \pm}\right\| \leqslant 4 \delta
$$

It follows from the Min-Max principle that any eigenvalue of $H^{\hat{\Lambda}}$ must be within $4 \delta$ of an eigenvalue of $H_{ \pm}$, and conversely. In particular, $H_{ \pm}$each have at least two eigenvalues in $B_{\frac{1}{4} \check{\rho}+4 \delta}\left(E_{* *}\right)$ and at most two eigenvalues in $B_{\frac{3}{2} \breve{\rho}-4 \delta}\left(E_{* *}\right)$. One of those eigenvalues must be $\mathbf{E}_{ \pm}$by definition; the other is an eigenvalue of $Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}$.

Denote by $\lambda_{\mp}$ the unique eigenvalue of $Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}$in $B_{\frac{1}{4} \check{\rho}+4 \delta}\left(E_{* *}\right)$. By Cauchy Interlacing, the eigenvalues of $Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}$interlace those of $H^{\hat{\Lambda}}$. Since $Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}$has precisely one eigenvalue in $B_{\frac{1}{4} \check{\rho}+4 \delta}\left(E_{* *}\right)$, it must lie between $\widehat{\mathbf{E}}_{\vee}$ and $\widehat{\mathbf{E}}_{\wedge}$; that is,

$$
\widehat{\mathbf{E}}_{\wedge}(\theta) \leqslant \lambda_{\mp}(\theta) \leqslant \widehat{\mathbf{E}}_{\vee}(\theta) .
$$

We will show now that $\lambda_{\mp}$ is $C^{1}$-close to $\mathbf{E}_{\mp}$. By (3.4), we have

$$
\begin{aligned}
\left\|\left(Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}-\mathbf{E}_{\mp}\right) \psi_{\mp}\right\| & =\left\|Q_{ \pm}\left(H^{\hat{\Lambda}}-\mathbf{E}_{\mp}\right) \psi_{\mp}\right\| \\
& =\left\|Q_{ \pm} \Gamma_{\mathcal{P}}^{\hat{\Lambda}} \psi_{\mp}\right\| \leqslant 2 \delta .
\end{aligned}
$$

Let $\varphi_{\mp}$ denote the unit eigenvector of $H_{ \pm}$corresponding to $\lambda_{\mp}$. Since $\lambda_{\mp}$ is the unique eigenvalue of $Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}$in $B_{\frac{3}{2} \check{\rho}-4 \delta}\left(E_{* *}\right) \supset B_{\frac{5}{4} \check{\rho}-4 \delta}\left(\mathbf{E}_{\mp}\right)$, it follows from Lemma 1.2 that we have

$$
\left|\lambda_{\mp}-\mathbf{E}_{\mp}\right| \leqslant 2 \delta
$$

and (up to a choice of sign for $\varphi_{ \pm}$)

$$
\left\|\varphi_{\mp}-\psi_{\mp}\right\| \leqslant \frac{2 \sqrt{2} \delta}{\frac{5}{4} \check{\rho}-4 \delta} \leqslant \frac{4 \delta}{\check{\rho}} .
$$

By the Feynman formula (1.7), we have

$$
\begin{aligned}
\partial_{\theta} \lambda_{\mp} & =\left\langle\varphi_{\mp}, \partial_{\theta}\left(Q_{ \pm} H^{\hat{\Lambda}} Q_{ \pm}\right) \varphi_{\mp}\right\rangle \\
& =\left\langle\varphi_{\mp}, Q_{ \pm} V^{\prime} Q_{ \pm} \varphi_{\mp}\right\rangle-2\left\langle\varphi_{\mp}, P_{ \pm}^{\prime} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\rangle
\end{aligned}
$$

Since $Q_{ \pm} \psi_{\mp}=\psi_{\mp}$, we have

$$
\begin{aligned}
\left|\left\langle\varphi_{\mp}, Q_{ \pm} V^{\prime} Q_{ \pm} \varphi_{\mp}\right\rangle-\partial_{\theta} \mathbf{E}_{\mp}\right| & =\left|\left\langle\varphi_{\mp}, Q_{ \pm} V^{\prime} Q_{ \pm} \varphi_{\mp}\right\rangle-\left\langle\psi_{\mp}, Q_{ \pm} V^{\prime} Q_{ \pm} \psi_{\mp}\right\rangle\right| \\
& =\left|\left\langle\varphi_{\mp}-\psi_{\mp}, Q_{ \pm} V^{\prime} Q_{ \pm} \varphi_{\mp}\right\rangle+\left\langle\psi_{\mp}, Q_{ \pm} V^{\prime} Q_{ \pm}\left(\varphi_{\mp}-\psi_{\mp}\right)\right\rangle\right| \\
& \leqslant 2\left\|V^{\prime}\right\|\left\|\varphi_{\mp}-\psi_{\mp}\right\| \\
& \leqslant 8 D_{0} \frac{\delta}{\stackrel{\rho}{\rho}} .
\end{aligned}
$$

It remains to show that $\left|\left\langle\varphi_{\mp}, P_{ \pm}^{\prime} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\rangle\right|$ is small. By (1.8) we have

$$
-P_{ \pm}^{\prime}=R_{\perp}^{\Lambda_{ \pm}}\left(\mathbf{E}_{ \pm}\right) V^{\prime} P_{ \pm}+P_{ \pm} V^{\prime} R_{\perp}^{\Lambda_{ \pm}}\left(\mathbf{E}_{ \pm}\right)
$$

On the one hand, we have

$$
\begin{aligned}
\left\|P_{ \pm} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\| & =\left\|P_{ \pm}\left(H^{\hat{\Lambda}}-\mathbf{E}_{\mp}\right) Q_{ \pm} \varphi_{\mp}\right\| \\
& =\left\|P_{ \pm}\left(H^{\hat{\Lambda}}-\mathbf{E}_{\mp}\right) Q_{ \pm}\left(\varphi_{\mp}-\psi_{\mp}\right)+P_{ \pm} \Gamma_{\mathcal{P}}^{\hat{\mathcal{P}}} \psi_{\mp}\right\| \\
& \leqslant 24 \frac{\delta}{\bar{\rho}}
\end{aligned}
$$

and so

$$
\begin{aligned}
\left|\left\langle\varphi_{\mp}, R_{\perp}^{\Lambda_{ \pm}} V^{\prime} P_{ \pm} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\rangle\right| & =\left|\left\langle V^{\prime} R_{\perp}^{\Lambda_{ \pm}} \varphi_{\mp}, P_{ \pm} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\rangle\right| \\
& \leqslant\left\|V^{\prime}\right\|\left\|R_{ \pm}^{\Lambda_{ \pm}}\right\|\left\|P_{ \pm} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\| \\
& \leqslant 96 D_{0} \frac{\delta}{\widehat{\rho}^{2}}
\end{aligned}
$$

On the other hand, since $P_{ \pm} \psi_{\mp}=0$, we have

$$
\begin{aligned}
\left|\left\langle\varphi_{\mp}, P_{ \pm} V^{\prime} R_{\perp}^{\Lambda_{ \pm}} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\rangle\right| & =\left|\left\langle\varphi_{\mp}-\psi_{\mp}, P_{ \pm} V^{\prime} R_{\perp}^{\Lambda_{ \pm}} H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\rangle\right| \\
& \leqslant\left\|\varphi_{\mp}-\psi_{\mp}\right\|\left\|V^{\prime}\right\|\left\|R_{\perp}^{\Lambda_{ \pm}}\right\|\left\|H^{\hat{\Lambda}} Q_{ \pm} \varphi_{\mp}\right\| \\
& \leqslant 48 D_{0} \frac{\delta}{\hat{\rho}^{2}}
\end{aligned}
$$

Bringing it all together, it follows that

$$
\left|\partial_{\theta} \lambda_{\mp}-\partial_{\theta} \mathbf{E}_{\mp}\right| \leqslant 400 D_{0} \frac{\delta}{\frac{\rho^{2}}{2}}
$$

the other claims follow.
Proof of Proposition 3.6. By the previous lemma, we have separated the Rellich functions $\widehat{\mathbf{E}}_{\checkmark}$ and $\widehat{\mathbf{E}}_{\wedge}$ by two transverse curves. We use the quantitative transversality to now derive the size of the gap.

Let $\theta_{\bullet}$ denote the minimizing/maximizing values of $\theta$ for $\widehat{\mathbf{E}}_{\bullet}, \bullet \in\{\vee, \wedge\}$, and let $h=\left|\theta_{\vee}-\theta_{\wedge}\right|$. By (3.17), we have

$$
\widehat{\mathbf{E}}_{\vee}\left(\theta_{\vee}\right)-\widehat{\mathbf{E}}_{\wedge}\left(\theta_{\wedge}\right) \geqslant \widehat{\mathbf{E}}_{\vee}\left(\theta_{\vee}\right)-\widehat{\mathbf{E}}_{\wedge}\left(\theta_{\vee}\right)-\left|\hat{\mathbf{E}}_{\wedge}\left(\theta_{\vee}\right)-\widehat{\mathbf{E}}_{\wedge}\left(\theta_{\wedge}\right)\right| \geqslant \hat{\sigma}-D_{0} h,
$$

which is an effective bound for small $h$. On the other hand, we have by transversality of the bounding curves $\lambda_{ \pm}$

$$
\widehat{\mathbf{E}}_{\vee}\left(\theta_{\vee}\right)-\widehat{\mathbf{E}}_{\wedge}\left(\theta_{\wedge}\right) \geqslant \frac{\nu}{2}\left|\theta_{\vee}-\theta_{\wedge}\right|=\frac{\nu h}{2},
$$

which is an effective bound for large $h$. Taking a convex combination of the two bounds yields

$$
\begin{aligned}
\widehat{\mathbf{E}}_{\vee}\left(\theta_{\vee}\right)-\widehat{\mathbf{E}}_{\wedge}\left(\theta_{\wedge}\right) & \geqslant \frac{\nu}{2 D_{0}+\nu}\left(\hat{\sigma}-D_{0} h\right)+\frac{2 D_{0}}{2 D_{0}+\nu} \frac{\nu h}{2} \\
& \geqslant \frac{\nu \hat{\sigma}}{2 D_{0}+\nu},
\end{aligned}
$$

which was the claim.

### 3.2.3 Simple resonance of $\widehat{\mathbf{E}}_{\vee}$ and $\widehat{\mathbf{E}}_{\wedge}$ away from $\theta_{* *}$

In this section, we will show the following:
Lemma 3.9. Let $\theta_{*} \in B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \backslash B_{\eta}\left(\theta_{* *}\right)$, and suppose $E_{*}=\mathbf{E}_{ \pm}\left(\theta_{*}\right)$. Then $H^{\hat{\Lambda}}$ satisfies Assumption 1 for $\left(\theta_{*}, E_{*}\right)$ with $\Lambda=\Lambda_{ \pm}, \rho, \delta$ as above, and Green's function decay parameters $\tilde{\ell} \geqslant 16|\log \varepsilon||\log \rho|$ and $\widetilde{\gamma}=\gamma-6|\log \varepsilon||\log \rho| / \widetilde{\ell}$ as in Lemma A.2.

In particular, for $\bullet \in\{\vee, \wedge\}$, there exists a constant $C=C(v)$ depending only on $v$ such that we have

$$
\left|\partial_{\theta}^{k}\left(\widehat{\mathbf{E}}_{\bullet}-\mathbf{E}_{\bullet}\right)\right| \leqslant C \frac{\delta}{\rho^{k}}, \quad 0 \leqslant k \leqslant 2,
$$

and

$$
\left\|R_{\perp}\left(E ; H^{\widehat{\Lambda}}(\theta),\left\{\widehat{\mathbf{E}}_{\bullet}(\theta)\right\}\right)\right\| \leqslant 4 \rho^{-1}
$$

uniformly for $\theta \in B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \backslash B_{\eta}\left(\theta_{* *}\right)$ and $E \in B_{\rho}(\widehat{\mathbf{E}} .(\theta))$.
Proof. Items 1, 2, and 5 are immediate by the definition of $\Lambda=\Lambda_{ \pm}$and $E_{*}=\mathbf{E}_{ \pm}\left(\theta_{*}\right)$.
Suppose that $\Lambda=\Lambda_{-}<\Lambda_{+}$(the other cases are completely analogous), and consider now the interval $\bar{\Lambda}_{r}:=\Lambda_{c} \cup \Lambda_{+} \cup \Lambda_{r}$. To verify items 3 and 4, we need to verify that $\bar{\Lambda}_{r}$ has the Green's function decay property, and that $H^{\bar{\Lambda}_{r}}$ has no eigenvalues in $B_{7 \rho / 4}\left(E_{*}\right)=B_{7 \rho / 4}\left(\mathbf{E}_{-}\left(\theta_{*}\right)\right)$.

To see the eigenvalue separation, notice that, by Assumption 2, $H^{\bar{\Lambda}_{r}}$ satisfies Assumption 1 with $\check{\rho}$ replacing $\rho$. Thus, $H^{\bar{\Lambda}_{r}}$ has a unique eigenvalue $\overline{\mathbf{E}}_{+}(\theta)$ : $B_{\check{\rho} / 8 D_{0}}\left(\theta_{*}\right) \rightarrow B_{3 \check{\rho} / 2}\left(E_{* *}\right)$ such that

$$
\left|\overline{\mathbf{E}}_{+}(\theta)-\mathbf{E}_{+}(\theta)\right| \leqslant 2 \delta .
$$

The necessary separation follows from the transversality of $\mathbf{E}_{ \pm}$and the definition of $\rho$; indeed, since $\eta>9 \rho / 8 \nu$, for $\left|\theta-\theta_{*}\right|<\rho / 8 D_{0}$ we have

$$
\begin{aligned}
\left|E_{*}-\overline{\mathbf{E}}_{+}(\theta)\right| & \geqslant\left|\mathbf{E}_{-}\left(\theta_{*}\right)-\mathbf{E}_{+}\left(\theta_{*}\right)\right|-D_{0}\left|\theta_{*}-\theta\right|-\left|\mathbf{E}_{+}(\theta)-\overline{\mathbf{E}}_{+}(\theta)\right| \\
& \geqslant 2 \nu \eta-\rho / 8-2 \delta>2 \rho .
\end{aligned}
$$

It remains to verify Item 3 for $\widetilde{\gamma}$ and $\tilde{\ell}$. The Green's function $R^{\Lambda_{l}}$ has $(\ell, \gamma)$ decay (and thus ( $\widetilde{\ell}, \widetilde{\gamma})$ decay) by assumption. On the other hand, for $\left|E-E_{*}\right|<\frac{3}{2} \rho$, the bound we just established implies $\left\|R_{\theta, E}^{\bar{\Lambda}_{r}}\right\| \leqslant 2 \rho^{-1}$; thus, the interval $\bar{\Lambda}_{r}$ satisfies Assumption 5, and so $R^{\bar{\Lambda}_{r}}$ also has $(\tilde{\ell}, \widetilde{\gamma})$ decay by Lemma A.2,

### 3.2.4 Proof of Theorem 3.2

Proof of Theorem 3.2. First, by (1.7) and (1.9), we have

$$
\left|\partial_{\theta} \widehat{\mathbf{E}}_{\bullet}\right|+\left|\partial_{\theta}^{2} \widehat{\mathbf{E}}_{\bullet}\right| \leqslant D_{0}+D_{0}+2 D_{0}^{2}\left\|R_{\perp}^{\Lambda}\left(\widehat{\mathbf{E}}_{\bullet}\right)\right\| .
$$

By Proposition 3.1 and Lemma 1.5, for all $\theta \in B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$, we have

$$
\left\|R_{\perp}^{\Lambda}\left(\widehat{\mathbf{E}}_{\bullet}\right)\right\| \leqslant \widehat{\sigma}^{-1}
$$

The Morse upper bound $D$ for $\widehat{\mathbf{E}}$. follows immediately.

The Morse lower bound $d$ for $\widehat{\mathbf{E}}$. for $\theta \in B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right) \backslash B_{\eta}\left(\theta_{* *}\right)$ follows from Lemma 3.9 and the transversality assumption on $\partial_{\theta} \mathbf{E}_{ \pm}$; specifically,

$$
\left|\partial_{\theta} \widehat{\mathbf{E}}_{\mathbf{\bullet}}\right| \geqslant\left|\partial_{\theta} \mathbf{E}_{\mathbf{\bullet}}\right|-\left|\partial_{\theta}\left(\widehat{\mathbf{E}}_{\mathbf{\bullet}}-\mathbf{E}_{\mathbf{0}}\right)\right| \geqslant \nu-C \delta \check{\rho}^{-1} \geqslant \nu / 12
$$

For $\theta \in B_{\eta}\left(\theta_{* *}\right)$, the Morse lower bound follows from Proposition 3.3 and the fact that

$$
C \frac{\breve{\rho} \nu^{5 / 2}}{\delta} \geqslant \nu / 12
$$

That $\widehat{\mathbf{E}}$. can each have at most one critical point in $B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$ follows again from Proposition 3.3, Lemma 3.9, and continuity of the second derivative. In particular, by Lemma 3.9, $\widehat{\mathbf{E}}$. can only have critical points in $B_{\eta}\left(\theta_{* *}\right)$, and by Proposition 3.3, the concavity of $\widehat{\mathbf{E}}$. at any such critical point is uniquely determined.

Items 2 and 3 were shown in Proposition 3.6 and Lemma 3.9, respectively.

### 3.2.5 Approximation of $\widehat{\mathbf{E}}_{\vee}$ and $\widehat{\mathbf{E}}_{\wedge}$ by previous scale

To conclude this section, we note that the Rellich functions $\widehat{\mathbf{E}}_{\vee}, \widehat{\mathbf{E}}_{\wedge}$ are uniformly close (on order $\delta$ ) to the previous-scale functions $\mathbf{E}_{\vee}, \mathbf{E}_{\wedge}$; this implies upper bounds on the size of the vertical gap between the two Rellich functions and on the horizontal deviation of the Rellich functions' critical points from the center of resonsance $\theta_{* *}$. Since $\delta \gg \hat{\sigma}$, these estimates are not fine enough to contribute meaningfully to the lower bounds on the second derivative and the size of the gap. Moreover, these results are not necessary to prove our Main Theorem; indeed, larger gaps only help localization and Cantor spectrum, as we outlined in the introduction. Nevertheless, we include these results to provide a more complete picture of the local Rellich function structure.

Proposition 3.10. For all $\theta \in B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$, we have

$$
\begin{equation*}
|\widehat{\mathbf{E}} .(\theta)-\mathbf{E} .(\theta)| \leqslant 4 \delta, \quad \bullet \in\{\vee, \wedge\} . \tag{3.18}
\end{equation*}
$$

Proof. Fix $\theta \in B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)$. Letting $P_{ \pm}=\psi_{ \pm} \psi_{ \pm}^{\top}$, we have $\left\|\left(H^{\hat{\Lambda}}-\mathbf{E}_{ \pm}\right) P_{ \pm}\right\|=\left\|\Gamma_{\mathcal{P}}^{\hat{\mathcal{P}}} P_{ \pm}\right\| \leqslant$ $2 \delta$ by (3.4). Thus, by Lemma 1.2, $H^{\hat{\Lambda}}$ must have an eigenvalue in $\bar{B}_{2 \delta}\left(\mathbf{E}_{\vee}\right)$ and in $\bar{B}_{2 \delta}\left(\mathbf{E}_{\wedge}\right)$. If these two intervals are disjoint, (3.18) most hold.

Otherwise, let $P=P_{+}+P_{-}$, and consider that

$$
\begin{aligned}
\left\|\left(H^{\hat{\Lambda}}-\frac{\mathbf{E}_{\vee}+\mathbf{E}_{\wedge}}{2}\right) P\right\| & \leqslant\left\|\Gamma_{\mathcal{P}}^{\hat{\Lambda}} P\right\|+\frac{\mathbf{E}_{\vee}-\mathbf{E}_{\wedge}}{2} \\
& \leqslant 4 \delta+\frac{\mathbf{E}_{\vee}-\mathbf{E}_{\wedge}}{2}
\end{aligned}
$$

Thus, by Lemmas 1.1 and 1.2, $H^{\hat{\Lambda}}$ must have two eigenvalues in the interval $\left[\mathbf{E}_{\wedge}-\right.$ $\left.4 \delta, \mathbf{E}_{\vee}+4 \delta\right]$. Since $H^{\hat{\Lambda}}$ must have an eigenvalue in $\bar{B}_{2 \delta}\left(\mathbf{E}_{\vee}\right)$, the greater of the two eigenvalues must be in $\bar{B}_{4 \delta}\left(\mathbf{E}_{v}\right)$; similarly, the lesser of the two eigenvalues must be in $\bar{B}_{4 \delta}\left(\mathbf{E}_{\wedge}\right)$. Thus (3.18) holds.

Corollary 3.11. We have the following upper bound on the size of the gap between $\widehat{\mathbf{E}}_{\vee}$ and $\widehat{\mathbf{E}}_{\wedge}$ :

$$
\inf _{B_{\check{\rho} / 8 D_{0}}\left(\theta_{* *}\right)} \widehat{\mathbf{E}}_{\vee}(\theta)-\sup _{B_{\breve{\rho} / 8 D_{0}}\left(\theta_{* *}\right)} \widehat{\mathbf{E}}_{\wedge}(\theta) \leqslant 8 \delta .
$$

Proof. We observe that

$$
\begin{aligned}
\inf _{B_{\widehat{\rho} / 8 D_{0}}\left(\theta_{* *}\right)} \widehat{\mathbf{E}}_{\vee}(\theta)-\sup _{B_{\overparen{\rho} / 8 D_{0}}\left(\theta_{* *}\right)} \widehat{\mathbf{E}}_{\wedge}(\theta) & \leqslant \widehat{\mathbf{E}}_{\vee}\left(\theta_{* *}\right)-\widehat{\mathbf{E}}_{\wedge}\left(\theta_{* *}\right) \\
& \leqslant\left(\widehat{\mathbf{E}}_{\vee}\left(\theta_{* *}\right)-E_{* *}\right)+\left(E_{* *}-\widehat{\mathbf{E}}_{\wedge}\left(\theta_{* *}\right)\right) \\
& \leqslant 4 \delta+4 \delta=8 \delta,
\end{aligned}
$$

where the last inequality follows from Proposition 3.10.
Corollary 3.12. Let $\theta_{c}$ be a critical point of $\widehat{\mathbf{E}}_{\vee}$ or $\widehat{\mathbf{E}}_{\wedge}$. Then $\left|\theta_{c}-\theta_{* *}\right|<8 \delta / \nu$.
Proof. Suppose $\theta_{c}$ is the critical point where $\widehat{\mathbf{E}}_{\vee}$ attains its minimum. If $\left|\theta_{c}-\theta_{* *}\right| \geqslant$ $8 \delta / \nu$, then we would have, by Proposition 3.10,

$$
\begin{aligned}
\widehat{\mathbf{E}}_{\vee}\left(\theta_{c}\right) & \geqslant \mathbf{E}_{\vee}\left(\theta_{c}\right)-4 \delta \\
& \geqslant \mathbf{E}_{\vee}\left(\theta_{* *}\right)+\nu\left|\theta_{c}-\theta_{* *}\right|-4 \delta \\
& \geqslant \mathbf{E}_{\vee}\left(\theta_{* *}\right)+4 \delta \\
& \geqslant \widehat{\mathbf{E}}_{\vee}\left(\theta_{* *}\right),
\end{aligned}
$$

contradicting the fact that $\widehat{\mathbf{E}}_{\vee}$ attains its minimum at $\theta_{c}$.
The proof procedes analogously if $\theta_{c}$ is the critical point where $\widehat{\mathbf{E}}_{\wedge}$ attains its maximum.

## 4 Resonance via inverse functions

The present section describes carefully the double-resonant situation diagrammed in Figure 1 and contains the final pieces of machinery required to handle our multiscale inductive procedure. The ultimate goal of this discussion is the construction of a covering of the codomain of our cosine-like function on whose components we can control recurrence; cf. Propositions 4.9 and 4.10 below.

It is here that the "cosine-like" properties of our potential and its descendants are explicitly utilized. Specifically, for a cosine-like function $f: I \rightarrow J$, the twomonotonicity interval structure allows us to describe double resonances as zeroes of a uniquely defined difference of inverse functions, and the Morse condition will yield upper bounds on the size of images of these inverse functions. Combined with the Diophantine assumption on the frequency $\alpha$, we can then quantifiably separate the double resonances in terms of the Diophantine and Morse parameters. The procedure requires somewhat careful assumptions; we demonstrate the robustness of these assumptions under $C^{2}$ perturbations at the end of the section.

Let $I_{ \pm} \subset \mathbb{T}$ be two closed intervals with disjoint interiors, let $I:=I_{-} \cup I_{+}$, and consider a $C^{2}$ function

$$
f: I \rightarrow J, \quad f_{ \pm}:=\left.f\right|_{I_{ \pm}}, \quad \pm \partial_{\theta} f_{ \pm} \geqslant 0 .
$$

Assumption 3. Suppose the following hold:

1. The function $f$ is Morse on $I$ :

$$
d \leqslant\left|\partial_{\theta} f\right|+\left|\partial_{\theta}^{2} f\right| \leqslant D
$$

2. Each function $f_{ \pm}$maps onto $J$ :

$$
f_{ \pm}\left(I_{ \pm}\right)=J
$$

3. There is a constant $0<\nu<d / 2$ such that $\left|\partial_{\theta} f\right| \geqslant \nu$ on the boundary points of $I$.

With these assumptions, we can define a function $T_{f}: J \rightarrow\left(I_{+}-I_{-}\right)$by

$$
T_{f}(E):=f_{+}^{-1}(E)-f_{-}^{-1}(E) .
$$

We also fix a constant $D_{0}$ such that

$$
\sup _{\theta \in I}\left|\partial_{\theta} f(\theta)\right| \leqslant D_{0} \leqslant D .
$$

### 4.1 Preimages and crossing points

We begin with a few lemmas about $f_{ \pm}$and $T_{f}$ :
Lemma 4.1. The derivative $\partial_{\theta} f_{ \pm}$is monotone on each connected component of

$$
I_{ \pm,<d / 2}:=\left\{\theta \in I_{ \pm}:\left|\partial_{\theta} f_{ \pm}(\theta)\right|<d / 2\right\} .
$$

In particular, any critical point of $f_{ \pm}$must lie at the boundary of $I_{ \pm}$; and each connected component of $I_{ \pm,<\nu}$ must contain a critical point.

Proof. That $\partial_{\theta} f_{ \pm}$is monotone on each such connected component follows immediately from the Morse condition, since $\left|\partial_{\theta}^{2} f\right| \geqslant d / 2$ and $\partial_{\theta}^{2} f$ is continuous. Since $\pm \partial_{\theta} f_{ \pm}$ is strictly monotone and nonnegative, zeros must lie on the boundary of $I_{ \pm}$. By monotonicity of $\partial_{\theta} f_{ \pm}$, any connected component of $I_{ \pm,<\nu}$ must contain a boundary point of $I_{ \pm}$; since that point cannot be a boundary point of $I$, it must belong to $I_{+} \cap I_{-}$, i.e., it must be a critical point.

Lemma 4.2. For any $\theta$ and $\theta_{*}$ in $I_{ \pm}$,

$$
\left|f_{ \pm}(\theta)-f_{ \pm}\left(\theta_{*}\right)\right| \geqslant \frac{d}{12}\left|\theta-\theta_{*}\right|^{2}
$$

In particular, for any subinterval $J_{0} \subset J$,

$$
\frac{\left|J_{0}\right|}{D_{0}} \leqslant\left|f_{ \pm}^{-1}\left(J_{0}\right)\right| \leqslant \sqrt{\frac{12}{d}\left|J_{0}\right|}
$$

Proof. Suppose without loss of generality that $\theta_{*} \leqslant \theta$. Then

$$
\left|f_{ \pm}(\theta)-f_{ \pm}\left(\theta_{*}\right)\right|=\int_{\left[\theta_{*}, \theta\right]}\left|\partial_{\theta} f_{ \pm}(t)\right||\mathrm{d} t| .
$$

Consider the set

$$
I_{ \pm,<d / 2}:=\left\{\theta \in I_{ \pm}:\left|\partial_{\theta} f_{ \pm}(\theta)\right|<d / 2\right\} .
$$

As in the previous lemma, $\partial_{\theta} f_{ \pm}$is monotone on each connected component of this set; furthermore, there are at most two connected components of $\left[\theta_{*}, \theta\right] \cap I_{ \pm,<d / 2}$, and, by monotonicity of $\partial_{\theta} f$ on $I_{ \pm,<d / 2}$, these components must lie at the edges of $\left[\theta_{*}, \theta\right]$. Thus, we may write

$$
\left[\theta_{*}, \theta\right]=\left[\theta_{*}, \theta_{1}\right) \cup\left[\theta_{1}, \theta_{2}\right] \cup\left(\theta_{2}, \theta\right],
$$

where $\left[\theta_{*}, \theta\right] \cap I_{ \pm,<d / 2}=\left[\theta_{*}, \theta_{1}\right) \cup\left(\theta_{2}, \theta\right]$, and $\left|\partial_{\theta} f_{ \pm}\right|$is increasing on $\left[\theta_{*}, \theta_{1}\right)$ and decreasing on $\left(\theta_{2}, \theta\right]$.

Since $\left|\partial_{\theta} f_{ \pm}\right|$is increasing on $\left[\theta_{*}, \theta_{1}\right)$, we have

$$
\begin{aligned}
\left|\partial_{\theta} f_{ \pm}(t)\right| \geqslant\left|\partial_{\theta} f_{ \pm}(t)-\partial_{\theta} f_{ \pm}\left(\theta_{*}\right)\right| & =\int_{\left[\theta_{*}, t\right)}\left|\partial_{\theta}^{2} f_{ \pm}(s)\right||\mathrm{d} s| \\
& \geqslant \frac{d}{2}\left|t-\theta_{*}\right|, \quad t \in\left[\theta_{*}, \theta_{1}\right)
\end{aligned}
$$

Similarly, since $\left|\partial_{\theta} f_{ \pm}\right|$is decreasing on $\left(\theta_{2}, \theta\right]$,

$$
\left|\partial_{\theta} f_{ \pm}(t)\right| \geqslant \frac{d}{2}|t-\theta|, \quad t \in\left(\theta_{2}, \theta\right] .
$$

Combining these observations and using that $\left|\theta_{1}-\theta_{2}\right|<1$, we get

$$
\begin{aligned}
\left|f_{ \pm}(\theta)-f_{ \pm}\left(\theta_{*}\right)\right| & \geqslant \frac{d}{4}\left(\left|\theta_{*}-\theta_{1}\right|^{2}+\left|\theta_{2}-\theta\right|^{2}\right)+\frac{d}{2}\left|\theta_{1}-\theta_{2}\right| \\
& \geqslant \frac{d}{4}\left(\left|\theta_{*}-\theta_{1}\right|^{2}+\left|\theta_{1}-\theta_{2}\right|^{2}+\left|\theta_{2}-\theta\right|^{2}\right) \\
& \geqslant \frac{d}{12}\left|\theta_{*}-\theta\right|^{2},
\end{aligned}
$$

where the last step is a standard inequality following from Cauchy-Schwarz.
Since $f_{ \pm}^{-1}\left(J_{0}\right)$ are intervals, the upper bound on $\left|f_{ \pm}^{-1}\left(J_{0}\right)\right|$ is immediate. The lower bound follows from the observation that

$$
\left|J_{0}\right|=\int_{f_{ \pm}^{-1}\left(J_{0}\right)}\left|\partial_{\theta} f_{ \pm}(t)\right||\mathrm{d} t| \leqslant D_{0}\left|f_{ \pm}^{-1}\left(J_{0}\right)\right| .
$$

We now turn our attention to the difference of inverse functions $T_{f}$.
Lemma 4.3. We have uniform bounds on $\left|\partial_{\theta} f_{ \pm}\right|$when $\left\|T_{f}\right\|_{\mathbb{T}}$ is large; specifically, if $E_{*}=f_{ \pm}\left(\theta_{ \pm}\right) \in J$, then

$$
\left\|T_{f}\left(E_{*}\right)\right\|_{\mathbb{T}} \geqslant \frac{7 \nu}{d} \Longrightarrow\left|\partial_{\theta} f_{ \pm}\left(\theta_{ \pm}\right)\right| \geqslant \nu
$$

Proof. Suppose $\left|\partial_{\theta} f_{-}\left(\theta_{-}\right)\right|<\nu$ (the case $\left|\partial_{\theta} f_{+}\left(\theta_{+}\right)\right|<\nu$ is analogous). By Lemma 4.1. there is a critical point $\theta_{c}$ of $f$ such that for all $\theta \in\left[\theta_{-}, \theta_{c}\right]$ (we assume $\theta_{c}>\theta_{-}$; the reverse case is exactly analogous), $\left|\partial_{\theta} f_{-}(\theta)\right|<\nu$. Since $\left|\partial_{\theta}^{2} f_{-}\right| \geqslant d / 2$ on this interval, by the Mean Value Theorem,

$$
\nu>\left|\partial_{\theta} f_{-}(\theta)-0\right| \geqslant \frac{d}{2}\left|\theta_{-}-\theta_{c}\right|
$$

and so $\left|\theta_{-}-\theta_{c}\right|<2 \nu / d$; similarly,

$$
\left|E_{*}-f\left(\theta_{c}\right)\right|<\nu\left|\theta_{-}-\theta_{c}\right|<\frac{2 \nu^{2}}{d} .
$$

Let $J_{0}:=\left[f\left(\theta_{c}\right), E_{*}\right]$; by Lemma 4.2,

$$
\left|f_{+}^{-1}\left(J_{0}\right)\right| \leqslant \sqrt{\frac{12}{d}\left|J_{0}\right|}<\frac{5 \nu}{d}
$$

and so

$$
\left\|T_{f}\left(E_{*}\right)\right\|_{\mathbb{T}} \leqslant\left|f_{-}^{-1}\left(J_{0}\right)\right|+\left|f_{+}^{-1}\left(J_{0}\right)\right|<\frac{2 \nu}{d}+\frac{5 \nu}{d}=\frac{7 \nu}{d} .
$$

Lemma 4.4. For all $n$ and irrational $\alpha$, there exists at most one value $E_{n}=E(n, \alpha, f)$ such that

$$
T_{f}\left(E_{n}\right)-n \alpha \quad \bmod 1=0
$$

Proof. First, note the function $T_{f}$ is strictly increasing on the interior of $J$, since, for any $E_{*}=f_{ \pm}\left(\theta_{ \pm}\right)$such that $\partial_{\theta} f_{ \pm}\left(\theta_{ \pm}\right) \neq 0$, we have

$$
\begin{aligned}
\partial_{E} T_{f}\left(E_{*}\right) & =\frac{1}{\partial_{\theta} f_{+}\left(\theta_{+}\right)}-\frac{1}{\partial_{\theta} f_{-}\left(\theta_{-}\right)} \\
& =\frac{1}{\left|\partial_{\theta} f_{+}\left(\theta_{+}\right)\right|}+\frac{1}{\left|\partial_{\theta} f_{+}\left(\theta_{-}\right)\right|} \\
& \geqslant \frac{2}{D_{0}}
\end{aligned}
$$

by the inverse function theorem. By Lemma 4.1, $\partial_{\theta} f_{ \pm}$is nonzero on the interior of $I_{ \pm}$, and monotonicity follows on the interior of the interval $J$.

Since $\alpha$ is irrational, $n \alpha \bmod 1$ is distinct for all $n$. Uniqueness of $E_{n}$ follows immediately from strict monotonicity of $T_{f}$.

For $\alpha$ irrational and $l \in \mathbb{N}$, define

$$
\mathcal{N}(\alpha, f):=\left\{n \in \mathbb{Z}: n \alpha \quad \bmod 1 \in T_{f}(J)\right\} .
$$

Lemma 4.5. There exists $\theta \in I_{-}$such that $\theta+n \alpha \in I_{+}$if and only if $n \in \mathcal{N}(\alpha, f)$.
Proof. One direction is immediate: indeed, if $n \in \mathcal{N}(\alpha, f)$, then there exists $E=$ $E_{n} \in J$ such that $T_{f}\left(E_{n}\right)-n \alpha \bmod 1=0$; the relevant $\theta$ value is $f_{-}^{-1}\left(E_{n}\right)$.

Suppose that $\theta \in I_{-}$and $\theta+n \alpha \in I_{+}$. By monotonicity of $T_{f}, T_{f}(J)=\left[\inf I_{+}-\right.$ $\left.\sup I_{-}, \sup I_{+}-\inf I_{-}\right]$. Since

$$
\inf I_{+}-\sup I_{-}<(\theta+n \alpha \quad \bmod 1)-\theta<\sup I_{+}-\inf I_{-},
$$

we get $n \alpha \bmod 1 \in T_{f}(J)$.

### 4.2 Double resonance

Let $\alpha \in D C_{C, \tau}$ and $L^{(1)} \in \mathbb{N}$ be fixed satisfying

$$
\frac{C}{2\left(L^{(1)}\right)^{\tau}} \geqslant \frac{7 \nu}{d},
$$

and denote by

$$
\mathcal{N}\left(L^{(1)}, \alpha, f\right):=\left\{n \in \mathcal{N}(\alpha, f): 0<|n| \leqslant L^{(1)}\right\}
$$

We can separate the distinct points $E_{n}, n \in \mathcal{N}$ developed in Lemma 4.4 via the Diophantine condition:

Lemma 4.6. For $n \neq m \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$ such that $E_{n}$ and $E_{m}$ are in the interior of $J$, we have

$$
\left|E_{n}-E_{m}\right| \geqslant \frac{C \nu}{2\left(L^{(1)}\right)^{\tau}}
$$

Proof. Letting $\left\|T_{f}\left(E_{*}\right)\right\|_{\mathbb{T}} \geqslant C /\left(L^{(1)}\right)^{\tau}$ and $\theta_{ \pm}$denote the unique points in $I_{ \pm}$such that $f_{ \pm}\left(\theta_{ \pm}\right)=E_{*}$, we have by Lemma 4.3 that

$$
\left|\partial_{\theta} f_{ \pm}\left(\theta_{ \pm}\right)\right| \geqslant \nu
$$

Provided $E_{*}$ is in the interior of $J$, it follows that

$$
\partial_{E} T_{f}\left(E_{*}\right)=\frac{1}{\left|\partial_{\theta} f_{+}\left(\theta_{+}\right)\right|}+\frac{1}{\left|\partial_{\theta} f_{-}\left(\theta_{-}\right)\right|} \leqslant \frac{2}{\nu} .
$$

By monotonicity of $T_{f}$ and the definition of $\|\cdot\|_{\mathbb{T}}$, the set

$$
J_{0}\left(L^{(1)}, \alpha, f\right):=\left\{E:\left\|T_{f}(E)\right\|_{\mathbb{T}} \geqslant \frac{C}{2\left(L^{(1)}\right)^{\tau}}>0\right\}
$$

is a connected subinterval of $J$. By definition and the Diophantine condition, for $n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$ we have

$$
\left\|T_{f}\left(E_{n}\right)\right\|_{\mathbb{T}}=\|n \alpha\|_{\mathbb{T}} \geqslant \frac{C}{|n|^{\tau}} \geqslant \frac{C}{\left(L^{(1)}\right)^{\tau}}
$$

Thus, for any $n, m \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$, the interval $\left(E_{n}, E_{m}\right)$ must lie inside of $J_{0}$ (and, by openness of $\left(E_{n}, E_{m}\right)$, the interior of $\left.J\right)$. The result follows from the mean value theorem applied to $T_{f}$; specifically,

$$
\frac{C}{\left(L^{(1)}\right)^{\tau}} \leqslant\|(n-m) \alpha\|_{\mathbb{T}} \leqslant\left|T_{f}\left(E_{n}\right)-T_{f}\left(E_{m}\right)\right| \leqslant \frac{2}{\nu}\left|E_{n}-E_{m}\right| .
$$

We can also separate these points from any critical values of $f$, if one exists:
Lemma 4.7. For $n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$ and $E_{c}$ a critical value of $f$, we have

$$
\left|E_{n}-E_{c}\right| \geqslant \frac{C^{2} d}{48\left(L^{(1)}\right)^{2 \tau}}
$$

Proof. Let $\theta_{ \pm}$again denote the unique points in $I_{ \pm}$such that $f_{ \pm}\left(\theta_{ \pm}\right)=E_{n}$. Assume $E_{c}<E_{n}$ (the reverse case is analogous), and let $J_{c}=\left[E_{c}, E_{n}\right]$. By Lemma 4.2,

$$
\left|E_{n}-E_{c}\right|=\left|J_{c}\right| \geqslant \frac{d}{12}\left|f_{ \pm}^{-1}\left(J_{c}\right)\right|^{2}
$$

Since $f_{-}^{-1}\left(J_{c}\right) \cup f_{+}^{-1}\left(J_{c}\right)=\left[\theta_{-}, \theta_{+}\right]$, we have $\left|f_{-}^{-1}\left(J_{c}\right)\right|+\left|f_{+}^{-1}\left(J_{c}\right)\right|=\|n \alpha\|_{\mathbb{T}}$; thus $\left|f_{ \pm}^{-1}\left(J_{c}\right)\right| \geqslant\|n \alpha\|_{\mathbb{T}} / 2$ for some choice of sign. Then

$$
\begin{aligned}
\left|E_{n}-E_{c}\right| & \geqslant \frac{d}{48}\|n \alpha\|_{\mathbb{T}}^{2} \\
& \geqslant \frac{C^{2} d}{24\left(L^{(1)}\right)^{2 \tau}} .
\end{aligned}
$$

We fix now a length scale $L^{(2)} \gg L^{(1)}$ and notions of resonance

$$
\rho \ll \bar{\rho} \ll \check{\rho}<\min \left\{\frac{d}{D^{2}}\left(\frac{C}{24\left(L^{(1)}\right)^{\tau}}\right)^{2}, \frac{C \nu}{12\left(L^{(1)}\right)^{\tau}}, \frac{C \nu}{3\left(L^{(2)}\right)^{\tau}}\right\}
$$

In order to handle technicalities that arise near the boundaries of the functions we consider, we fix notation for "modified codomains" $\widetilde{\mathbf{J}}(f)$ of functions $f$ satisfying Assumption 3. Specifically, we denote

$$
\begin{aligned}
& \mu_{l}(f)= \begin{cases}\rho & \text { if } f \text { attains its minimum at a critical point } \\
-\frac{9}{8} \check{\rho} & \text { otherwise }\end{cases} \\
& \mu_{r}(f)= \begin{cases}\rho & \text { if } f \text { attains its maximum at a critical point } \\
-\frac{9}{8} \breve{\rho} & \text { otherwise }\end{cases}
\end{aligned}
$$

and define

$$
\begin{equation*}
\widetilde{\mathbf{J}}(f):=\left[\inf J-\mu_{l}(f), \sup J+\mu_{r}(f)\right] . \tag{4.1}
\end{equation*}
$$

Define $\widetilde{\widetilde{J}}(f)$ similarly, with $\frac{5}{4}$ replacing $\frac{9}{8}$, and denote

$$
\widetilde{J}:=\left\{E \in \mathbb{R}: \bar{B}_{\rho}(E) \subset \widetilde{\mathbf{J}}(f)\right\} \subset \widetilde{\mathbf{J}}(f) \cap J
$$

and $\widetilde{\widetilde{J}}=\widetilde{\widetilde{J}}(f) \cap J$.


Figure 6: An illustration of two different functions $f$ satisfying Assumption 3 alongside their modified codomains $\widetilde{\mathbf{J}}(f)$; note how the definition of $\widetilde{\mathbf{J}}$ depends on the presence of critical extrema. The intervals $\widetilde{\widetilde{\mathbf{J}}}(f)$ are visually analogous.

For $n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$, define the double-resonant interval

$$
J_{n}^{\mathrm{DR}}:=J_{n}^{\mathrm{DR}}\left(\bar{\rho}, L^{(1)}, \alpha, f\right):=\bar{B}_{\bar{\rho}}\left(E_{n}\right),
$$

and recall the special interval

$$
J_{0}\left(L^{(1)}, \alpha, f\right)=\left\{E:\left\|T_{f}(E)\right\|_{\mathbb{T}} \geqslant \frac{C}{2\left(L^{(1)}\right)^{\tau}}>0\right\} .
$$

Lemma 4.8. For all $n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right), J_{n}^{\mathrm{DR}} \subset J_{0}\left(L^{(1)}, \alpha, f\right)$.
Proof. This is a corollary of monotonicity of $f_{ \pm}$and Lemma 4.2; specifically, if $E_{*} \in$ $J_{n}^{\mathrm{DR}}$, then $\left|E_{*}-E_{n}\right| \leqslant 3 \check{\rho}$, and

$$
\left\|T_{f}\left(E_{*}\right)-T_{f}\left(E_{n}\right)\right\|_{\mathbb{T}} \leqslant\left|f_{+}^{-1}\left(\left(E_{*}, E_{n}\right)\right)\right|+\left|f_{-}^{-1}\left(\left(E_{*}, E_{n}\right)\right)\right| \leqslant 12 \sqrt{\frac{\stackrel{\rho}{\rho}}{d}} \leqslant \frac{C}{2\left(L^{(1)}\right)^{\tau}} .
$$

In particular,

$$
\left\|T_{f}\left(E_{*}\right)\right\|_{\mathbb{T}} \geqslant\left\|T_{f}\left(E_{n}\right)\right\|_{\mathbb{T}}-\left\|T_{f}\left(E_{*}\right)-T_{f}\left(E_{n}\right)\right\|_{\mathbb{T}} \geqslant \frac{C}{2\left(L^{(1)}\right)^{\tau}},
$$

which was the claim.
We define the complementary region

$$
J^{S R}:=\widetilde{J} \backslash \bigcup_{n \in \mathcal{N}_{s+1}} B_{\bar{\rho}-3 \rho}\left(E_{n}\right)
$$

We now divide it into simple-resonant intervals of comparable size to the doubleresonant intervals:

Proposition 4.9. $\widetilde{J}$ can be covered by closed intervals $J_{i}^{(j)}, j \in\{1,2\}$, such that

1. $J_{n}^{(2)}=\bar{B}_{\bar{\rho}}\left(E_{n}\right)$, where $n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$.
2. $\bar{\rho} \leqslant\left|J_{i}^{(j)}\right| \leqslant 2 \bar{\rho}$.
3. $J_{i} \cap J_{i^{\prime}} \neq \varnothing \Longrightarrow\left|J_{i} \cap J_{i^{\prime}}\right|=3 \rho$.
4. For any $E \in J_{i}^{(j)}, \bar{B}_{\rho}(E) \subset \widetilde{\mathbf{J}}(f)$.
5. The total number of such intervals $J_{i}^{(j)}$ does not exceed $5\left\lceil|J| \bar{\rho}^{-1}\right\rceil$.

Denoting the corresponding preimages

$$
I_{i, \pm}^{(j)}:=f_{ \pm}^{-1}\left(J_{i}^{(j)}\right), \quad I_{i}^{(j)}:=I_{i,-}^{(j)} \cup I_{i,+}^{(j)},
$$

each function $\left.f\right|_{I_{i}^{(j)}}: I_{i}^{(j)} \rightarrow J_{i}^{(j)}$ satisfies Assumption 3 with Morse constants d, D and boundary derivative constant

$$
\widetilde{\nu}:=\min \left\{\nu, \frac{3 d}{8 D_{0}} \bar{\rho}\right\} .
$$

Proof. If $\left[E_{m}+\bar{\rho}-3 \rho, E_{n}-\bar{\rho}+3 \rho\right]$ is a connected component of $J^{S R}$, then, by Lemma 4.6, it has length at least

$$
\begin{aligned}
\left|E_{n}-E_{m}\right|-2 \bar{\rho}+6 \rho & \geqslant C \nu / 2\left(\left(L^{(1)}\right)^{\tau}\right)-2 \bar{\rho}+6 \rho \\
& \geqslant \bar{\rho} .
\end{aligned}
$$

Similarly, if a connected component of $J^{S R}$ contains a critical point of $f$, it has length at least

$$
C^{2} d / 48\left(\left(L^{(1)}\right)^{2 \tau}\right)-\bar{\rho}+3 \rho \geqslant \bar{\rho}
$$

by Lemma 4.7. We can cover each connected component of at least this size (by the above remarks, this includes all connected components except possibly those at the boundaries of $J^{S R}$ where $f$ does not attain a critical point) by at most $4\left\lceil\left|E_{n}-E_{m}\right| / \bar{\rho}\right\rceil$ closed intervals of size between $\bar{\rho}$ and $2 \bar{\rho}$ overlapping with only their nearest neighbors by exactly $3 \rho$. We thus construct a collection of at most $4\lceil|J| / \bar{\rho}\rceil$ closed intervals $J_{i}^{(1)}$. Together with the collection of intervals

$$
\left\{J_{n}^{(2)}:=J_{n}^{D R}: n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right) \text { s.t. } J_{n}^{D R} \subset \widetilde{J}\right\},
$$

we have a total of at most $5\lceil|J| / \bar{\rho}\rceil$ intervals $J_{i}^{(j)}(j \in\{1,2\})$ satisfying the conditions laid out in the proposition. Moreover, these intervals cover $\widetilde{J}$, with the possible exception of intervals of length at most $2 \bar{\rho}$ at the boundaries of $\widetilde{J}$ where $f$ does not attain a critical point; since $2 \bar{\rho}<\frac{1}{8} \check{\rho}-\rho$, they thus cover $\widetilde{\widetilde{J}}$.

It is clear that restrictions of $f$ to $I_{i}^{(j)}$ satisfy Assumption 3; all that remains is to compute the new boundary derivative constant. By Lemma 4.1, if $\left|\partial_{\theta} f\left(\theta_{*}\right)\right|<\nu$ for some $\theta_{*} \in I, \theta_{*}$ belongs to a connected component $I_{ \pm,<\nu} \subset I$ containing a critical point $\theta_{c}$ and on which $\left|\partial_{\theta} f\right|<\nu$. If $\theta_{*}$ is a boundary point of some $I_{i}^{(j)}$, then, by construction,

$$
\begin{aligned}
\left|f\left(\theta_{*}\right)-f\left(\theta_{c}\right)\right| & \geqslant \bar{\rho}-3 \rho \\
& \geqslant \frac{3}{4} \bar{\rho} ;
\end{aligned}
$$

and by Lemma 4.2,

$$
\left|\theta_{*}-\theta_{c}\right| \geqslant \frac{3}{4 D_{0}} \bar{\rho} .
$$

Since $\left|\partial_{\theta} f\right|<\nu<d / 2$ on $I_{ \pm, \nu},\left|\partial_{\theta}^{2} f\right|>d_{s} / 2$ on this component; thus,

$$
\begin{aligned}
\left|\partial_{\theta} f\left(\theta_{*}\right)\right| & \geqslant \int_{\theta_{c}}^{\theta_{*}}\left|\partial_{\theta}^{2} f(\theta)\right| d \theta \\
& \geqslant \frac{3 d}{8 D_{0}} \bar{\rho} .
\end{aligned}
$$

We denote the two preimages of each crossing point $E_{n}$ by

$$
\theta_{n, \pm}:=f_{ \pm}^{-1}\left(E_{n}\right), \quad n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right) .
$$

Proposition 4.10. We have the following:

1. (Simple resonance): If $\theta_{*} \in I_{i}^{(1)}$, then, for any $0 \neq|n| \leqslant L^{(1)}$ such that $\theta_{*} \in$ $I-n \alpha$, we have

$$
\left|f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right)\right|>3 \rho,
$$

and for all $\theta \in B_{\rho / 8 D_{0}}\left(\theta_{*}\right) \cap I \cap(I-n \alpha)$,

$$
|f(\theta)-f(\theta+n \alpha)|>2 \rho
$$

2. (Double resonance): If $\theta_{*}=\theta_{n_{0},-} \in I_{n_{0}}^{(2)}$ for $n_{0} \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$, then for any $|n| \leqslant L^{(2)}, n \notin\left\{0, n_{0}\right\}$ such that $\theta_{*} \in I-n \alpha$, we have

$$
\left|f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right)\right|>3 \check{\rho} ;
$$

and for all $\theta \in B_{\breve{\rho} / 8 D_{0}}\left(\theta_{*}\right) \cap I \cap(I-n \alpha)$,

$$
|f(\theta)-f(\theta+n \alpha)|>2 \check{\rho}
$$

and

$$
\min \left\{-\partial_{\theta} f(\theta), \partial_{\theta} f\left(\theta+n_{0} \alpha\right)\right\} \geqslant \nu
$$

Proof. We begin with the simple-resonant case, i.e. $\theta_{*} \in I_{i}^{(1)}$. Suppose $\theta_{*} \in I_{-}$(the case $\theta_{*} \in I_{+}$is completely analogous). If $\theta_{*}+n \alpha \in I_{-}, 0 \neq|n| \leqslant L^{(1)}$, we can apply Lemma 4.2 to get that

$$
\left|f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right)\right| \geqslant \frac{d}{12}\|n \alpha\|_{\mathbb{T}}^{2} \geqslant \frac{d}{12}\left(\frac{C}{\left(L^{(1)}\right)^{\tau}}\right)^{2}>3 \check{\rho}>3 \rho .
$$

We thus suppose that $\theta_{*}+n \alpha \in I_{+}$; by Lemma 4.5, $n \in \mathcal{N}\left(L^{(1)}, \alpha, f\right)$.
Assume $\theta_{*} \leqslant \theta_{n,-}$. Then $\theta_{*}+n \alpha \leqslant \theta_{n,+}=\theta_{n,-}+n \alpha$, and, by the monotonicity of $f$ on $I_{ \pm}, f\left(\theta_{*}+n \alpha\right) \leqslant E_{n}$. Thus,

$$
\begin{aligned}
\left|f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right)\right| & =f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right) \\
& \geqslant f\left(\theta_{*}\right)-E_{n}>\bar{\rho}-3 \rho>3 \rho .
\end{aligned}
$$

If $\theta_{*} \geqslant \theta_{n,-}$, then similarly $f\left(\theta_{*}+n \alpha\right) \geqslant E_{n}$, and

$$
\begin{aligned}
\left|f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right)\right| & =f\left(\theta_{*}+n \alpha\right)-f\left(\theta_{*}\right) \\
& \geqslant E_{n}-f\left(\theta_{*}\right)>3 \rho .
\end{aligned}
$$

The claim for $\theta \in B_{\rho / 8 D_{0}}\left(\theta_{*}\right) \cap I \cap(I-n \alpha)$ follows from the Mean Value Theorem and the uniform bound $\left|\partial_{\theta} f\right| \leqslant D_{0}$. This concludes the simple resonant case.

We now consider the case $\theta_{*}=\theta_{n_{0},-}$. Suppose $n$ with $0 \neq|n| \leqslant L^{(2)}$ satisfies $\theta_{*}+n \alpha \in I_{-}$and $\left|f\left(\theta_{*}+n \alpha\right)-f\left(\theta_{*}\right)\right| \leqslant 3 \check{\rho}$. Then by Lemma 4.8,

$$
3 \check{\rho} \geqslant\left|f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right)\right| \geqslant \nu\|n \alpha\|_{\mathbb{T}} \geqslant \frac{C \nu}{\left(L^{(2)}\right)^{\tau}},
$$

a contradiction. Thus, for any $0 \neq|n| \leqslant L^{(2)}$ such that $\theta_{*}+n \alpha \in I_{-}, \mid f\left(\theta_{*}+n \alpha\right)-$ $f\left(\theta_{*}\right) \mid>3 \check{\rho}$.

If instead $\theta_{*}+n \alpha \in I_{+},|n| \leqslant L^{(2)}$ and $n \neq n_{0}$, and suppose $\left|f\left(\theta_{*}+n \alpha\right)-f\left(\theta_{*}\right)\right| \leqslant$ $3 \check{\rho}$. Then $\theta_{*}+n_{0} \alpha \in I_{+}$and

$$
3 \check{\rho} \geqslant\left|f\left(\theta_{*}\right)-f\left(\theta_{*}+n \alpha\right)\right|=\left|f\left(\theta_{*}+n_{0} \alpha\right)-f\left(\theta_{*}+n \alpha\right)\right| \geqslant \nu\|n \alpha\|_{\mathbb{T}} \geqslant \frac{C \nu}{\left(L^{(2)}\right)^{\tau}}
$$

a contradiction as above. Again, the claim for $\theta \in B_{\breve{\rho} / 8 D_{0}}\left(\theta_{*}\right) \cap I \cap(I-n \alpha)$ follows from the Mean Value Theorem and the uniform bound $\left|\partial_{\theta} f\right| \leqslant D_{0}$. The lower bound for the derivatives follows from Lemmas 4.3 and 4.8, and that $B_{\check{\rho} / 8 D_{0}}\left(\theta_{*}\right) \cap I \subset I_{n_{0},-}^{\mathrm{DR}}$.

### 4.3 Domain adjustment

We now show that a function $g$ well-approximating a function $f$ satisfying Assumption 3 can have its domain slightly modified to satisfy Assumption 3.

Let $I_{ \pm} \subset \mathbb{T}$ be two closed intervals with disjoint interiors, let $I:=I_{-}^{f} \cup I_{+}^{f}$, and consider a piecewise $C^{1}$ function

$$
f: I \rightarrow J, \quad f_{ \pm}:=\left.f\right|_{I_{ \pm}^{f}}
$$

such that each function $f_{ \pm}$maps onto $J$.
Let $\delta>0$ satisfy $16 \delta<|J|$ and $\frac{16 \delta}{\nu}<\left|I_{ \pm}\right|$. Our first lemma handles the interval adjustment in the absence of critical points for $f$ :

Lemma 4.11. Suppose $\pm \partial_{\theta} f_{ \pm} \geqslant \nu>0$ uniformly on $I_{ \pm}$, and suppose $g \in C^{2}(I, \mathbb{R})$ satisfies the following stability conditions:

1. The function $g$ is Morse on $I$

$$
d \leqslant\left|\partial_{\theta} g\right|+\left|\partial_{\theta}^{2} g\right| \leqslant D
$$

with $I_{ \pm}^{g}:=\left\{\theta \in I: \pm \partial_{\theta} g \geqslant 0\right\}$ two closed intervals with disjoint interiors.
2. There is a constant $0<\tilde{\nu}<d / 2$ such that $\left|\partial_{\theta} g\right| \geqslant \tilde{\nu}$ on the boundary points of $I$.
3. If $\theta \in I$ is such that $g(\theta) \notin g\left(I_{-}^{g}\right) \cap g\left(I_{+}^{g}\right)$, or if $\theta$ is a boundary point of $I$, then

$$
|f(\theta)-g(\theta)| \leqslant 2 \delta
$$

Then there exists a subset $\tilde{I}^{g}=\tilde{I}_{-}^{g} \cup \tilde{I}_{+}^{g} \subset I, \tilde{I}_{ \pm}^{g}$ being closed intervals with disjoint interiors, such that

$$
\left|I \backslash \tilde{I}^{g}\right| \leqslant \frac{32 \delta}{\nu}
$$

on which $g$ satisfies Assumption 3 .
Proof. Let $J_{r}^{g}:=\min \left\{\sup g\left(I_{g}^{+}\right), \sup g\left(I_{g}^{-}\right)\right\}$and $J_{l}^{g}:=\max \left\{\inf g\left(I_{g}^{+}\right), \inf g\left(I_{g}^{-}\right)\right\}$.
We first show that $J_{r}^{g}>J_{l}^{g}$. Note that $\max \left\{g\left(\sup I_{+}^{g}\right), g\left(\inf I_{-}^{g}\right)\right\}=\sup g$; likewise, $\min \left\{g\left(\inf I_{+}^{g}\right), g\left(\sup I_{-}^{g}\right)\right\}=\inf g$. Define $g_{ \pm}:=\left.g\right|_{I_{ \pm}^{g}}$; note that we have either $g_{+}^{-1}\left(J_{r}^{g}\right)=\sup I_{+}^{g}$ or $g_{-}^{-1}\left(J_{g}^{r}\right)=\inf I_{-}^{g}$. Either $\inf I_{-}^{g}=\sup I_{+}^{g}$ is a critical point of $g$, in which case $J_{r}^{g}=\sup g$, or both $\inf I_{-}^{g}$ and $\sup I_{+}^{g}$ are (distinct) boundary points of $I$, in which case $f\left(\inf I_{-}^{g}\right)=f\left(\sup I_{+}^{g}\right) \in\{\inf J, \sup J\}$, and thus $\left|f\left(\inf I_{-}^{g}\right)-J_{r}^{g}\right|,\left|f\left(\inf I_{-}^{g}\right)-\sup g\right| \leqslant 2 \delta$. Thus in either case we have $\left|J_{r}^{g}-\sup g\right| \leqslant 4 \delta$, and it follows that

$$
\begin{equation*}
\left|J_{r}^{g}-\sup J\right| \leqslant 6 \delta \tag{4.2}
\end{equation*}
$$

By analogous reasoning,

$$
\begin{equation*}
\left|J_{l}^{g}-\inf J\right| \leqslant 6 \delta \tag{4.3}
\end{equation*}
$$

Since, by assumption, $|J|>12 \delta$, we must have $J_{r}^{g}>J_{l}^{g}$.

We define $J^{g}:=\left[J_{l}^{g}, J_{r}^{g}\right]$ and $\tilde{I}_{ \pm}^{g}:=g_{ \pm}^{-1}\left(J^{g}\right)$ (so $\tilde{I}^{g}=g^{-1}\left(J^{g}\right)$ ). Since we have shown $J_{r}^{g}>J_{l}^{g}, \tilde{I}_{ \pm}^{g}$ are nonempty intervals, and $g_{ \pm}$maps $\tilde{I}_{ \pm}^{g}$ onto $J^{g}$. We now measure the set $I \backslash \tilde{I}^{g}$ by considering the sets $I_{ \pm} \backslash \tilde{I}_{ \pm}^{g}$. We first note that by applying the Mean Value Theorem to $f$ on $\tilde{I}_{ \pm}^{g}$, we conclude that $\tilde{I}_{ \pm}^{g} \cap I_{ \pm} \neq \varnothing$. Thus each of the sets $I_{ \pm} \backslash \tilde{I}_{ \pm}^{g}$ consists of at most two intervals $\left[\inf I_{ \pm}, \inf \tilde{I}_{ \pm}^{g}\right)$ and ( $\sup \tilde{I}_{ \pm}^{g}$, sup $\left.I_{ \pm}\right]$. Consider first $\left[\inf I_{-}, \inf \tilde{I}_{-}^{g}\right)$. Such an interval belongs to $I_{-} \widetilde{I_{-}^{g}}$ if and only if $\inf \tilde{I}_{-}^{g} \in I_{-}$. If $J_{r}^{g}$ is not a critical point of $g$, we have $\left|f\left(\inf \tilde{I}_{-}^{g}\right)-J_{r}^{g}\right|=\left|(f-g) \circ g_{-}^{-1}\left(J_{r}^{g}\right)\right| \leqslant 2 \delta$; combining this with (4.2) gives $\left|f\left(\inf \tilde{I}_{-}^{g}\right)-\sup J\right| \leqslant 8 \delta$. Thus

$$
\begin{aligned}
\left|\left[\inf I_{-}, \inf \tilde{I}_{-}^{g}\right)\right| & =\left|\inf \tilde{I}_{-}^{g}-\inf I_{-}\right| \\
& =\left|f_{-}^{-1}\left(f\left(\inf \tilde{I}_{-}^{g}\right)\right)-f_{-}^{-1}(\sup J)\right| \\
& \leqslant \frac{1}{\nu}\left|f\left(\inf \tilde{I}_{-}^{g}\right)-\sup J\right| \leqslant \frac{8 \delta}{\nu} .
\end{aligned}
$$

Analogously, $\left|\left(\sup \tilde{I}_{+}^{g}, \sup I_{+}\right]\right| \leqslant \frac{8 \delta}{\nu}$ if $J_{r}^{g}$ is not a critical point of $g$, and $\mid\left(\sup \tilde{I}_{-}^{g}\right.$, sup $\left.I_{-}\right] \mid \leqslant$ $\frac{8 \delta}{\nu},\left|\left[\inf I_{+}, \inf \tilde{I}_{+}^{g}\right)\right| \leqslant \frac{8 \delta}{\nu}$ if $J_{l}^{g}$ is not a critical point of $g$.

If $g$ contains no critical points, we conclude that $\left|I_{ \pm}\right| \tilde{I}_{ \pm}^{g} \left\lvert\, \leqslant \frac{16 \delta}{\nu}\right.$, and $\left|I \backslash \tilde{I}^{g}\right| \leqslant$ $\left|I_{-} \backslash \tilde{I}_{-}^{g}\right|+\left|I_{+} \backslash \tilde{I}_{+}^{g}\right| \leqslant \frac{32 \delta}{\nu}$.

If $g$ attains its minimum, but not its maximum, at a critical point, then $\tilde{I}^{g}=$ $\left[\inf \tilde{I}_{-}^{g}, \sup \tilde{I}_{+}^{g}\right]$, and likewise $I=\left[\inf I_{-}, \sup I_{+}\right] ;$thus,

$$
\begin{aligned}
\left|I \backslash \tilde{I}^{g}\right| & \leqslant\left|\left[\inf I_{-}, \inf \tilde{I}_{-}^{g}\right)\right|+\left|\left(\sup \tilde{I}_{+}^{g}, \sup I_{+}\right]\right| \\
& \leqslant \frac{16 \delta}{\nu}
\end{aligned}
$$

by the above computation. The argument is analogous if $g$ attains its maximum, but not its minimum, at a critical point. If $g$ attains both its maximum and its minimum at critical points, then trivially $\tilde{I}^{g}=I$.

It remains to verify a lower bound for $\left|\partial_{\theta} g\right|$ on the boundary points of $\tilde{I}^{g}$. We first note that we can apply Lemma 4.1 to the unrestricted function $g$ on $I$, since the condition that $g_{ \pm}$map onto the same image is not used in Lemma 4.1. Thus, if $\left|\partial_{\theta} g\right|<\tilde{\nu}$ on a boundary point of $\tilde{I}^{g}$ (which is also a boundary point of $\tilde{I}_{ \pm}^{g}$ ), it must belong to a connected component of $I_{ \pm}^{g}$ containing a critical point of $g$ (which is a boundary point of $I_{ \pm}^{g}$ ), and $\left|\partial_{\theta}^{2} g\right| \geqslant d / 2$ throughout that component. By construction, the critical point belongs to $\tilde{I}_{ \pm}^{g}$, and is thus the other boundary point of that interval; thus $\left|\partial_{\theta}^{2} g\right| \geqslant d / 2$ on the entirety of $\tilde{I}_{ \pm}^{g}$. Then, on the boundary point of $\tilde{I}^{g}$,

$$
\left|\partial_{\theta} g\right| \geqslant \frac{d}{2}\left|\tilde{I}_{ \pm}^{g}\right| \geqslant \frac{d}{2}\left(\left|I_{ \pm}\right|-\frac{16 \delta}{\nu}\right),
$$

so we conclude $\left|\partial_{\theta} g\right| \geqslant \min \left\{\tilde{\nu}, \frac{d}{2}\left(\left|I_{ \pm}\right|-\frac{16 \delta}{\nu}\right)\right\}$ on the boundary of $\tilde{I}^{g}$.
If $f: I \rightarrow J$ satisfies Assumption 3 and $g: I \rightarrow \mathbb{R}$ is $C^{2}$ close to $f$, we likewise can find these adjusted intervals:

Lemma 4.12. Suppose $g \in C^{2}(I, \mathbb{R})$ is $C^{2}$ close to $f$, i.e.

$$
\left\|\partial_{\theta}^{k}(f-g)\right\| \leqslant C \frac{\delta}{\rho^{k}}, \quad 0 \leqslant k \leqslant 2
$$

Then there exists a subset $\tilde{I}^{g}=\tilde{I}_{-}^{g} \cup \tilde{I}_{+}^{g} \subset I, \tilde{I}_{ \pm}^{g}$ being closed intervals with disjoint interiors, such that

$$
\left|I \backslash \tilde{I}^{g}\right| \leqslant \frac{32 \delta}{\nu}
$$

and on which $g$ satisfies Assumption 3.
Proof. By the well-approximation of $g$ to $f$, we immediately get that $g$ is Morse on $I$, e.g.

$$
\tilde{d}=d-C\left(\frac{\delta}{\rho}+\frac{\delta}{\rho^{2}}\right)<\left|\partial_{\theta} g\right|+\left|\partial_{\theta}^{2} g\right| \leqslant D+C\left(\frac{\delta}{\rho}+\frac{\delta}{\rho^{2}}\right)=\tilde{D}
$$

Furthermore, on the boundary points of $I$, one has

$$
\left|\partial_{\theta} g\right| \geqslant \nu-C \frac{\delta}{\rho}>\nu-2 C\left(\frac{\delta}{\rho}+\frac{\delta}{\rho^{2}}\right)=: \tilde{\nu}
$$

and $\tilde{\nu}<\tilde{d} / 2$. By the Morse condition on $g$ and the assumption on $f$, we can decompose $I=I_{-}^{g} \cup I_{+}^{g}$ into intervals such that

$$
\pm\left.\partial_{\theta} g\right|_{I_{ \pm}^{g}} \geqslant 0
$$

We denote by $g_{ \pm}:=\left.g\right|_{I_{ \pm}^{g}}$. By Lemma 4.1, critical points of $g_{ \pm}$must lie on the boundary of $I_{ \pm}^{g}$ and each connected component of $I_{ \pm,<\tilde{\nu}}^{g}$ must contain a critical point, and, conversely, any critical point of $g$ must lie in a connected component of $I_{ \pm,<\tilde{\nu}}^{g}$.

If $g$ has no critical point in $I$, then neither can $f$, and we are in the situation outlined in Lemma 4.11 (with $\nu$ replaced by $\nu / 4$, e.g.). If $g$ has a critical point $\theta_{c}$, then by the Morse condition it is an extremum of $g$. Suppose the critical point is a minimum; then, defining $J^{g}$ as in the proof of Lemma 4.11, we have

$$
\begin{aligned}
& g_{+}^{-1}\left(J^{g}\right)=: \tilde{I}_{+}^{g}=\left[\theta_{c}, \tilde{\theta}_{+}\right], \\
& g_{-}^{-1}\left(J^{g}\right)=: \tilde{I}_{-}^{g}=\left[\tilde{\theta}_{-}, \theta_{c}\right] .
\end{aligned}
$$

By monotonicity of $g_{ \pm}$, it must be that $\tilde{I}_{ \pm}^{g}=I_{ \pm}^{g}$ for at least one of + or - ; suppose $\tilde{I}_{+}^{g}=I_{+}^{g}$. Since sup $f_{+}=\sup f_{-}$and $\|f-g\| \leqslant C \delta$, we get that $\left|\sup g_{+}-\sup g_{-}\right|=$ $\left|g\left(\tilde{\theta}_{+}\right)-J_{r}^{g}\right| \leqslant C \delta$.

To measure $\left|I_{-} \backslash \tilde{I}_{-}^{g}\right|$, it suffices to compute $\left|\tilde{\theta}_{-}-\theta_{-}\right|$, where $\theta_{ \pm}=\inf I_{ \pm}^{g}$. We have

$$
\left|g\left(\theta_{-}\right)-g\left(\tilde{\theta}_{-}\right)\right|=\left|g\left(\theta_{-}\right)-f\left(\theta_{+}\right)\right| \leqslant C \delta+\left|f\left(\theta_{-}\right)-f\left(\theta_{+}\right)\right|=C \delta ;
$$

furthermore, $\theta_{-}$and $\tilde{\theta}_{-}$live on the same monotonicity interval of $g$, and so

$$
\left|\theta_{-}-\tilde{\theta}_{-}\right| \leqslant \sqrt{\frac{12 C \delta}{\tilde{d}}}
$$

Since our only critical point is a minimum, it must be that $\theta_{-}=\inf I_{-}^{f}$, and thus for any $\theta \in\left[\theta_{-}, \tilde{\theta}_{-}\right]$, we have

$$
\begin{aligned}
\left|g^{\prime}(\theta)\right| & \geqslant\left|f^{\prime}(\theta)\right|-\frac{C \delta}{\rho} \\
& \geqslant \nu-\left(\frac{C \delta}{\rho}+D \sqrt{\frac{12 C \delta}{\tilde{d}}}\right) \geqslant \tilde{\nu}
\end{aligned}
$$

We conclude by estimating the difference of inverses of close functions satisfying Assumption 3.

Lemma 4.13. Let $f$ be a function satisfying Assumption 3 with boundary derivative constant $\nu$ and containing no critical point. Let $g$ be another function satisfing Assumption 3 with $\operatorname{dom} g_{ \pm} \subset \operatorname{dom} f_{ \pm}$and $\|f-g\|_{\infty} \leqslant 2 \delta$. Then for $E_{*} \in \operatorname{im} f \cap \operatorname{im} g$, $\left|T_{f}\left(E_{*}\right)-T_{g}\left(E_{*}\right)\right| \leqslant \frac{4 \delta}{\nu}$.

Proof. Since $f$ contains no critical point, by Lemma 4.1, $\left|\partial_{\theta} f_{ \pm}(\theta)\right| \geqslant \nu$ for all $\theta \in I$, and thus $\left|\partial_{\theta} f_{ \pm}^{-1}(E)\right| \geqslant \nu^{-1}$ for all $E \in J$. Then

$$
\begin{aligned}
\left|f_{ \pm}^{-1}\left(E_{*}\right)-g_{ \pm}^{-1}\left(E_{*}\right)\right| & =\left|f_{ \pm}^{-1} \circ g \circ g_{ \pm}^{-1}\left(E_{*}\right)-f_{ \pm}^{-1} \circ f \circ g_{ \pm}^{-1}\left(E_{*}\right)\right| \\
& \leqslant \nu^{-1}\left|g \circ g_{ \pm}^{-1}\left(E_{*}\right)-f \circ g_{ \pm}^{-1}\left(E_{*}\right)\right| \\
& \leqslant 2 \delta \nu^{-1} .
\end{aligned}
$$

Thus,

$$
\left|T_{f}\left(E_{*}\right)-T_{g}\left(E_{*}\right)\right| \leqslant\left|f_{+}^{-1}\left(E_{*}\right)-g_{+}^{-1}\left(E_{*}\right)\right|+\left|f_{-}^{-1}\left(E_{*}\right)-g_{-}^{-1}\left(E_{*}\right)\right| \leqslant 4 \delta \nu^{-1} .
$$

## 5 Multiscale spectral analysis

We wish to understand how the Rellich functions of $H^{\Lambda}$ inherit the cosine-like properties from the sampling function $v$. Given $\left(\theta_{*}, E_{*}\right) \in \mathbb{T} \times \mathbb{R}$, we claim that, by properly choosing our notions of resonance, we can inductively construct increasing intervals $\Lambda_{s}=\Lambda_{s}\left(\theta_{*}, E_{*}\right)$ in the integer lattice, centered at 0 , such that any $E_{*}$-resonant Rellich functions of $H^{\Lambda}\left(\theta_{*}\right)$ are locally cosine-like with eigenfunctions localized near 0. Furthermore, these intervals will be stable in the parameters $\theta_{*}$ and $E_{*}$.

In broad strokes, the induction will proceed as follows: we suppose that we inductively have been given a cosine-like Rellich function $\mathbf{E}_{s}: \mathbf{I}_{s} \rightarrow \mathbf{J}_{s}$ and that certain "nonresonant" intervals for $\mathbf{E}_{s}$ exhibit off-diagonal Green's function decay for energies $E_{*}$ near the codomain of $\mathbf{E}_{s}$. Under these assumptions, we apply Section 4 to $\mathbf{E}_{s}$ to classify energy regions $J_{s}^{\left(j_{s+1}\right)} \subset \mathbf{J}_{s}$ as being simple- or double-resonant (indicated by $j_{s+1} \in\{1,2\}$ ) and prevent recurrence to those energy regions for long times. The resonant sites for $\mathbf{E}_{s}$ will be so well-separated that we can find an even integer $L_{s+1}$ for each energy region well-separated from resonances of all the ancestors of $\mathbf{E}_{s}$. Thus, the intervals $\Lambda_{s+1}$ of length $L_{s+1}$ will have long shoulder intervals with Green's function decay by our inductive assumption.

Having found the integers $L_{s+1}$, we can then apply Sections 2 and 3 to construct Rellich children $\mathbf{E}_{s+1}$ which are likewise cosine-like. Finally, for energies which are not resonant with any child $\mathbf{E}_{s+1}$ for long intervals $\Lambda$, we can use these constructed intervals to build coverings of $\Lambda$ like those described in Appendix A, proving the inductive nonresonance hypothesis. Here we crucially use the uniform local separation between double-resonant Rellich children established in Proposition 3.6: since the separation is much larger than the scale- $s+1$ resonance parameter, energies near the codomain of one of a pair of double-resonant Rellich functions do not allow resonance with the other.

The perturbative upper bound $\varepsilon_{0}(v, \alpha)$ on the interaction $\varepsilon$ will be polynomially small, depending on $v$ and $\alpha$, in the initial length scale $L$; the size of $L$ effectively will be dictated by avoiding substantial cumulative loss in the Green's function decay parameters $\gamma_{k}$, cf. Lemma 5.2 below.


Figure 7: The inductive expansion of our Rellich tree at a particular node $\mathbf{E}_{s}$.

### 5.1 Preparing the induction

### 5.1.1 The initial scale

Suppose $\mathbf{E}_{0}:=v, v: \mathbb{T} \rightarrow[-1,1]$, is cosine-like in the sense of the main theorem, with Morse constants

$$
d_{0} \leqslant\left|\partial_{\theta} v(\theta)\right|+\left|\partial_{\theta}^{2} v(\theta)\right| \leqslant D_{0}, \quad \theta \in \mathbb{T}
$$

and that $\alpha \in D C_{C, \tau}$ is Diophantine. Letting $L$ be a large even integer, we consider the initial length scales

$$
L_{1}^{(1)}:=L, \quad L_{1}^{(2)}:=L^{2}
$$

and initialize the following parameters:

$$
\begin{gathered}
\nu_{0}=\frac{C_{\alpha} d_{0}}{14(8 L)^{\tau}}, \quad \rho_{-1}=\frac{d_{0}}{24 D_{0}^{2}} \frac{1}{(8 L)^{2 \tau}}, \quad \bar{\rho}_{0}=\frac{d_{0}}{15000 D_{0}^{2}} \rho_{-1}^{2}, \\
\rho_{0}=\bar{\rho}_{0}^{3}, \quad \delta_{0}:=\varepsilon<\varepsilon_{0}:=\rho_{0}^{4}, \quad \gamma_{-1}=\gamma_{0}=\frac{1}{4}|\log \varepsilon|, \quad \ell_{-1}=\ell_{0}=1 .
\end{gathered}
$$

With these parameters, we recall a classical Neumann series argument ensuring offdiagonal Green's function decay on nonresonant intervals:

Lemma 5.1. Let $\Lambda \subset \mathbb{Z}$ and suppose $\left|v\left(\theta_{*}+m \alpha\right)-E_{*}\right| \geqslant \rho_{0}$ for $m \in \Lambda$. Then for $m, n \in \Lambda,\left|\theta-\theta_{*}\right|<\rho_{0} / 8 D_{0}$, and $\left|E-E_{*}\right|<\rho_{0} / 2$,

$$
\left|R_{\theta, E}^{\Lambda}(m, n)\right| \leqslant \frac{8}{\rho_{0}}\left(\frac{8 \varepsilon}{\rho_{0}}\right)^{|m-n|}
$$

In particular, for $\gamma_{0}=\frac{1}{4}|\log \varepsilon|$ and $|m-n| \geqslant 1$,

$$
\begin{equation*}
\log \left|R_{\theta, E}^{\Lambda}(m, n)\right| \leqslant-\gamma_{0}|m-n| \tag{5.1}
\end{equation*}
$$

i.e. the Green's function decay property for $\left(\ell_{0}, \gamma_{0}\right)$ holds.

Proof. For $m \in \Lambda,\left|\theta-\theta_{*}\right|<\rho_{0} / 8 D_{0}$, and $\left|E-E_{*}\right|<\rho_{0} / 2$, one has

$$
|v(\theta+m \alpha)-E| \geqslant\left|v\left(\theta_{*}+m \alpha\right)-E_{*}\right|-\left|E-E_{*}\right|-D_{0}\left|\theta-\theta_{*}\right|>\rho_{0} / 4 .
$$

Thus $|v(\theta+m \alpha)-E| \geqslant \rho_{0} / 4>4 \varepsilon$ for all $m \in \Lambda$, and $\left\|(V(\theta)-E)^{-1} \varepsilon \Delta\right\|_{\mathbb{C}^{\Lambda}}<1 / 2$; hence, by the Neumann series, one has for $m, n \in \Lambda$

$$
\begin{aligned}
\left|R_{\theta, E}^{\Lambda}(m, n)\right| & =\left|\left\langle\delta_{m},\left(H^{\Lambda}(\theta)-E\right)^{-1} \delta_{n}\right\rangle\right| \\
& \leqslant \frac{4}{\rho_{0}} \sum_{k \geqslant|m-n|}\left(\frac{8 \varepsilon}{\rho_{0}}\right)^{k} \\
& \leqslant \frac{8}{\rho_{0}}\left(\frac{8 \varepsilon}{\rho_{0}}\right)^{|m-n|}
\end{aligned}
$$

Provided $|m-n| \geqslant 1$, we have

$$
\left|R_{\theta, E}^{\Lambda}(m, n)\right| \leqslant \frac{8}{\rho_{0}}\left(\frac{8 \varepsilon}{\rho_{0}}\right)^{|m-n|} \leqslant \rho_{0}^{2|m-n|-1} \leqslant \rho_{0}^{|m-n|}
$$

This lemma, combined with our assumptions on $v$, will be the foundation of our induction.

### 5.1.2 Inductive definitions

Fix a scale $s \geqslant 0$. If $s \geqslant 1$, we suppose that, for $0 \leqslant k \leqslant s-1$, we have collections

$$
\begin{aligned}
\mathcal{E}_{k}^{(j)} & =\bigcup_{\mathbf{E} \in \mathcal{E}_{k-1}} \mathcal{E}^{(j)}(\mathbf{E}), \quad j \in\{1,2\} \\
\mathcal{E}_{k} & =\mathcal{E}_{k}^{(1)} \cup \mathcal{E}_{k}^{(2)}
\end{aligned}
$$

of Rellich functions $\mathbf{E}_{k}: \mathbf{I}_{k} \rightarrow \mathbf{J}_{k}$ of certain Dirichlet restrictions $H^{\Lambda_{k}}, \Lambda_{k}=\left[-L_{k} / 2, L_{k} / 2\right]$, where $L_{k}=L_{k}\left(\mathbf{E}_{k}\right)$ are even integers on scale $k$

$$
\frac{1}{2} M_{k}^{(j)} \leqslant L_{k} \leqslant M_{k}^{(j)}, \quad \mathbf{E}_{k} \in \mathcal{E}_{k}^{(j)}
$$

where we define the length scales

$$
M_{k}^{(j)}:=\left(L^{4^{k-1}}\right)^{j}, \quad k \geqslant 1, j \in\{1,2\} .
$$

We take as convention that $M_{0}^{(1)}=M_{0}^{(2)}=1$. For each $\mathbf{E}_{k} \in \mathcal{E}_{k}, k \geqslant 1$, we define the corresponding parameters:

$$
\begin{array}{lr}
d_{k}=\frac{\nu_{k-1}}{12}, D_{k}=2 D_{0}\left(1+\frac{D_{0}}{\sigma_{k}}\right), \\
\nu_{k}=\bar{\nu}_{k-1} / 2, \bar{\nu}_{k}:=\frac{3 d_{k}}{8 D_{0}} \bar{\rho}_{k} & \text { (Morse) } \\
\rho_{k}=\varepsilon^{L_{k}^{2 / 3}}, \bar{\rho}_{k}=\frac{d_{k}}{15000 D_{0}^{2}} \rho_{k-1}^{2}, \sigma_{k}=\varepsilon^{72 M_{k}^{(1)}} & \text { (Derivative control) }  \tag{Resonance}\\
\delta_{k}=\varepsilon^{L_{k} / 8} & \text { (Eigenfunction interaction) } \\
\ell_{k}=L_{k}^{5 / 6}, \gamma_{k}=\gamma_{0}\left(1-64 \sum_{i=1}^{k} \frac{\left|\log \left(\rho_{i} / 8\right)\right|}{\ell_{i}}\right) & \text { (Green's function decay) }
\end{array}
$$

We likewise define $\widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$ and $\widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$ as in equation (4.1) with $\rho=\rho_{k}$ and $\check{\rho}=\rho_{k-1}$, cf. Figure 6. As matters of convention, we define $\widetilde{\mathbf{J}}\left(\mathbf{E}_{-1}\right)=\widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{-1}\right)=\mathbb{R}$ and $\mathcal{E}_{0}=$ $\mathcal{E}\left(\mathbf{E}_{-1}\right):=\{v\}$.

We have the following relations among these parameters:

Lemma 5.2. Let $\mathbf{E}_{k} \in \mathcal{E}_{k}$ with $L_{k}$ and constants defined as above. For $L$ sufficiently large (depending only on $C_{\alpha}, \tau, d_{0}$, and $D_{0}$ ), we have the following for all $k \geqslant 0$ :

1. $\gamma_{k} \geqslant \frac{1}{2} \gamma_{0} \geqslant \log 7$.
2. $10 M_{k}^{(2)}<M_{k+1}^{(1)}, 24 L_{k+1}^{2 / 3}<8 L_{k+1}^{5 / 6}<L_{k+1}, \ell_{k+1} \gg 16|\log \varepsilon|\left|\log \rho_{k+1}\right|$.
3. $\frac{C_{\alpha}}{2\left(8 M_{k+1}^{(1)}\right)} \geqslant \frac{7 \nu_{k}}{d_{k}}, \frac{3 d_{k}}{8 D_{0}} \bar{\rho}_{k}<\nu_{k}$, and $\frac{9 \rho_{k}}{8 \nu_{k}} \ll \bar{\rho}_{k} \ll \frac{\nu_{k}^{2} \rho_{k-1}}{100 D_{0}^{3}}$.
4. $\delta_{k}<\rho_{k}^{3} / 2 \ll \rho_{k-1}^{2} \nu_{k}^{5 / 2}$.
5. If $j_{k}=2$, then $2 \rho_{k}<\frac{\nu_{k-1} \sigma_{k}}{2 D_{0}+\nu_{k-1}}$.

Proof. We proceed with each item in turn:

1. For $1 \leqslant i \leqslant k$, we have by definition that

$$
\frac{\left|\log \left(\rho_{i} / 8\right)\right|}{\ell_{i}} \leqslant L_{i}^{-1 / 6}|\log \varepsilon| \lesssim \tau L^{-\frac{1}{6} 4^{i-1}} \log L \lesssim \tau L^{-\frac{1}{7}\left(4^{i-1}\right)}
$$

Since this sequence is subgeometric, we may find $L$ sufficiently large such that

$$
64 \sum_{i=1}^{k} \frac{\left|\log \left(\rho_{i} / 8\right)\right|}{\ell_{i}} \leqslant \frac{1}{2}
$$

independently of $k$. By possibly making $L$ larger, one can insist that

$$
\frac{1}{2} \gamma_{0}=\frac{1}{8} \log |\varepsilon| \sim \tau \log |L|>\log 7 .
$$

2. This is immediate from the fact that, for $k \geqslant 1$,

$$
M_{k+1}^{(1)} \geqslant L M_{k}^{(2)},
$$

alongside the observation that $|\log \varepsilon|$ is comparable to $\log L$.
3. One can check by definitions that, for $L$ sufficiently large (depending on $\tau, d_{0}$, and $D_{0}$, one has for $k \geqslant 0$ that:

$$
\begin{aligned}
\nu_{k}^{5 / 4}<d_{k+1} & <\nu_{k}<\frac{d_{k}}{2} \\
\rho_{k-1}^{9 / 4}<\bar{\rho}_{k} & <\rho_{k-1}^{2} \\
\rho_{k-1}^{9 / 4}<\nu_{k+1}, \bar{\nu}_{k} & <\rho_{k-1}^{2} \\
\rho_{k} & <\rho_{k-1}^{6} .
\end{aligned}
$$

The inequalities follow for sufficiently large $L$.
4. Given the above inequalities, one has

$$
\rho_{k-1}^{2} \nu_{k}^{5 / 2} \gg \rho_{k-1}^{2} \rho_{k-2}^{45 / 8} \gg \rho_{k-1}^{2} \rho_{k-2}^{6} \gg \rho_{k-1}^{3} \gg \rho_{k}^{3} / 2,
$$

and $L_{k}>24 L_{k}^{2 / 3}$.
5. Since $j_{k}=2$, we have $L_{k}^{2 / 3} \geqslant\left(M_{k}^{(2)} / 2\right)^{2 / 3} \geqslant \frac{1}{2}\left(M_{k}^{(1)}\right)^{4 / 3} \gg 144 M_{k}^{(1)}$ provided $L$ is sufficiently large, and thus $\log \rho_{k} \ll 2 \log \sigma_{k}$. The inequality follows because $\log \nu_{k-1} \gg \log \rho_{k-1} \gg \log \sigma_{k}$.

It will be convenient to fix language describing "nonresonant" regions at each scale. Fix $\left(\theta_{*}, E_{*}\right) \in \mathbb{T} \times \mathbb{R}$ and a Rellich function $\mathbf{E}_{k} \in \mathcal{E}_{k}$. We say that a set $S \subset \mathbb{Z}$ is $k$-nonresonant (relative to $\left(\theta_{*}, E_{*}\right)$ and $\mathbf{E}_{k}$ ) if

$$
\theta_{*}+m \alpha \notin \mathbf{I}_{k} \text { or }\left|\mathbf{E}_{k}\left(\theta_{*}+m \alpha\right)-E_{*}\right| \geqslant \rho_{k} \quad \forall m \in S .
$$

Note that, with this language, Lemma 5.1 shows that 0-nonresonant intervals have $\left(\ell_{0}, \gamma_{0}\right)$ Green's function decay.

To show Green's function decay at future scales $k \geqslant 1$, we must avoid resonant sites for all ancestors of $\mathbf{E}_{k}$; we codify this condition as $k$-regularity. Namely, we say that a point $m \in \mathbb{Z}$ is $k$-left-regular if, for each ancestor $\mathbf{E}_{i}(0 \leqslant i \leqslant k-1)$ of $\mathbf{E}_{k}$, [ $\left.m, m+\frac{3}{4} L_{i+1}\right]$ is $i$-nonresonant. Analogously, we say that $m$ is $k$-right-regular if, for each ancestor $\mathbf{E}_{i}(0 \leqslant i \leqslant k-1)$ of $\mathbf{E}_{k},\left[m-\frac{3}{4} L_{i+1}, m\right]$ is $i$-nonresonant, and we say that $m$ is $k$-regular if it is both $k$-left-regular and $k$-right-regular.

Finally, we define the slight enlargement of the set of $k$-resonant points by

$$
\mathcal{S}_{k}\left(\theta_{*}, E_{*}\right):=\left\{m \in \mathbb{Z}: \theta_{*}+m \alpha \in \mathbf{I}_{k},\left|\mathbf{E}_{k}\left(\theta_{*}+m \alpha\right)-E_{*}\right| \leqslant \frac{25}{24} \rho_{k}\right\} .
$$

### 5.2 The inductive proposition

Subject to these definitions, we suppose that the following inductive proposition holds for $0 \leqslant k \leqslant s-1$ :

Proposition 5.3 (Induction, scale $k$ ). Suppose the hypotheses below hold:
H 5.3.1 (Cosine-like Rellich functions, scale $k$ ). Each $\mathbf{E}_{k} \in \mathcal{E}_{k}$ satisfies Assumption 3 with parameters $\nu=\nu_{k}, d=d_{k}$, and $D=D_{k}$.

H 5.3.2 (Resonant orbits, scale $k$ ). If $k \geqslant 1$, let $\mathbf{E}_{k} \in \mathcal{E}^{\left(j_{k}\right)}\left(\mathbf{E}_{k-1}\right), \mathbf{E}_{k}: \mathbf{I}_{k} \rightarrow \mathbf{J}_{k}$, denote

$$
\mathcal{N}_{k}:=\mathcal{N}\left(8 M_{k+1}^{(1)}, \alpha, \mathbf{E}_{k}\right),
$$

and let $\theta_{*} \in \mathbb{T}$. We can characterize aspects of the resonant orbits depending on the resonance type $j_{k}$ :

1. $j_{k}=1$ :

We have

$$
\min \left\{|n|: n \in \mathcal{N}_{k}\right\}>8 M_{k}^{(1)}>L_{k} .
$$

Furthermore, suppose either $E_{*} \in \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$ or the closest point in $\mathbf{J}_{k}$ to $E_{*}$ is a critical value of $\mathbf{E}_{k}$. Then, for any $m \in \mathcal{S}_{k}\left(\theta_{*}, E_{*}\right)$,

$$
B_{\rho_{k-1} / 24 D_{0}}\left(\theta_{*}+m \alpha\right) \subset \mathbf{I}_{k} .
$$

2. $j_{k}=2$ (and thus $\mathbf{E}_{k}=\mathbf{E}_{k, n_{k-1}, \bullet}^{(2)}$ ):

We have

$$
\mathcal{N}_{k}=\varnothing .
$$

Furthermore, suppose $E_{*} \in\left[\inf \widetilde{\mathbf{J}}\left(\mathbf{E}_{k, n_{k-1}, \wedge}^{(2)}\right), \sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{k, n_{k-1}, \mathrm{v}}^{(2)}\right)\right]$. Then, for any $m \in \mathcal{S}_{k}\left(\theta_{*}, E_{*}\right)$, for some $p \in\left\{m, m-n_{k-1}\right\}$,

$$
B_{\rho_{k-1} / 24 D_{0}}\left(\theta_{*}+p \alpha\right) \subset \mathbf{I}_{k, n_{k-1}, \vee} \cup \mathbf{I}_{k, n_{k-1}, \wedge} .
$$

If $\theta_{*}+p \alpha \in \mathbf{I}_{k, n_{k-1}, \wedge}^{(2)} \backslash \mathbf{I}_{k, n_{k-1}, \mathrm{v}}^{(2)}$, then $\left|\mathbf{E}_{k, n_{k-1}, \wedge}^{(2)}\left(\theta_{*}+p \alpha\right)-E_{*}\right|<\frac{9}{8} \rho_{k-1}$; similarly, if $\theta_{*}+p \alpha \in \mathbf{I}_{k, n_{k-1}, \vee}^{(2)} \backslash \mathbf{I}_{k, n_{k-1}, \wedge}^{(2)}$, then $\left|\mathbf{E}_{k, n_{k-1}, \vee}^{(2)}\left(\theta_{*}+p \alpha\right)-E_{*}\right|<\frac{9}{8} \rho_{k-1}$.
H 5.3.3 (Nonresonance, scale $k$ ). Let $\mathbf{E}_{k-1} \in \mathcal{E}_{k-1}$, let $\theta_{*} \in \mathbb{T}$, and suppose $E_{*} \in$ $\widetilde{\mathbf{J}}\left(\mathbf{E}_{k-1}\right)$ is such that

- If $\mathbf{E}_{k-1}$ does not attain its maximum at a critical point, then $E_{*} \leqslant \sup \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k-1}\right)} \widetilde{\mathbf{J}}(\mathbf{E})$.
- If $\mathbf{E}_{k-1}$ does not attain its minimum at a critical point, then $E_{*} \geqslant \inf \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k-1}\right)} \widetilde{\mathbf{J}}(\mathbf{E})$.

Let $\mathbf{E}_{k} \in \mathcal{E}\left(\mathbf{E}_{k-1}\right)$ be a Rellich curve minimizing $\operatorname{dist}\left(E_{*}, \widetilde{\mathbf{J}}(\mathbf{E})\right)$ among $\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k-1}\right)$. Suppose $\Lambda=[a, b] \subset \mathbb{Z}$ is $k$-nonresonant and that $a$ and $b$ are $k$-left- and $k$-rightregular, respectively. Then for $\left|E-E_{*}\right|<\rho_{k} / 2$ and $\theta \in B_{\rho_{k} / 8 D_{0}}\left(\theta_{*}\right)$,

$$
\log \left|R_{\theta, E}^{\Lambda}(m, n)\right| \leqslant-\gamma_{k}|m-n|, \quad|m-n| \geqslant \ell_{k}
$$

and

$$
\left\|R_{\theta, E}^{\Lambda}\right\| \leqslant 4 \rho_{k}^{-1} .
$$

Furthermore, if $\widetilde{\Lambda}$ is $k$-nonresonant with $|\widetilde{\Lambda}| \geqslant 2 L_{k}+3 M_{k}^{(1)}$, then there exists a $k$-nonresonant subinterval $\Lambda=[a, b] \subset \widetilde{\Lambda}$ with $|\Lambda| \geqslant|\widetilde{\Lambda}|-\left(2 L_{k}+3 M_{k}^{(1)}\right)$ such that $a$ and $b$ are $k$-left- and $k$-right-regular, respectively.

Subject to the above hypotheses, we have the following: Let $\mathbf{E}_{k} \in \mathcal{E}_{k}$ with $\mathbf{E}_{k}$ : $\mathbf{I}_{k} \rightarrow \mathbf{J}_{k}$. There exists a collection $\mathcal{I}_{k+1}\left(\mathbf{E}_{k}\right)=\mathcal{I}_{k+1}^{(1)} \cup \mathcal{I}_{k+1}^{(2)}$ of intervals $I_{k+1}$ and corresponding even integers $L_{k+1}$ so that, denoting $\Lambda_{k+1}=\left[-L_{k+1} / 2, L_{k+1} / 2\right]$, the following hold:
(Simple resonance): If $I_{k+1} \in \mathcal{I}_{k+1}^{(1)}, \theta_{*} \in I_{k+1}$, and $E_{*}=\mathbf{E}_{k}\left(\theta_{*}\right)$, then $H^{\Lambda_{k+1}}\left(\theta_{*}\right)$ satisfies Assumption 11 with

$$
\begin{gathered}
\hat{\Lambda}=\Lambda_{k+1}, \Lambda=\Lambda_{k} \\
\rho=\rho_{k}, \delta=\delta_{k}, \gamma=\gamma_{k}, \ell=\ell_{k} .
\end{gathered}
$$

(Double resonance): If $I_{k+1} \in \mathcal{I}_{k+1}^{(2)}$, there exists a unique $n$ with $L_{k}<|n| \leqslant$ $8 M_{k+1}^{(1)}$ and a unique point $\theta_{* *}=\theta_{k, n,-} \in I_{k+1}$ such that $E_{* *}=\mathbf{E}_{k}\left(\theta_{* * *}\right)=$ $\mathbf{E}_{k}\left(\theta_{* *}+n \alpha\right)$. Furthermore, $H^{\Lambda_{k+1}}\left(\theta_{* *}\right)$ satisfies Assumption国 with the following assignments:

$$
\begin{gathered}
\hat{\Lambda}=\Lambda_{k+1}, \Lambda_{-}=\Lambda_{k}, \Lambda_{+}=\Lambda_{k}+n \\
\check{\rho}=\frac{2}{3} \rho_{k-1}, \delta=\delta_{k}, \gamma=\gamma_{k}, \ell=\ell_{k}, \nu=\nu_{k}
\end{gathered}
$$

Moreover, we can choose the additional parameters introduced in Section 3 as follows:

$$
\widehat{\sigma}=\sigma_{k+1}, \eta=\frac{5 \rho_{k}}{4 \nu_{k}}, \rho=\rho_{k} .
$$

In particular, there exists a family $\mathcal{E}\left(\mathbf{E}_{k}\right)=\mathcal{E}^{(1)}\left(\mathbf{E}_{k}\right) \cup \mathcal{E}^{(2)}\left(\mathbf{E}_{k}\right)$ of Rellich children $\mathbf{E}_{k+1}: \mathbf{I}_{k+1} \rightarrow \mathbf{J}_{k+1}$ such that each $\mathbf{E}_{k+1}$ is a Rellich function of $H^{\Lambda_{k+1}}$ satisfying Assumption [3, such that Hypotheses 5.3.1, 5.3.2, and 5.3.3 hold at scale $k+1$.

Additionally, we have the following:

1. The even integers $L_{k+1}$ can be chosen such that $\pm L_{k+1} / 2$ and $\pm\left(L_{k+1} / 2+1\right)$ are $k$-regular for any $\theta_{*} \in \mathbf{I}_{k+1}$ for any $E_{*} \in B_{\rho_{k}}\left(\mathbf{E}_{k}\left(\theta_{*}\right)\right)$, and such that $L_{k+1} / 2+1$ (respectively, $-\left(L_{k+1} / 2+1\right)$ ) is $k+1$-left-regular (respectively, $k+1$-right-regular) for any $E_{*} \in B_{\rho_{k}}\left(\mathbf{E}_{k+1}\left(\theta_{*}\right)\right)$
2. The intervals $\mathbf{I}_{k+1}$ and their relevant translates cover $\mathbf{I}_{k}$, in the sense that if $\theta \in \mathbf{I}_{k}$ and $\theta \notin \mathbf{I}_{k+1}$ for all $\mathbf{E}_{k+1} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$, then there exists a unique $n$ with $8 M_{k}^{(1)}<|n| \leqslant 8 M_{k+1}^{(1)}$ and a Rellich curve $\mathbf{E}_{k+1}=\mathbf{E}_{k+1, n, \bullet} \in \mathcal{E}^{(2)}\left(\mathbf{E}_{k}\right)$ such that $\theta \in \mathbf{I}_{k+1}+n \alpha$.
3. If $E_{*}=E_{n_{k+1}}\left(\mathbf{E}_{k+1}\right)$ for $n_{k+1} \in \mathcal{N}_{k+1}$, then $\bar{B}_{\rho_{k}}\left(E_{*}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$. Furthermore, we have

$$
\bar{\rho}_{k} / 2 \leqslant\left|\mathbf{J}_{k+1}\right| \leqslant 2 \bar{\rho}_{k} .
$$

Subject to these hypotheses at scale $s-1$, we verify that the statement holds at scale $s$ with appropriately defined constants:

Theorem 5.4. There exists $\varepsilon_{0}=\varepsilon_{0}(\alpha, v)$ such that, for $\varepsilon \leqslant \varepsilon_{0}$, Proposition 5.3 holds for all $k \geqslant 0$.

For the remainder of this section, we suppose that the proposition holds for $0 \leqslant$ $k \leqslant s-1$, that Hypotheses 5.3.1, 5.3.2, and 5.3 .3 hold for $0 \leqslant k \leqslant s$, and prove the proposition for $k=s$. We note that, in light of Lemma 5.1, the proof below also verifies the initial case $s=0$.

### 5.3 The family of descendants of $\mathbf{E}_{s}$

If $s=0$, let $\mathbf{E}_{s}=v$; otherwise, let $\mathbf{E}_{s} \in \mathcal{E}^{\left(j_{s}\right)}\left(\mathbf{E}_{s-1}\right), \mathbf{E}_{s}: \mathbf{I}_{s} \rightarrow \mathbf{J}_{s}, j_{s} \in\{1,2\}$, be a Rellich function of $H^{\Lambda_{s}}, \Lambda_{s}=\left[-L_{s} / 2, L_{s} / 2\right]$ constructed as in Proposition 5.3 at scale $s-1$. In the case $j_{s}=2$ (and thus $\mathbf{E}_{s}=\mathbf{E}_{s, n_{s-1}, \bullet}^{(2)}$ ), we denote

$$
\mathbf{I}_{s, n_{s-1}, \cup}:=\mathbf{I}_{s, n_{s-1}, \wedge}^{(2)} \cup \mathbf{I}_{s, n_{s-1}, \mathrm{v}}^{(2)} .
$$

### 5.3.1 Construction of the next length scale

By our inductive hypotheses, $\mathbf{E}_{s}$ satisfies Assumption 3, with Morse constants $d_{s}, D_{s}$ and boundary derivative lower bound $\nu_{s}$. By Lemma 5.2, Section 4 applies to $\mathbf{E}_{s}$ with these values, and, recalling that

$$
\bar{\rho}_{s}=\frac{d_{s}}{15000 D_{0}^{2}} \rho_{s-1}^{2},
$$

we have the following:
Lemma 5.5. $\widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{s}\right) \cap \mathbf{J}_{s}$ can be covered by closed intervals $J_{s, i}^{(j)}, j \in\{1,2\}$, such that 1. $J_{s, n_{s}}^{(2)}=\bar{B}_{\bar{p}_{s}}\left(E_{n_{s}}\right)$, where $\theta_{*}=\theta_{s, n_{s},-}$ is the unique point in $\mathbf{I}_{s}$ such that

$$
E_{n_{s}}:=\mathbf{E}_{s}\left(\theta_{*}\right)=\mathbf{E}_{s}\left(\theta_{*}+n_{s} \alpha\right)
$$

$$
\text { for any } n_{s} \in \mathcal{N}_{s}:=\mathcal{N}\left(8 M_{s+1}^{(1)}, \alpha, \mathbf{E}_{s}\right) \text { (cf. Section 4). }
$$

2. $\bar{\rho}_{s} \leqslant\left|J_{s, i}^{(j)}\right| \leqslant 2 \bar{\rho}_{s}$
3. $J_{s, i} \cap J_{s, i^{\prime}} \neq \varnothing \Longrightarrow\left|J_{s, i} \cap J_{s, i^{\prime}}\right|=3 \rho_{s}$
4. For any $E \in J_{s, i}^{(j)}, \bar{B}_{\rho_{s}}(E) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$. Furthermore, if $j=2$ and $E_{*}=E_{n_{s}}$, then $\bar{B}_{\rho_{s-1}}\left(E_{*}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s-1}\right)$.
5. The total number of such intervals $J_{s, i}^{(j)}$ does not exceed $5\left\lceil\left|\mathbf{J}_{s}\right| \bar{\rho}_{s}^{-1}\right\rceil$.

These intervals are defined such that, on the corresponding preimages

$$
I_{s, i, \pm}^{(j)}:=\left(\mathbf{E}_{s}\right)_{ \pm}^{-1}\left(J_{s, i}^{(j)}\right), \quad I_{s, i}^{(j)}:=I_{s, i,-}^{(j)} \cup I_{s, i,+}^{(j)},
$$

one has either
(Simple resonance): If $\theta_{*} \in I_{s, i}^{(1)}$, then for any $n$ with $0 \neq|n| \leqslant 8 M_{s+1}^{(1)}$ such that $\theta_{*}+n \alpha \in \mathbf{I}_{s}$,

$$
\left|\mathbf{E}_{s}\left(\theta_{*}\right)-\mathbf{E}_{s}\left(\theta_{*}+n \alpha\right)\right|>3 \rho_{s}
$$

(Double resonance): If $\theta_{*}=\theta_{s, n_{s},-} \in I_{s, n_{s},-}^{(2)}$, then for $\theta \in B_{\rho_{s-1} / 8 D_{0}}\left(\theta_{*}\right)$ and any $n$ with $n \notin\left\{0, n_{s}\right\},|n| \leqslant 8 M_{s+1}^{(2)}$ such that $\theta+n \alpha \in \mathbf{I}_{s}$,

$$
\left|\mathbf{E}_{s}(\theta)-\mathbf{E}_{s}(\theta+n \alpha)\right|>2 \rho_{s-1}
$$

and

$$
\min \left\{-\partial_{\theta} \mathbf{E}_{s}(\theta), \partial_{\theta} \mathbf{E}_{s}\left(\theta+n_{s} \alpha\right)\right\} \geqslant \nu_{s}
$$

Finally, recalling that

$$
\bar{\nu}_{s}=\frac{3 d_{s}}{8 D_{0}} \bar{\rho}_{s}<\nu_{s},
$$

each function $\left.\mathbf{E}_{s}\right|_{I_{s, i}^{(j)}}: I_{s, i}^{(j)} \rightarrow J_{s, i}^{(j)}$ satisfies Assumption 3 with Morse constants $d_{s}, D_{s}$ and boundary derivative constant $\bar{\nu}_{s}$.

Proof. This follows immediately from Propositions 4.9 and 4.10, except the second half of item 4 , which follows from the inductive proposition.

Fix an interval $J_{s, i}^{(j)}(j \in\{1,2\})$, and note that $\left|I_{s, i, \pm}^{(j)}\right| \leqslant \rho_{s-1} / 24 D_{0}$ by Lemma 4.2, the definition of $\bar{\rho}_{s}$, and item 2 of Lemma 5.5. Consider all 'ancestors' $\mathbf{E}_{k}: \mathbf{I}_{k} \rightarrow \mathbf{J}_{k}$ $(0 \leqslant k \leqslant s-1)$ of $\mathbf{E}_{s}$. For each such $k$, we define two sets $\mathcal{S}_{k, \pm}$ as follows:

$$
\mathcal{S}_{k, \pm}:=\bigcup_{\theta \in I_{s, i, \pm}^{(j)}} \mathcal{S}_{k}\left(\theta, \mathbf{E}_{s}(\theta)\right) .
$$

The integers in $\mathcal{S}_{k, \pm}$ are well-separated uniformly in $\theta$ at each scale $0 \leqslant k \leqslant s-1$ in the following sense:

Lemma 5.6. Let $0 \leqslant k \leqslant s-1$, and suppose $m \in \mathcal{S}_{k, \pm}$.

1. If $j_{k+1}=1$, then for any $n \neq m$ with $|n-m| \leqslant 8 M_{k+1}^{(1)}, n \notin \mathcal{S}_{k, \pm}$.
2. If $j_{k+1}=2$ (and thus $\mathbf{E}_{k+1}=\mathbf{E}_{k+1, n_{k},}$, for some $M_{k}^{(2)}<\left|n_{k}\right| \leqslant 8 M_{k+1}^{(1)}$ ), then for some $p \in\left\{m, m-n_{k}\right\}$ and for any $n \notin\left\{p, p+n_{k}\right\}$ with $|n-p| \leqslant 8 M_{k+1}^{(2)}$, $n \notin \mathcal{S}_{k, \pm}$.


Figure 8: A cartoon illustration of the covering constructed in Lemma 5.5
Proof. Since $m \in \mathcal{S}_{k, \pm}$, there is some $\theta_{*} \in I_{s, i, \pm}^{(j)}$ such that $m \in \mathcal{S}_{k}\left(\theta_{*}, \mathbf{E}_{s}\left(\theta_{*}\right)\right)$; note that $J_{s, i}^{(j)} \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$, so $E_{*}=\mathbf{E}_{s}\left(\theta_{*}\right)$ satisfies the assumptions of the inductive hypothesis 5.3.2. As noted above, we also have that $\left|I_{s, i, \pm}^{(j)}\right| \leqslant \rho_{s-1} / 24 D_{0} \leqslant \rho_{k} / 24 D_{0}$.

We have two cases:

1. $j_{k+1}=1$ :

Take $p=m$. By the length bound on $I_{s, i, \pm}^{(j)}$, we have

$$
I_{s, i, \pm}^{(j)}+p \alpha \subset B_{\rho_{k} / 24 D_{0}}\left(\theta_{*}+p \alpha\right) \subset \mathbf{I}_{s} .
$$

2. $j_{k+1}=2$ : By Hypothesis 5.3.2 and the length bound on $I_{s, i, \pm}^{(j)}$, for some $p \in$ $\left\{m, m-n_{k+1}\right\}$, we have

$$
I_{s, i, \pm}^{(j)}+p \alpha \subset B_{\rho_{k} / 24 D_{0}}\left(\theta_{*}+p \alpha\right) \subset \mathbf{I}_{k+1, \cup} \subset B_{\rho_{k} / 8 D_{0}}\left(\theta_{k+1, n_{k+1},-}\right)
$$

In both cases, by Lemma 5.5, for any $\theta \in I_{s, i, \pm}^{(j)}$ and $n \neq p$ with $|n-p| \leqslant 8 M_{k+1}^{\left(j_{k+1}\right)}$ such that $\theta+n \alpha \in \mathbf{I}_{k}$, we have

$$
\begin{aligned}
\left|\mathbf{E}_{k}(\theta+n \alpha)-\mathbf{E}_{s}(\theta)\right| \geqslant & \left|\mathbf{E}_{k}(\theta+n \alpha)-\mathbf{E}_{k}(\theta+p \alpha)\right|-\left|\mathbf{E}_{k}(\theta+p \alpha)-\mathbf{E}_{k}\left(\theta_{*}+p \alpha\right)\right| \\
& -\left|\mathbf{E}_{k}\left(\theta_{*}+p \alpha\right)-\mathbf{E}_{s}\left(\theta_{*}\right)\right|-\left|\mathbf{E}_{s}\left(\theta_{*}\right)-\mathbf{E}_{s}(\theta)\right| \\
& \geqslant 3 \rho_{k}-\frac{1}{24} \rho_{s-1}-\frac{25}{24} \rho_{k}-\frac{1}{24} \rho_{s-1} \geqslant \frac{25}{24} \rho_{k},
\end{aligned}
$$

and so $n \notin \mathcal{S}_{k, \pm}$, as claimed.
This separation will, in turn, allow us to construct even integers $L_{s+1}$ so that $\pm L_{s+1} / 2$ are $s$-regular:

Lemma 5.7. There is an even integer $L_{s+1}$ with $M_{s+1}^{(j)} / 2 \leqslant L_{s+1} \leqslant M_{s+1}^{(j)}$ so that, for all $\theta_{*} \in I_{s, i, \pm}^{(j)}$ for all $E_{*} \in B_{\rho_{s}}\left(\mathbf{E}_{s}\left(\theta_{*}\right)\right), \pm L_{s+1} / 2$ and $\pm\left(L_{s+1} / 2+1\right)$ are s-regular relative to $\left(\theta_{*}, E_{*}\right)$.

Proof. Let $a_{s}:=M_{s+1}^{(j)} / 2$. We define a nonincreasing sequence of integers $a_{s}, a_{s-1}, \ldots, a_{0}$ as follows. For each $1 \leqslant k \leqslant s$, we have by the previous lemma that

$$
\#\left\{a \in\left[a_{k}-8 L_{k}, a_{k}\right]: \operatorname{dist}\left(a, \mathcal{S}_{k-1, \pm}\right)<\frac{4}{5} L_{k}\right\}<\frac{9}{5} L_{k},
$$

where we have crucially used here that $5 M_{k-1}^{(2)}<M_{k}^{(1)} / 2$. The same counting argument holds replacing $\left[a_{k}-8 L_{k}, a_{k}\right]$ by $\left[-a_{k},-a_{k}+8 L_{k}\right]$; since $4(9 / 5)<8$, we can find some $a_{k-1} \in\left[a_{k}-8 L_{k}, a_{k}\right]$ such that

$$
\operatorname{dist}\left( \pm a_{k-1}, \mathcal{S}_{k-1, \pm}\right) \geqslant \frac{4}{5} L_{k}
$$

for all four choices of signs.
We define $L_{s+1}=2 a_{0}$. By construction, we have

$$
M_{s+1}^{(j)} \geqslant L_{s+1} \geqslant M_{s+1}^{(j)}-2 \sum_{k=1}^{s} 8 L_{k} \geqslant M_{s+1}^{(j)} / 2,
$$

and

$$
\operatorname{dist}\left( \pm L_{s+1} / 2, \mathcal{S}_{k-1, \pm}\right) \geqslant \frac{4}{5} L_{k}-8 \sum_{i=1}^{k-1} L_{i}>\frac{3}{4} L_{k}+1
$$

for all $1 \leqslant k \leqslant s$ and all four choices of signs.

### 5.3.2 Decay of resonant eigenpairs

For the fixed interval $J_{s, i}^{(j)}$ we denote by

$$
\Lambda_{s+1}:=\left[-L_{s+1} / 2, L_{s+1} / 2\right]
$$

and recall that

$$
\ell_{s}=L_{s}^{5 / 6} \geqslant 16 L_{s}^{2 / 3}|\log \varepsilon|^{2}=16|\log \varepsilon|\left|\log \rho_{s}\right| .
$$

From our inductive assumptions, we immediately find Green's function decay away from $\{0\}$ (and the double-resonant site $\left\{n_{s}\right\}$, if it exists):

Lemma 5.8. Fix $\theta_{*} \in \mathbf{I}_{s}$ and find $\Lambda_{s+1}$ as above. Then we have the following:

1. If $\theta_{*} \in I_{s, i, \pm}^{(1)}$, then for $\left|E-\mathbf{E}_{s}\left(\theta_{*}\right)\right|<\frac{3}{2} \rho_{s}$ and $\theta \in B_{\rho_{s} / 8 D_{0}}\left(\theta_{*}\right)$,

$$
\log \left|R_{\theta, E}^{\Lambda_{s+1} \backslash \Lambda_{s}}(m, n)\right| \leqslant-\gamma_{s}|m-n|, \quad|m-n| \geqslant \ell_{s}
$$

and

$$
\left\|R_{\theta, E}^{\Lambda_{s+1} \backslash \Lambda_{s}}\right\| \leqslant 4 \rho_{s}^{-1} .
$$

Furthermore, there are intervals $\Lambda_{l} \supset\left[-\frac{7}{8} L_{s},-\frac{1}{8} L_{s}\right]$ and $\Lambda_{r} \supset\left[\frac{1}{8} L_{s}, \frac{7}{8} L_{s}\right]$ such that for $\left|E-\mathbf{E}_{s}\left(\theta_{*}\right)\right|<\frac{3}{2} \rho_{s}$ and $\theta \in B_{\rho_{s-1} / 8 D_{0}}\left(\theta_{*}\right)$,

$$
\log \left|R_{\theta, E}^{\Lambda_{l / r}}(m, n)\right| \leqslant-\gamma_{s-1}|m-n|, \quad|m-n| \geqslant \ell_{s-1}
$$

2. If $\theta_{*}=\theta_{s, n_{s},-}$, then for $\left|E-\mathbf{E}_{s}\left(\theta_{*}\right)\right|<\frac{3}{2} \rho_{s-1}$ and $\theta \in B_{\rho_{s-1} / 8 D_{0}}\left(\theta_{*}\right)$,

$$
\log \left|R_{\theta, E}^{\Lambda_{s+1} \backslash\left(\Lambda_{s} \cup \Lambda_{s}+n_{s}\right)}(m, n)\right| \leqslant-\gamma_{s-1}|m-n|, \quad|m-n| \geqslant \ell_{s-1}
$$

and

$$
\left\|R_{\theta, E}^{\Lambda_{s+1} \backslash\left(\Lambda_{s} \cup \Lambda_{s}+n_{s}\right)}\right\| \leqslant 4 \rho_{s-1}^{-1} .
$$

Furthermore, letting $c_{l}=\min \left\{0, n_{s}\right\}$ and $c_{r}=\max \left\{0, n_{s}\right\}$, there are intervals $\Lambda_{l} \supset\left[c_{l}-\frac{7}{8} L_{s}, c_{l}-\frac{1}{8} L_{s}\right], \Lambda_{c} \supset\left[c_{l}+\frac{1}{8} L_{s}, c_{r}-\frac{1}{8} L_{s}\right]$, and $\Lambda_{r} \supset\left[c_{r}+\frac{1}{8} L_{s}, c_{r}+\frac{7}{8} L_{s}\right]$ such that, for $\left|E-\mathbf{E}_{s}\left(\theta_{*}\right)\right|<\frac{3}{2} \rho_{s-1}$ and $\theta \in B_{\rho_{s-1} / 8 D_{0}}\left(\theta_{*}\right)$,

$$
\log \left|R_{\theta, E}^{\Lambda_{l / c / r}}(m, n)\right| \leqslant-\gamma_{s-1}|m-n|, \quad|m-n| \geqslant \ell_{s-1}
$$

In either case, the intervals $\Lambda_{s} \cap \Lambda_{l / c / r}$ also satisfy the Green's function decay property for $\left(\ell_{s-1}, \gamma_{s-1}\right)$, as do the intervals $\left(\Lambda_{s}+n_{s}\right) \cap \Lambda_{l / c / r}$.

Proof. Noting the $s$-regularity relative to $\left(\theta_{*}, E_{*}\right)$ for any $E_{*} \in B_{\rho_{s}}\left(\mathbf{E}_{s}\left(\theta_{*}\right)\right)$, these statements are precisely the nonresonance hypothesis 5.3 .3 applied to various intervals. In particular, the maximal connected components of $\Lambda_{s+1} \backslash \Lambda_{s}$ are inductively $s-$ nonresonant with $s$-directionally regular endpoints. Similarly, the maximal connected components of $\Lambda_{s+1} \backslash\left(\Lambda_{s} \cup \Lambda_{s}+n_{s}\right)$ are $s$-1-nonresonant, as are the maximal components of $\left[-L_{s}, L_{s}\right] \backslash \Lambda_{s-1}\left(\right.$ in case $\left.\mathbf{E}_{s} \in \mathcal{E}^{(1)}\left(\mathbf{E}_{s-1}\right)\right)$ or $\left[-L_{s}, L_{s}\right] \backslash\left(\Lambda_{s-1} \cup \Lambda_{s-1}+n_{s-1}\right)$ (in case $\mathbf{E}_{s} \in \mathcal{E}^{(2)}\left(\mathbf{E}_{s-1}\right)$ ).

The existence of the subintervals $\Lambda_{l / c / r}$ follows from the nonresonance hypothesis after noting that

$$
\frac{1}{8} L_{s}-M_{s-1}^{(2)}-1 \geqslant \frac{1}{16}\left(M_{s-1}^{(2)}\right)^{2}-M_{s-1}^{(2)}-1 \gg 5 L_{s-1}
$$

for the left and right intervals, and

$$
c_{r}-c_{l}-2\left(1+M_{s-1}^{(2)}\right) \geqslant L_{s}-2\left(1+M_{s-1}^{(2)}\right) \gg 5 L_{s-1}
$$

for the center interval in the double-resonant case.
Finally, the decay estimates on the intervals $\Lambda_{s} \cap \Lambda_{l / c / r}$ likewise follow from the inductive nonresonance hypothesis and the $s$-1-directional regularity of $L_{s} / 2$. The decay estimates on $\left(\Lambda_{s}+n_{s}\right) \cap \Lambda_{l / c / r}$ follow from the corresponding regularities of $n_{s} \pm L_{s} / 2$, which follow from the observation that $H^{\Lambda_{s}}\left(\theta_{*}+n_{s} \alpha\right)=H^{\Lambda_{s}+n_{s}}\left(\theta_{*}\right)$.

Noting that

$$
\frac{3}{8} L_{s}>L_{s}^{5 / 6}=\ell_{s} \gg \ell_{s-1},
$$

we apply the above decay to conclude stable eigenvector decay for resonant eigenvectors of $H^{\Lambda_{s+1}}$ :

Lemma 5.9. Suppose $\theta_{*} \in \mathbf{I}_{s}$, and let $E_{*}=\mathbf{E}_{s}\left(\theta_{*}\right)$.

1. If $\theta_{*} \in I_{s, i, \pm}^{(1)}$, let $\rho=\rho_{s}$ and let $\mathcal{P}$ be the partition of $\Lambda_{s+1}$ into $\Lambda_{s}$ and its complement.
2. If $\theta_{*}=\theta_{s, n_{s},-}$, let $\rho=\rho_{s-1}$ and let $\mathcal{P}$ be the partition of $\Lambda_{s+1}$ into $\Lambda_{s} \cup \Lambda_{s}+n_{s}$ and its complement.

Then, for $\theta \in B_{\rho / 8 D_{0}}\left(\theta_{*}\right)$, for any eigenpair $(E, \psi)$ of $H^{\Lambda_{s+1}}(\theta)$ with $\left|E-E_{*}\right|<\frac{3}{2} \rho$, the unit eigenvector $\psi$ has $\mathcal{P}$-boundary values no larger than $\delta_{s} / \varepsilon$ :

$$
\left\|\Gamma_{\mathcal{P}}^{\Lambda_{s+1}} \psi\right\| \leqslant 4 \delta_{s} .
$$

Furthermore, the resonant unit eigenvector $\psi_{s}$ of $H^{\Lambda_{s}}$ corresponding to $\mathbf{E}_{s}$ (as well as the associated unit eigenvector of $H^{\Lambda_{s}+n_{s}}$ in case 2) has stably-small $\mathcal{P}$-boundary values:

$$
\begin{aligned}
\left\|\Gamma_{\mathcal{P}}^{\Lambda_{s+1}} \psi_{s}\right\| & \leqslant 2 \delta_{s} \\
\left\|\Gamma_{\mathcal{P}}^{\Lambda_{s+1}}\left(\partial_{\theta} \psi_{s}\right)\right\| & \leqslant 24 D_{0} \frac{\delta_{s}}{\rho}
\end{aligned}
$$

Proof. The estimate on $\left\|\Gamma_{\mathcal{P}}^{\Lambda_{s+1}} \psi\right\|$ follows in all cases from Lemma 5.8 and the Poisson formula (1.11); for example, in the case $\theta_{*} \in I_{s}^{(1)}$, denoting $\Lambda_{l}=\left[a_{l}, b_{l}\right]$, one has

$$
\begin{aligned}
\left|\psi\left(-L_{s} / 2\right)\right| & \leqslant \varepsilon\left(\left|R_{\theta, E}^{\Lambda_{l}}\left(-L_{s} / 2, a_{l}\right)\right|+\left|R_{\theta, E}^{\Lambda_{l}}\left(-L_{s} / 2, b_{l}\right)\right|\right) \\
& \leqslant 2 \varepsilon e^{-3 \gamma_{s-1} L_{s} / 8} \leqslant \delta_{s} .
\end{aligned}
$$

The other cases follow analogously.
The estimate on $\left\|\Gamma_{\mathcal{P}}^{\Lambda_{s+1}} \psi_{s}\right\|$ is made similarly, instead applying the decay on the intervals $\Lambda_{s} \cap \Lambda_{l / c / r}$.

Let $\chi_{s}$ denote the linear projection onto the coordinates in the interval $\Lambda_{s}$, and $\widetilde{\chi}_{s}$ denote the linear projection onto the interval

$$
\left\{m:|m| \leqslant L_{s} / 4\right\} \subset \Lambda_{s} .
$$

Let $\Gamma_{s}:=\Gamma_{\mathcal{P}}^{\Lambda_{s+1}} \chi_{s}$, and note that

$$
\Gamma_{s}\left(\partial_{\theta} \psi_{s}\right)=\Gamma_{\mathcal{P}}^{\Lambda_{s+1}}\left(\partial_{\theta} \psi_{s}\right)
$$

Recall that

$$
\partial_{\theta} \psi_{s}=-R_{\perp}\left(H^{\Lambda_{s}}, \mathbf{E}_{s}\right) V^{\prime} \psi_{s}
$$

we break our estimate of $\left\|\Gamma_{s}\left(\partial_{\theta} \psi_{s}\right)\right\|$ into pieces corresponding to $\widetilde{\chi}_{s}$ and its relative complement ( $\chi_{s}-\widetilde{\chi}_{s}$ ).

By again applying the Poisson formula on the intervals $\Lambda_{s} \cap \Lambda_{l / c / r}$ from Lemma 5.8, we have

$$
\begin{aligned}
\left\|\left(\chi_{s}-\tilde{\chi}_{s}\right) V^{\prime} \psi_{s}\right\|^{2} & \leqslant \sum_{L_{s} / 4 \leqslant|m| \leqslant L_{s} / 2} D_{0}^{2}\left|\psi_{s}(m)\right|^{2} \\
& \leqslant 8 D_{0}^{2} \sum_{j>L_{s} / 8} \varepsilon^{2} e^{-2 \gamma_{s-1} j} \\
& \leqslant\left(3 D_{0} \delta_{s}\right)^{2} .
\end{aligned}
$$

Now let $\check{\mathcal{P}}$ be the partition of $\Lambda_{s}$ into $\Lambda_{s} \cap\left(\Lambda_{l} \cup \Lambda_{c} \cup \Lambda_{r}\right)$ and its complement, and recall that $E_{*}=\mathbf{E}_{s}\left(\theta_{*}\right)$. Letting $R_{\perp}=R_{\perp}\left(H^{\Lambda_{s}}, \mathbf{E}_{s}\right), \check{R}=R_{\check{\mathcal{P}}}^{\Lambda_{s}}\left(E_{*}\right)$, and $P_{s}=\psi_{s} \psi_{s}^{\top}$, we expand

$$
\Gamma_{s} R_{\perp} \tilde{\chi}_{s}=\Gamma_{s} \check{R}\left(I-P_{s}-\Gamma_{\check{\mathcal{P}}}^{\Lambda_{s}} R_{\perp}\right) \widetilde{\chi}_{s}
$$

by the resolvent identity. Since the intervals in $\Lambda_{s} \cap\left(\Lambda_{l} \cup \Lambda_{c} \cup \Lambda_{r}\right)$ are $s$-1-nonresonant, we get

$$
\max \left\{\left\|\Gamma_{s} \check{R} \widetilde{\chi}_{s}\right\|,\left\|\Gamma_{s} \check{R} \Gamma_{\check{\mathcal{P}}}^{\Lambda_{s}}\right\|\right\} \leqslant 2 \varepsilon e^{-\gamma_{s-1} L_{s} / 4}
$$

By expanding $P_{s}=\widetilde{\chi}_{s} P_{s}+\left(\chi_{s}-\widetilde{\chi}_{s}\right) P_{s}$, we likewise estimate

$$
\begin{aligned}
\left\|\Gamma_{s} \check{R} P_{s} \tilde{\chi}_{s}\right\| & \leqslant\left\|\Gamma_{s} \check{R} \tilde{\chi}_{s}\right\|\left\|P_{s} \tilde{\chi}_{s}\right\|+\left\|\Gamma_{s} \check{R}\right\|\left\|\left(\chi_{s}-\tilde{\chi}_{s}\right) P_{s}\right\|\left\|\tilde{\chi}_{s}\right\| \\
& \leqslant 2 \varepsilon e^{-\gamma_{s-1} L_{s} / 4}+\frac{8 \varepsilon}{\rho_{s-1}} \cdot 3 \varepsilon e^{-\gamma_{s-1} L_{s} / 8} \\
& \leqslant 6 \frac{\delta_{s}}{\rho_{s-1}} .
\end{aligned}
$$

It remains to estimate $\left\|R_{\perp}\right\|$, but this follows inductively. Specifically, by Hypothesis 5.3.2, if $\theta_{*}=\theta_{s, n_{s},-}$, it must be that $j_{s}=1$ and so $\left\|R_{\perp}\right\| \leqslant 4 \rho_{s-1}^{-1}$ by (2.11). If $\theta_{*} \in I_{s}^{(1)}$, we have the estimate $\left\|R_{\perp}\right\| \leqslant 4 \rho_{s}^{-1}$, either by (2.11) if $j_{s}=1$, or by (3.13)
and Proposition 3.6 if $j_{s}=2$, since the separation guaranteed by Proposition 3.6 is bigger than $2 \rho_{s}$. In either case, $\left\|R_{\perp}\right\| \leqslant 4 \rho^{-1}$ by our definition of $\rho$. Thus, we compute

$$
\begin{aligned}
\left\|\Gamma_{s}\left(\partial_{\theta} \psi_{s}\right)\right\| & =\left\|\Gamma_{s} R_{\perp} V^{\prime} \psi_{s}\right\| \\
& \leqslant\left\|\Gamma_{s} R_{\perp}\right\|\left\|\left(\chi_{s}-\widetilde{\chi}_{s}\right) V^{\prime} \psi_{s}\right\|+\left\|\Gamma_{s} R_{\perp} \widetilde{\chi}_{s}\right\|\left\|V^{\prime} \psi_{s}\right\| \\
& \leqslant\left\|\Gamma_{s} R_{\perp}\right\|\left\|\left(\chi_{s}-\widetilde{\chi}_{s}\right) V^{\prime} \psi_{s}\right\|+D_{0}\left(\left\|\Gamma_{s} \check{R} \widetilde{\chi}_{s}\right\|+\left\|\Gamma_{s} \check{R} P_{s} \widetilde{\chi}_{s}\right\|+\left\|\Gamma_{s} \check{R} \Gamma_{\widetilde{\mathcal{P}}}^{\Lambda_{s}}\right\|\left\|R_{\perp}\right\|\left\|\tilde{\chi}_{s}\right\|\right) \\
& \leqslant 8 \varepsilon \rho^{-1} \cdot 3 D_{0} \delta_{s}+D_{0}\left(2 \delta_{s}+6 \delta_{s} \rho_{s-1}^{-1}+8 \delta_{s} \rho^{-1}\right) \\
& \leqslant 24 D_{0} \frac{\delta_{s}}{\rho}
\end{aligned}
$$

as claimed. The estimate for the unit eigenvector of $H^{\Lambda_{s}+n_{s}}$ follows analogously using the intervals $\left(\Lambda_{s}+n_{s}\right) \cap \Lambda_{l / c / r}$ instead of the intervals $\Lambda_{s} \cap \Lambda_{l / c / r}$.

### 5.3.3 Constructing the descendants $\mathbf{E}_{s+1}$

With these estimates, we are ready to invoke the content of Sections 2 and 3:
Lemma 5.10. We have the following:

1. (Simple resonance): If $\theta_{*} \in I_{s}^{(1)}$ and $E_{*}=\mathbf{E}_{s}\left(\theta_{*}\right)$, then $H^{\Lambda_{s+1}}\left(\theta_{*}\right)$ satisfies Assumption 1 with the following assignments:

$$
\begin{gathered}
\hat{\Lambda}=\Lambda_{s+1}, \Lambda=\Lambda_{s} \\
\rho=\rho_{s}, \delta=\delta_{s}, \gamma=\gamma_{s}, \ell=\ell_{s} .
\end{gathered}
$$

2. (Double resonance): If $\theta_{* * *}=\theta_{s, n_{s},-}$ and $E_{* *}=\mathbf{E}_{s}\left(\theta_{*}\right)$, then $H^{\Lambda_{s+1}}\left(\theta_{* *}\right)$ satisfies Assumption 圆 with the following assignments:

$$
\begin{gathered}
\hat{\Lambda}=\Lambda_{s+1}, \Lambda_{-}=\Lambda_{s}, \Lambda_{+}=\Lambda_{s}+n_{s} \\
\check{\rho}=\frac{2}{3} \rho_{s-1}, \delta=\delta_{s}, \gamma=\gamma_{s}, \ell=\ell_{s}, \nu=\nu_{s} .
\end{gathered}
$$

Proof. We verify the relevant assumptions in each case:

1. The values $\delta, \rho$, and $\gamma$ satisfy (2.1) and (2.2) by definition. Taking $\psi=\psi_{s}$, item 1 of Assumption 1 is immediate by definition of $E_{*}$. Items 2 and 5 follow immediately from Lemma 5.9, and item 3 follows immediately from Lemma 5.8. Finally, item 4 follows from the inductive bound $\left\|R_{\perp, \theta, E}^{\Lambda_{s}}\right\| \leqslant 4 \rho_{s}^{-1}$ (following from either Proposition 2.1] or 3.1, depending on the value of $j_{s}$ ) and the bound $\left\|R_{\theta, E}^{\Lambda_{s+1} \backslash \Lambda_{s}}\right\| \leqslant 4 \rho_{s}^{-1}$ from Lemma 5.8.
2. Again, $\delta, \check{\rho}$, and $\gamma$ satisfy (3.1), (3.2), and (3.3) by definition. As in case 1 , item 1 of Assumption 2 is immediate by definition of $E_{* *}$, items 2 and 5 follow immediately from Lemma 5.9, and item 3 follows immediately from Lemma 5.8, Since $n_{s} \in \mathcal{N}_{s} \neq \varnothing$, we must have $j_{s}=1$, and so inductively $\left\|R_{\perp, \theta, E}^{\Lambda_{s}}\right\| \leqslant 4 \rho_{s-1}^{-1}<$ $4 \breve{\rho}^{-1}$ for $\left|E-E_{* *}\right| \leqslant \rho_{s-1}=\frac{3}{2} \check{\rho}$ (and similarly for $\left\|R_{\perp, \theta, E}^{\Lambda_{s}+n_{s}}\right\|$ ) by Proposition 2.1. Item 4 follows from this observation and the bound $\left\|R_{\theta, E}^{\Lambda_{s+1} \backslash\left(\Lambda_{s} \cup \Lambda_{s}+n\right)}\right\| \leqslant 4 \rho_{s-1}^{-1}<$ $4 \breve{\rho}{ }^{-1}$ from Lemma 5.8. Finally, item 6 follows from Lemma 5.5.

As a consequence of the above, for each phase interval $I_{s} \in \mathcal{I}$, we have found an interval $\Lambda_{s+1}=\Lambda_{s+1}\left(I_{s}\right)$ such that any resonant Rellich function is Morse with at most one critical point and whose eigenvector is localized. Specifically, if $I_{s}=I_{s, i}^{(1)}$ we have found a unique Rellich function

$$
\mathbf{E}_{s+1, i}^{(1)}: I_{s, i}^{(1)} \rightarrow J_{s+1, i}^{(1)}
$$

of $H^{\Lambda_{s+1}}$, where we define $J_{s+1, i}^{(1)}$ to be the image of $I_{s, i}^{(1)}$ under $\mathbf{E}_{s+1, i}^{(1)}$. Similarly, for each $I_{s, n,-}^{(2)}, n \in \mathcal{N}_{s}$, we have found two Rellich functions

$$
\mathbf{E}_{s+1, n, \bullet}^{(2)}: I_{s, n,-}^{(2)} \rightarrow J_{s+1, n}^{(2)}, \quad \bullet \in\{\vee, \wedge\}
$$

of $H^{\Lambda_{s+1}}$, where we define $J_{s+1, n}^{(2)}$ to be the smallest interval containing the images of $I_{s, n,-}^{(2)}$ under both Rellich functions. We note that, since $\varepsilon<\frac{1}{3}$ and $\ell_{s}, L_{s}<M_{s+1}^{(2)}$, we may choose $\hat{\sigma}=\sigma_{s+1}$ in Theorem 3.2, as this choice satisfies (3.14). To finish constructing the children of $\mathbf{E}_{s}$, we must modify the domains of these new Rellich functions so as to again satisfy Assumption 3.

In the simple-resonant case, by Lemma 5.5 and Proposition 2.2, the function $\mathbf{E}_{s+1, i}^{(1)}$ satisfies the assumptions of Lemma 4.12 relative to the function $\mathbf{E}_{s, i}^{(1)}$ with $\delta=\delta_{s}$ and $\rho=\rho_{s}$; thus, we may find an interval $\mathbf{I}_{s+1, i}^{(1)} \subset I_{s, i}^{(1)}$ and its image $\mathbf{J}_{s+1, i}^{(1)}:=\mathbf{E}_{s+1, i}^{(1)}\left(\mathbf{I}_{s+1, i}^{(1)}\right)$ with

$$
\left|I_{s, i}^{(1)} \backslash \mathbf{I}_{s+1, i}^{(1)}\right| \leqslant \frac{32 \delta_{s}}{\bar{\nu}_{s}} \ll \frac{\rho_{s}}{24 D_{0}} .
$$

We abuse notation and henceforth denote by $\mathbf{E}_{s+1, i}^{(1)}$ the restriction of the Rellich function of $H^{\Lambda_{s+1}}$ to the interval $\mathbf{I}_{s+1, i}^{(1)}$.

The double-resonant case requires a bit more care. If $I_{s}=I_{s, n_{s},-}^{(2)}, n_{s} \in \mathcal{N}_{s}$, we recall the regions

$$
J_{s, n_{s}}^{(2)}:=\bar{B}_{\bar{\rho}_{s}}\left(E_{n_{s}}\right), \quad I_{s, n_{s}, \pm}^{(2)}:=\mathbf{E}_{s, \pm}^{-1}\left(J_{s, n_{s}}^{(2)}\right) .
$$

Note that one has

$$
B_{\frac{\overline{\bar{D}_{s}}}{D_{0}}}\left(\theta_{s, n_{s}, \pm}\right) \subset I_{s, n_{s}, \pm}^{(2)} \subset B_{\frac{\overline{\bar{s}}}{\nu_{s}}}\left(\theta_{s, n_{s}, \pm}\right)
$$

since $\nu_{s} \leqslant\left|\partial_{\theta} \mathbf{E}_{s}\right| \leqslant D_{0}$ on $I_{s, n_{s}, \pm}^{(2)}$.

Denote by
$\begin{array}{ll}\tilde{\mathbf{E}}_{s, n_{s}, \vee}^{(2)}(\theta):=\max \left\{\mathbf{E}_{s,-}(\theta), \mathbf{E}_{s,+}\left(\theta+n_{s} \alpha\right)\right\}, & \theta \in \tilde{I}_{s, n_{s}, \vee}^{(2)}:=\left[\inf I_{s, n_{s},-}^{(2)}, \sup I_{s, n_{s},+}^{(2)}-n_{s} \alpha\right], \\ \tilde{\mathbf{E}}_{s, n_{s}, \wedge}^{(2)}(\theta):=\min \left\{\mathbf{E}_{s,-}(\theta), \mathbf{E}_{s,+}\left(\theta+n_{s} \alpha\right)\right\}, \quad \theta \in \tilde{I}_{s, n_{s}, \wedge}^{(2)}:=\left[\inf I_{s, n_{s},+}^{(2)}-n_{s} \alpha, \sup I_{s, n_{s},-}^{(2)}\right] .\end{array}$
We denote also

$$
I_{s, n_{s}, \cap}^{(2)}:=I_{s, n_{s},-}^{(2)} \cap\left(I_{s, n_{s},+}^{(2)}-n_{s} \alpha\right) \subset \tilde{I}_{s, n_{s}, \bullet}^{(2)}, \quad \bullet \in\{\vee, \wedge\} .
$$

Since $\theta_{s, n_{s},+}=\theta_{s, n_{s},-}+n_{s} \alpha$, we have that

$$
\bar{B}_{\frac{\overline{\bar{D}}_{s}}{D_{0}}}\left(\theta_{s, n_{s},-}\right) \subset I_{s, n_{s}, \cap}^{(2)} .
$$

By construction,

$$
\left|\tilde{\mathbf{E}}_{s, n_{s}, \bullet}^{(2)}\left(\tilde{I}_{s, n_{s}, \bullet}^{(2)}\right)\right|=\bar{\rho}_{s}, \quad \bullet \in\{\vee, \wedge\},
$$

and thus, by Lemma 4.2,

$$
\left|\left\{\theta \in \tilde{I}_{s, n_{s}, \bullet}^{(2)}: \tilde{\mathbf{E}}_{s, n_{s}, \bullet}^{(2)}(\theta)=\mathbf{E}_{s}(\theta+p \alpha)\right\}\right| \geqslant \frac{\bar{\rho}_{s}}{D_{0}}, \quad \bullet \in\{\vee, \wedge\}, p \in\left\{0, n_{s}\right\}
$$

The functions $\tilde{\mathbf{E}}_{s, n_{s}, \bullet}^{(2)}$, satisfy Assumption 3; by Lemma 5.5 and Theorem 3.2, the Rellich functions $\mathbf{E}_{s+1, n_{s}, \bullet}^{(2)}$ satisfy the assumptions of Lemma 4.11 relative to the functions $\tilde{\mathbf{E}}_{s, n_{s}, \bullet}^{(2)}$ with $\delta=C \delta_{s}$; thus, we may find an interval $\mathbf{I}_{s+1, n_{s}, \bullet}^{(2)} \subset \tilde{I}_{s, n_{s}, \bullet}^{(2)}$ and its image $\mathbf{J}_{s+1, n_{s}, \bullet}^{(2)}:=\mathbf{E}_{s+1, n_{s}, \bullet}^{(2)}\left(\mathbf{I}_{s+1, n_{s}, \bullet}^{(2)}\right)$ with

$$
\left|\tilde{\tilde{s}}_{s, n_{s}, \bullet}^{(2)} \backslash \mathbf{I}_{s+1, n_{s}, \bullet}^{(2)}\right| \leqslant \frac{32 C \delta_{s}}{\bar{\nu}_{s}} \ll \frac{\rho_{s}}{24 D_{0}} .
$$

In particular, we note that $\left|\mathbf{I}_{s+1, n_{s}, \cap}^{(2)}\right| \geqslant \frac{\bar{\rho}_{s}}{D_{0}}-\frac{\rho_{s}}{24 D_{0}} \gg \frac{5 \rho_{s}}{4 \nu_{s}}$, where $\mathbf{I}_{s+1, n_{s}, \cap}^{(2)}:=\mathbf{I}_{s+1, n_{s}, \vee}^{(2)} \cap$ $\mathbf{I}_{s+1, n_{s}, \wedge}^{(2)}$, so we may choose $\eta=\frac{5 \rho_{s}}{4 \nu_{s}}$ and $\rho=\rho_{s}$ in Theorem 3.2, with $B_{\eta}\left(\theta_{s, n_{s},-}\right) \subset$ $\mathbf{I}_{s+1, n_{s}, \cap}^{(2)}$. We abuse notation and henceforth denote by $\mathbf{E}_{s+1, n_{s}, \bullet}^{(2)}$ the restriction of the corresponding Rellich function of $H^{\Lambda_{s+1}}$ to the interval $\mathbf{I}_{s+1, n_{s}, \bullet}^{(2)} \bullet \in\{\vee, \wedge\}$.

Denote the collection of all descendants of $\mathbf{E}_{s}$ constructed above by $\mathcal{E}\left(\mathbf{E}_{s}\right)$.
Lemma 5.11. Let $\mathbf{E}_{s+1} \in \mathcal{E}\left(\mathbf{E}_{s}\right)$ be constructed as above.

1. $\mathbf{E}_{s+1}: \mathbf{I}_{s+1} \rightarrow \mathbf{J}_{s+1}$ satisfies Assumption 3 with Morse constants

$$
\begin{aligned}
d_{s+1} & =\nu_{s} / 12 \\
D_{s+1} & =2 D_{0}\left(1+D_{0} \sigma_{s+1}^{-1}\right)
\end{aligned}
$$

and boundary derivative constant

$$
\nu_{s+1}=\min \left\{\frac{d_{s+1}}{14\left(8 M_{s+2}^{(1)}\right)^{\tau}}, \frac{\bar{\nu}_{s}}{2}\right\}=\frac{\bar{\nu}_{s}}{2}
$$

2. $\mathbf{J}_{s+1} \cup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$
3. If $\mathbf{E}_{s}$ does not attain its maximum at a critical point, then

$$
\sup \widetilde{\widetilde{J}}\left(\mathbf{E}_{s}\right) \leqslant \sup \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{s}\right)} \widetilde{\widetilde{\mathbf{J}}}(\mathbf{E}) .
$$

Similarly, if $\mathbf{E}_{s}$ does not attain its minimum at a critical point, then

$$
\inf \widetilde{\widetilde{J}}\left(\mathbf{E}_{s}\right) \geqslant \inf \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{s}\right)} \widetilde{\widetilde{\mathbf{J}}}(\mathbf{E})
$$

4. If $\mathbf{E}_{s+1}$ does not attain its supremum $\sup \mathbf{J}_{s+1}$ at a critical point and $\sup \mathbf{J}_{s+1} \neq$ $\sup _{\mathbf{E}^{\prime} \in \mathcal{E}\left(\mathbf{E}_{s}\right)} \sup \mathbf{J}^{\prime}$, then there is some $\mathbf{E}_{s+1}^{\prime} \in \mathcal{E}\left(\mathbf{E}_{s+1}\right)$ such that

$$
B_{\frac{11 \rho_{s}}{4}}\left(\sup \mathbf{J}_{s+1}\right) \subset \mathbf{J}_{s+1}^{\prime} .
$$

The same statement holds with inf in place of sup.
Proof. Item 1 follows immediately from Lemma 5.10f from the same result, we likewise have

$$
\left|\sup J_{s+1, i}^{(j)}-\sup J_{s, i}^{(j)}\right|,\left|\inf J_{s+1, i}^{(j)}-\inf J_{s, i}^{(j)}\right| \leqslant C \delta_{s} \ll \rho_{s} / 2
$$

for $j \in\{1,2\}$ and all $i$ for which these intervals are defined. The process of "trimming" the function by Lemma 4.11 or 4.12 does not change the supremum or infimum; thus, we still have

$$
\begin{array}{r}
\left|\sup \mathbf{J}_{s+1, i}^{(1)}-\sup J_{s, i}^{(1)}\right|,\left|\inf \mathbf{J}_{s+1, i}^{(1)}-\inf J_{s, i}^{(1)}\right| \leqslant C \delta_{s} \ll \rho_{s} / 2, \\
\left|\sup \mathbf{J}_{s+1, n_{s}, \vee}^{(2)}-\sup J_{s, n_{s}}^{(2)}\right|,\left|\inf \mathbf{J}_{s+1, n_{s}, \wedge}^{(2)}-\inf J_{s, n_{s}}^{(2)}\right| \leqslant C \delta_{s} \ll \rho_{s} / 2 .
\end{array}
$$

In particular, since each $\mathbf{E}_{s+1, n, v}^{(2)}$ attains its infimum at a critical point, and each $\mathbf{E}_{s+1, n, \wedge}^{(2)}$ attains it supremum at a critical point, this estimate applies at every noncritical value extremum of any $\mathbf{E}_{s+1} \in \mathcal{E}\left(\mathbf{E}_{s}\right)$.

The next three items follow. Specifically, by construction,

$$
\sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)-\sup J_{s+1, i}^{(j)} \geqslant \rho_{s} ;
$$

and by definition,

$$
\sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right)-\sup \mathbf{J}_{s+1} \leqslant \rho_{s+1} .
$$

These estimates, combined with the analogous estimates with inf and with the estimates established above, give item 2. For item 3, we use the fact that by construction,

$$
\sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)-\sup _{i, j} \sup J_{s, i}^{(j)} \leqslant 2 \bar{\rho}_{s}+\rho_{s} \ll \rho_{s-1} / 24,
$$

and the fact that, by definition, for each $\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{s}\right), \mathbf{E}: \mathbf{I} \rightarrow \mathbf{J}$, we have

$$
\sup \mathbf{J}-\sup \widetilde{\widetilde{\mathbf{J}}}(\mathbf{E}) \leqslant \frac{5}{4} \rho_{s} \ll \rho_{s-1} / 24
$$

Since, by definition, $\sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)-\sup \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{s}\right)=\rho_{s-1} / 8$, and the analogous estimates with inf hold, item 3 follows from the above estimates. Item 4 follows from the above estimates and the fact that, by construction, each pair of adjacent intervals $J_{s, i}^{(j)}$ overlap by $3 \rho_{s}$.

Finally, we verify the directional regularity of our new endpoints:
Lemma 5.12. For all $\theta_{*} \in \mathbf{I}_{s+1}$ for all $E_{*} \in B_{\rho_{s}}\left(\mathbf{E}_{s+1}\left(\theta_{*}\right)\right), L_{s+1} / 2+1$ is $s+1$-leftregular and $-\left(L_{s+1} / 2+1\right)$ is $s+1$-right-regular relative to $\left(\theta_{*}, E_{*}\right)$.

Proof. We will show the point $L_{s+1} / 2+1$ is $s+1$-left-regular; the other case is analogous. Since $L_{s+1} / 2+1$ is $s$-regular by Lemma 5.7, it suffices to check that [ $\left.L_{s+1} / 2+1,5 L_{s+1} / 4+1\right]$ is $s$-nonresonant.

In the case $j_{s+1}=2$, we have $\theta_{*} \in \mathbf{I}_{s+1, n_{s}, \cup}^{(2)}$, an interval of length at most $\rho_{s-1} / 12 D_{0}$; thus $\operatorname{dist}\left(\theta_{*}, \mathbf{I}_{s,-}\right) \leqslant \rho_{s-1} / 12 D_{0}$, and $\operatorname{dist}\left(\theta_{*}+n_{s} \alpha, \mathbf{I}_{s,+}\right) \leqslant \rho_{s-1} / 12 D_{0}$. Then, by the Diophantine condition, $\operatorname{dist}\left(\theta_{*}+m \alpha, \mathbf{I}_{s}\right)>\rho_{s-1} / 12 D_{0}$ for all $m \in\left[L_{s+1} / 2+\right.$ $\left.1,5 L_{s+1} / 4+1\right]$, which implies that interval is $s$-nonresonant.

Consider instead the case $j_{s+1}=1$. We have

$$
\left|\mathbf{E}_{s+1}\left(\theta_{*}\right)-\mathbf{E}_{s}\left(\theta_{*}\right)\right| \leqslant C \delta_{s} \ll \rho_{s} / 2,
$$

and for any $m \in\left[L_{s+1} / 2+1,5 L_{s+1} / 4+1\right]$,

$$
0<|m| \leqslant\left(5 L_{s+1} / 4+1\right)<8 M_{s+1}^{(1)}
$$

by Lemma 5.5, it follows that, for any such $m$, if $\theta_{*}+m \alpha \in \mathbf{I}_{s}$,

$$
\begin{aligned}
\left|\mathbf{E}_{s}\left(\theta_{*}+m \alpha\right)-E_{*}\right| & \geqslant\left|\mathbf{E}_{s}\left(\theta_{*}\right)-\mathbf{E}_{s}\left(\theta_{*}+m \alpha\right)\right|-\left|E_{*}-\mathbf{E}_{s}\left(\theta_{*}\right)\right| \\
& \geqslant\left|\mathbf{E}_{s}\left(\theta_{*}\right)-\mathbf{E}_{s}\left(\theta_{*}+m \alpha\right)\right|-2 \rho_{s}>\rho_{s} .
\end{aligned}
$$

### 5.4 Resonant orbits

We note that double resonance of any descendant $\mathbf{E}_{s+1}$ can happen only at lengths greater than $L_{s+1}$ :

Lemma 5.13. If $j_{s+1}=1$, then

$$
\min \left\{|n|: n \in \mathcal{N}_{s+1}\right\}>8 M_{s+1}^{(1)} \geqslant L_{s+1} .
$$

If $j_{s+1}=2$, then $\mathcal{N}_{s+1}=\varnothing$.

Proof. In the case $j_{s+1}=2$, the interval $\mathbf{I}_{s+1}$ is a single interval of length at most $\rho_{s-1} / 24 D_{0}$, and $\mathcal{N}_{s+1}=\varnothing$ by the Diophantine condition.

Consider instead the case $j_{s+1}=1$, and suppose for the sake of contradiction that there exists $n \in \mathcal{N}_{s+1}$ with $|n| \leqslant 8 M_{s+1}^{(1)}$. Then by definition there exists $\theta_{s+1, n,-} \in$ $\mathbf{I}_{s+1,-}$ such that $\theta_{s+1, n,-}+n \alpha \in \mathbf{I}_{s+1,+}$ and $\mathbf{E}_{s+1}\left(\theta_{s+1, n,-}\right)=\mathbf{E}_{s+1}\left(\theta_{s+1, n,-}+n \alpha\right)$.

Define the function $g(\theta)=\mathbf{E}_{s}(\theta)-\mathbf{E}_{s}(\theta+n \alpha)$. Since $j_{s+1}=1$, we have that $\left|g\left(\theta_{s+1, n,-}\right)\right| \leqslant 2 C \delta_{s}$; furthermore, we have

$$
\left|\partial_{\theta} g(\theta)\right| \geqslant 2\left(\nu_{s}-C \frac{\delta_{s}}{\rho_{s}}\right) \geqslant \nu_{s}
$$

for $\theta \in I_{s+1, n,-}^{(2)}$ by Lemma 5.5. Thus, there exists some point $\theta_{s, n,-}$ with

$$
\left|\theta_{s, n,-}-\theta_{s+1, n,-}\right|<2 C \frac{\delta_{s}}{\nu_{s}} \ll \frac{3}{4 D_{0}} \bar{\rho}_{s}
$$

such that $\left|g\left(\theta_{s, n,-}\right)\right|=0$; since $|n| \leqslant 8 M_{s+1}^{(1)}, n \in \mathcal{N}_{s}$. But $B_{3 \bar{\rho}_{s-1} / 4 D_{0}}\left(\theta_{s-1, n,-}\right) \cap$ $I_{s-1, i,-}^{(1)}=\varnothing$ for any $i$ and any $n \in \mathcal{N}_{s}$; thus, $j_{s+1}=2$, a contradiction.

This allows us to verify a remaining item of the inductive proposition:
Lemma 5.14. If $E_{*}=E_{n_{s+1}}\left(\mathbf{E}_{s+1}\right)$ for $n_{s+1} \in \mathcal{N}_{s+1}$, then $\bar{B}_{\rho_{s}}\left(E_{*}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$.
Proof. Let $n_{s+1} \in \mathcal{N}_{s+1}$ and $E_{*}=E_{n_{s+1}}$. We have two cases:

- If $\mathbf{E}_{s+1}$ does not attain its minimum at a critical point, since $E_{*} \in \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right)$, $E_{*}-\rho_{s} \in \mathbf{J}_{s+1} \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$, by Lemma 5.11,
- If $\mathbf{E}_{s+1}$ attains its minimum at a critical point, note that as $\mathcal{N}_{s+1}$ is nonempty, $j_{s+1}=1$ by Lemma 5.13. Thus, by Lemma 5.10, $\mathbf{E}_{s+1}$ is $C^{2}$-close to $\mathbf{E}_{s}$, so $\mathbf{E}_{s}$ also attains its minimum at a critical point, with $\left|\inf \mathbf{J}_{s}-\inf \mathbf{J}_{s+1}\right| \leqslant 2 \delta_{s}$. By Lemma 4.7, $E_{*}-\inf \mathbf{J}_{s+1} \gg 2 \delta_{s}$; thus

$$
\begin{aligned}
E_{*}-\rho_{s} & \geqslant \inf \mathbf{J}_{s+1}+2 \delta_{s}-\rho_{s} \\
& \geqslant \inf \mathbf{J}_{s}-\rho_{s} \\
& =\inf \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right) .
\end{aligned}
$$

In either case, $E_{*}-\rho_{s} \geqslant \inf \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right) ;$ analogously, $E_{*}+\rho_{s} \leqslant \sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$.
We likewise demonstrate that $s$-resonant points $m$ correspond to points $\theta_{*}+m \alpha$ in the domain of the relevant Rellich function (part of Hypothesis 5.3.2):

Lemma 5.15. Let $\theta_{*} \in \mathbb{T}$ and $\mathbf{E}_{s+1} \in \mathcal{E}\left(\mathbf{E}_{s}\right)$, and suppose that $E_{*}$ satisfies the following:

1. If $j_{s+1}=1$, either $E_{*} \in \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right)$, or the closest point in $\mathbf{J}_{s+1}$ to $E_{*}$ is a critical value of $\mathbf{E}_{s+1}$.
2. If $j_{s+1}=2$ (and so $\mathbf{E}_{s+1}=\mathbf{E}_{s+1, n_{s}, \bullet}^{(2)}$ ), then $E_{*} \in\left[\inf \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\right)\right.$, $\left.\sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, \mathrm{v}}^{(2)}\right)\right]$

Let $m \in \mathcal{S}_{s}\left(\theta_{*}, E_{*}\right)$. Then:

1. If $j_{s+1}=1$, then $B_{\rho_{s} / 24 D_{0}}\left(\theta_{*}+m \alpha\right) \subset \mathbf{I}_{s+1}$.
2. If $j_{s+1}=2$ (and so $\mathbf{E}_{s+1}=\mathbf{E}_{s+1, n_{s}, \bullet}^{(2)}$ ), then for some $p \in\left\{m, m-n_{s}\right\}$, $B_{\rho_{s} / 24 D_{0}}\left(\theta_{*}+\right.$ $p \alpha) \subset \mathbf{I}_{s+1, n_{s}, \cup}^{(2)}$. Furthermore, if $\theta_{*}+p \alpha \in \mathbf{I}_{s+1, n_{s}, \bullet} \backslash \mathbf{I}_{s+1, n_{s}, \cap}$, then

$$
\left|\mathbf{E}_{s+1, n_{s}, \bullet}^{(2)}\left(\theta_{*}+p \alpha\right)-E_{*}\right|<\frac{9}{8} \rho_{s}
$$

Proof. The proof proceeds by case analysis:

1. $j_{s+1}=1$ :
(a) $\mathbf{I}_{s+1}$ is a union of two disjoint intervals: In this case, $\mathbf{E}_{s+1}$ has no critical points, so $E_{*} \in \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right)=\left[\inf \mathbf{J}_{s+1}+\frac{9}{8} \rho_{s}, \sup \mathbf{J}_{s+1}-\frac{9}{8} \rho_{s}\right]$. Thus,

$$
\mathbf{E}_{s}\left(\theta_{*}+m \alpha\right) \in\left[\inf \mathbf{J}_{s+1}+\frac{1}{12} \rho_{s}, \sup \mathbf{J}_{s+1}-\frac{1}{12} \rho_{s}\right],
$$

and so

$$
\mathbf{E}_{s}\left(B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+m \alpha\right)\right) \subset\left[\inf \mathbf{J}_{s+1}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1}-\frac{1}{24} \rho_{s}\right]
$$

On the other hand, one has

$$
\mathbf{E}_{s, \pm}\left(\mathbf{I}_{s+1, \pm}\right) \supset\left[\inf \mathbf{J}_{s+1}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1}-\frac{1}{24} \rho_{s}\right]
$$

since $j_{s+1}=1$, and in particular

$$
\mathbf{I}_{s+1} \supset \mathbf{E}_{s}^{-1}\left(\left[\inf \mathbf{J}_{s+1}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1}-\frac{1}{24} \rho_{s}\right]\right) \supset B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+m \alpha\right)
$$

(b) $\mathbf{I}_{s+1}$ is a single interval: In this case, $\mathbf{E}_{s+1}$ has a unique critical point in $\mathbf{I}_{s+1}$. Suppose that this critical point is a minimum (the other case is analogous). Since $j_{s+1}=1, \mathbf{E}_{s}$ likewise achieves its minimum at a critical point, and by definition of $\widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right)$ and our assumption on $E_{*}$ we have

$$
E_{*} \leqslant \sup \mathbf{J}_{s+1}-\frac{9}{8} \rho_{s}
$$

As above, we find

$$
\mathbf{E}_{s}\left(B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+m \alpha\right)\right) \subset\left[\inf \mathbf{J}_{s}, \sup \mathbf{J}_{s+1}-\frac{1}{24} \rho_{s}\right]
$$

On the other hand, one has that

$$
\mathbf{E}_{s, \pm}\left(\mathbf{I}_{s+1, \pm}\right) \supset\left[\inf \mathbf{J}_{s}, \sup \mathbf{J}_{s+1}-\frac{1}{24} \rho_{s}\right]
$$

since $j_{s+1}=1$, and in particular

$$
\mathbf{I}_{s+1} \supset \mathbf{E}_{s}^{-1}\left(\left[\inf \mathbf{J}_{s}, \sup \mathbf{J}_{s+1}-\frac{1}{24} \rho_{s}\right]\right) \supset B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+m \alpha\right) .
$$

2. $j_{s+1}=2$ and $\mathbf{E}_{s+1}=\mathbf{E}_{s+1, n_{s},}^{(2)}$ : By assumption, we have

$$
E_{*} \in\left[\inf \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\right), \sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, \vee}^{(2)}\right)\right],
$$

from which it follows that

$$
\mathbf{E}_{s}\left(B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+m \alpha\right)\right) \supset\left[\inf \mathbf{J}_{s+1, \wedge}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1, \vee}-\frac{1}{24} \rho_{s}\right]
$$

in analog to the above. We have two subcases:
(a) $\theta_{*}+m \alpha \in \mathbf{I}_{s,-}$ : Let $I=\left[\inf \mathbf{I}_{s+1, \vee}, \sup \mathbf{I}_{s+1, \wedge}\right] \subset \mathbf{I}_{s+1, n_{s}, \cup}$. Since $j_{s+1}=2$, we have

$$
\mathbf{E}_{s,-}(I) \supset\left[\inf \mathbf{J}_{s+1, \wedge}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1, \vee}-\frac{1}{24} \rho_{s}\right]
$$

from which it follows that

$$
I \supset \mathbf{E}_{s,-}^{-1}\left(\left[\inf \mathbf{J}_{s+1, \wedge}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1, \vee}-\frac{1}{24} \rho_{s}\right]\right) \supset B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+m \alpha\right)
$$

Furthermore, for $\theta \in\left(\mathbf{I}_{s+1, n_{s}, \vee} \backslash \mathbf{I}_{s+1, n_{s}, \wedge}\right) \cap I$, we have by Lemma 3.9 that

$$
\left|\mathbf{E}_{s+1, n_{s}, \mathrm{v}}^{(2)}(\theta)-\mathbf{E}_{s}(\theta)\right|<C \delta_{s} \ll \rho_{s} / 12
$$

and similarly for $\vee$ and $\wedge$ swapped. The lemma thus holds in this case taking $p=m$.
(b) $\theta_{*}+m \alpha \in \mathbf{I}_{s,+}$ : Let $I=\left[\inf \mathbf{I}_{s+1, \wedge}, \sup \mathbf{I}_{s+1, \vee}\right] \subset \mathbf{I}_{s+1, n_{s}, \cup}$. Since $j_{s+1}=2$, we have

$$
\mathbf{E}_{s,+}\left(I+n_{s} \alpha\right) \supset\left[\inf \mathbf{J}_{s+1, \wedge}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1, \vee}-\frac{1}{24} \rho_{s}\right],
$$

from which it follows that

$$
I+n_{s} \alpha \supset \mathbf{E}_{s,+}^{-1}\left(\left[\inf \mathbf{J}_{s+1, \wedge}+\frac{1}{24} \rho_{s}, \sup \mathbf{J}_{s+1, \vee}-\frac{1}{24} \rho_{s}\right]\right) \supset B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+m \alpha\right)
$$

i.e. for $p=m-n_{s}$,

$$
\mathbf{I}_{s+1, n_{s}, \cup} \supset I \supset B_{\frac{\rho_{s}}{24 D_{0}}}\left(\theta_{*}+p \alpha\right) .
$$

Furthermore, for $\theta \in\left(\mathbf{I}_{s+1, n_{s}, \vee} \backslash \mathbf{I}_{s+1, n_{s}, \wedge}\right) \cap I$, we have by Lemma 3.9 that

$$
\left|\mathbf{E}_{s+1, n_{s}, \vee}^{(2)}(\theta)-\mathbf{E}_{s}\left(\theta+n_{s} \alpha\right)\right|<C \delta_{s} \ll \rho_{s} / 12
$$

and similarly for $\vee$ and $\wedge$ swapped. The lemma thus holds in this case taking $p=m-n_{s}$.

### 5.5 Nonresonance

We now prove that the nonresonance hypothesis 5.3.3 holds at scale $s+1$. We begin by establishing Green's function decay for $s+1$-nonresonant intervals provided their left and right endpoints are $(s+1)$-left- and $(s+1)$-right-regular, respectively.

Lemma 5.16. Let $\theta_{*} \in \mathbb{T}$ and $E_{*} \in \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$ be such that

- If $\mathbf{E}_{s}$ does not attain its maximum at a critical point, then $E_{*} \leqslant \sup \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{s}\right)} \widetilde{\mathbf{J}}(\mathbf{E})$.
- If $\mathbf{E}_{s}$ does not attain its minimum at a critical point, then $E_{*} \geqslant \inf \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{s}\right)} \widetilde{\mathbf{J}}(\mathbf{E})$.

Let $\mathbf{E}_{s+1} \in \mathcal{E}\left(\mathbf{E}_{s}\right)$ be a Rellich curve minimizing $\operatorname{dist}\left(E_{*}, \widetilde{\mathbf{J}}(\mathbf{E})\right)$ among all $\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{s}\right)$, and let $\widehat{\Lambda}=[a, b] \subset \mathbb{Z}$ be an (s+1)-nonresonant interval with a being $(s+1)$-left-regular and $b$ being $(s+1)$-right-regular. Then for $E \in B_{\rho_{s+1} / 2}\left(E_{*}\right)$ and $\theta \in B_{\rho_{s+1} / 8 D_{0}}\left(\theta_{*}\right)$,

$$
\log \left|R_{\theta, E}^{\hat{\Lambda}}(m, n)\right| \leqslant-\gamma_{s+1}|m-n|, \quad|m-n| \geqslant \ell_{s+1}
$$

and

$$
\left\|R_{\theta, E}^{\hat{\Lambda}}\right\| \leqslant 4 \rho_{s+1}^{-1} .
$$

Proof. Recall the set $\mathcal{S}_{s}\left(\theta_{*}, E_{*}\right)$ (defined relative to the parent curve $\mathbf{E}_{s}$ ), and define $\mathcal{S}_{s}^{\hat{\Lambda}}:=\mathcal{S}_{s} \cap \hat{\Lambda}$. If $\mathcal{S}_{s}^{\hat{\Lambda}}$ is empty, then $\widehat{\Lambda}$ is $s$-nonresonant and the lemma follows from the inductive hypothesis. We thus assume $\mathcal{S}_{s}^{\hat{\Lambda}}$ is nonempty.

In order to apply Lemmas A. 3 and A.1, we wish to find a finite family $\left\{\Lambda_{s+1}+\right.$ $p\}_{p=\overline{\mathcal{S}}_{s}^{\hat{\Lambda}}}$ of translates of $\Lambda_{s+1}$ such that each $m \in \mathcal{S}_{s}^{\hat{\Lambda}}$ is near the center of $\Lambda_{s+1}+p$ for some $p \in \overline{\mathcal{S}}_{s}^{\hat{\Lambda}}$ and $\left\|R_{\theta_{*}, E_{*}}^{\Lambda_{s+1}+p}\right\| \leqslant \rho_{s+1}^{-1}$ for all $p \in \overline{\mathcal{S}}_{s}^{\hat{\Lambda}}$. We do so by case analysis:

1. $j_{s+1}=1$ :

For any $m \in \mathcal{S}_{s}^{\hat{\Lambda}}, \theta_{*}+m \alpha \in \mathbf{I}_{s+1}$ by Lemma5.15, and since $\left|\mathbf{E}_{s}\left(\theta_{*}+m \alpha\right)-E_{*}\right|<$ $25 \rho_{s} / 24$ and $\hat{\Lambda}$ is $(s+1)$-nonresonant, we have

$$
\frac{9}{8} \rho_{s}>\left|\mathbf{E}_{s+1}\left(\theta_{*}+m \alpha\right)-E_{*}\right| \geqslant \rho_{s+1}
$$

By the eigenvalue separation estimates in Section 2 coming from Lemma 5.10, it follows that $\left|\lambda-E_{*}\right| \geqslant \rho_{s+1}$ for any eigenvalue $\lambda$ of $H^{\Lambda_{s+1}+m}\left(\theta_{*}\right)$, and so $\left\|R_{\theta_{*}, E_{*}}^{\Lambda_{s+1}+m}\right\| \leqslant \rho_{s+1}^{-1}$. In this case, we define $\overline{\mathcal{S}}_{s}^{\Lambda}=\mathcal{S}_{s}^{\hat{\Lambda}}$.
2. $j_{s+1}=2$ :

Let $\mathbf{E}_{s+1}=\mathbf{E}_{s+1, n_{s}, \mathrm{v}}^{(2)}$ (the $\wedge$ case is analogous), and fix $m \in \mathcal{S}_{s}^{\hat{\Lambda}}$. By Lemma 5.15, $\theta_{*}+p \alpha \in \mathbf{I}_{s+1, n_{s}, \cup}^{(2)}$ for some $p=p_{m} \in\left\{m, m-n_{s}\right\}$. By the regularity assumption on the endpoints of $\widehat{\Lambda}$, we must have that $p \in \widehat{\Lambda}$. We have subcases:
(a) $\theta_{*}+p \alpha \in \mathbf{I}_{s+1, n_{s}, \cap}^{(2)}$ : We have $\left|\mathbf{E}_{s+1}\left(\theta_{*}+p \alpha\right)-E_{*}\right| \geqslant \rho_{s+1}$. To separate $E_{*}$ from $\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\left(\theta_{*}+p \alpha\right)$, we crucially use the uniform separation between the images of $\mathbf{E}_{s+1, n_{s}, \vee}^{(2)}$ and $\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}$ guaranteed by Proposition 3.6. This separation is greater than $2 \rho_{s+1}$, which implies that $\widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, v}^{(2)}\right)$ and $\widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\right)$ are disjoint; since, by assumption,

$$
\operatorname{dist}\left(E_{*}, \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right)\right) \leqslant \operatorname{dist}\left(E_{*}, \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\right)\right)
$$

we have

$$
E_{*} \geqslant \sup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\right)=\sup \mathbf{J}_{\wedge}+\rho_{s+1}
$$

and so

$$
\left|\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\left(\theta_{*}+p \alpha\right)-E_{*}\right| \geqslant \rho_{s+1}
$$

It remains to separate $E_{*}$ from other eigenvalues of $H^{\Lambda_{s+1}+p}$. Because

$$
\operatorname{dist}\left(E_{*}, \mathbf{E}_{s}\left(\mathbf{I}_{s+1, n_{s}, \cap}^{(2)} \cup\left(\mathbf{I}_{s+1, n_{s}, \cap}^{(2)}+n_{s} \alpha\right)\right)\right)<\frac{25}{24} \rho_{s} \ll \frac{1}{12} \rho_{s}
$$

and by construction

$$
\left|\mathbf{E}_{s}\left(\mathbf{I}_{s+1, n_{s}, \cap}^{(2)} \cup\left(\mathbf{I}_{s+1, n_{s}, \cap}^{(2)}+n_{s} \alpha\right)\right)\right| \ll \frac{1}{4} \rho_{s-1}
$$

it follows that

$$
\left|E_{*}-\mathbf{E}_{s}\left(\theta_{s, n_{s},-}\right)\right|<\frac{1}{3} \rho_{s-1}=\frac{1}{2}\left(\frac{2}{3} \rho_{s-1}\right) .
$$

Thus we may apply the estimate on $\left\|R_{\perp}\left(E_{*} ; H^{\Lambda_{s+1}+p},\left\{\mathbf{E}_{s+1, v}\right\} \cup\left\{\mathbf{E}_{s+1, \wedge}\right\}\right)\right\|$ coming from Section 3 and Lemma 5.10. It follows that $\left\|R_{\theta_{*}, E_{*}}^{\Lambda_{s+1}+p}\right\| \leqslant \rho_{s+1}^{-1}$.
(b) $\theta_{*}+p \alpha \in \mathbf{I}_{s+1, n_{s}, \backslash}^{(2)} \backslash \mathbf{I}_{s+1, n_{s}, \wedge}^{(2)}$ (The case with $\vee$ and $\wedge$ swapped is analogous.): Lemma 5.15 and the eigenvalue separation estimate from Lemma 3.9 ensure $\left|\lambda-E_{*}\right| \geqslant \rho_{s+1}$ for any eigenvalue $\lambda \neq \mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}$ of $H^{\Lambda_{s+1}+p}\left(\theta_{*}\right)$. As in the $\mathbf{I}_{s+1, n_{s}, \cap}$ case,

$$
\left|\mathbf{E}_{s+1, n_{s}, \wedge}^{(2)}\left(\theta_{*}+p \alpha\right)-E_{*}\right| \geqslant \rho_{s+1} .
$$

It follows that $\left\|R_{\theta_{*}, E_{*}}^{\Lambda_{s+1}+p}\right\| \leqslant \rho_{s+1}^{-1}$.
We denote by $\overline{\mathcal{S}}_{s}^{\hat{\Lambda}}$ the set of all integers $p$ coming from $m \in \mathcal{S}_{s}^{\hat{\Lambda}}$ as above.
For each interval $\Lambda_{s+1}+p, p \in \overline{\mathcal{S}}_{s}^{\hat{\Lambda}}$, it follows immediately from $\left\|R_{\theta_{*}, E_{*}}^{\Lambda_{s+1}+p}\right\| \leqslant \rho_{s+1}^{-1}$ that, for $E \in B_{3 \rho_{s+1} / 4}\left(E_{*}\right)$ and $\theta \in B_{\rho_{s+1} / 8 D_{0}}\left(\theta_{*}\right)$, that

$$
\left\|R_{\theta, E}^{\Lambda_{s+1}+p}\right\| \leqslant 8 \rho_{s+1}^{-1} .
$$

By the $s+1$-regularity of the endpoints of $\widehat{\Lambda}=[a, b]$, for any $m \in \mathcal{S}_{s}^{\hat{\Lambda}}$, we have

$$
\min \{|m-a|,|m-b|\} \geqslant 3 L_{s+1} / 4
$$

since $|p-m| \leqslant 8 M_{s+1}^{(1)} \ll L_{s+1} / 4$, we have that $\Lambda_{s+1}+p \subset \Lambda$ for all $p \in \overline{\mathcal{S}}_{s}^{\hat{\Lambda}}$. Moreover, by Lemma 5.5, the intervals $\left\{\Lambda_{s+1}+p\right\}_{p \in \overline{\mathcal{S}}_{s}^{\hat{\Lambda}}}$ are non-overlapping. Enumerating $\overline{\mathcal{S}}_{s}^{\hat{\Lambda}}=$ $\left\{p_{i}\right\}_{i=1}^{\left|\overline{\mathcal{S}}_{s}^{\hat{\Lambda}}\right|}$ in increasing order, we denote by $\widetilde{\Lambda}_{i}:=\left[p_{i}, p_{i}+n_{s}\right]$ (with the convention that $n_{s}=0$ if $j_{s+1}=1$ ) and define the intervals $\widetilde{\Lambda}_{i, l / r}$ to be the maximal intervals to the left/right of $\widetilde{\Lambda}_{i}$, i.e.

$$
\begin{aligned}
& \widetilde{\Lambda}_{i, l}=\left[\max \widetilde{\Lambda}_{i-1}+1, \min \widetilde{\Lambda}_{i}-1\right]=:\left[\widetilde{a}_{i, l}, \widetilde{b}_{i, l}\right] \\
& \widetilde{\Lambda}_{i, r}=\left[\max \widetilde{\Lambda}_{i}+1, \min \widetilde{\Lambda}_{i+1}-1\right]=:\left[\widetilde{a}_{i, r}, \widetilde{b}_{i, r}\right]
\end{aligned}
$$

We note that $\widetilde{\Lambda}_{i, r}=\widetilde{\Lambda}_{i+1, l}$, but we fix this notation to emphasize the relationship of these intervals to $\widetilde{\Lambda}_{i}$.

Again by Lemma 5.5, each interval $\widetilde{\Lambda}_{i, l / r}$ is $s$-nonresonant and has length at least $L_{s+1} \gg 2 L_{s}+3 M_{s}^{(1)}$, and thus each such interval satisfies the inductive hypothesis 5.3.3. In particular, there exist intervals $\Lambda_{i, l / r}=\left[a_{i, l / r}, b_{i, l / r}\right] \subset \widetilde{\Lambda}_{i, l / r}$ satisfying the Green's function decay property for $\left(\ell_{s}, \gamma_{s}\right)$ with

$$
\max \left\{\left|\widetilde{a}_{i, l / r}-a_{i, l / r}\right|,\left|\tilde{b}_{i, l / r}-b_{i, l / r}\right|\right\} \leqslant 2 L_{s}+3 M_{s}^{(1)} \ll \frac{1}{2} M_{s+1}^{(1)} .
$$

Moreover, by the regularity of the endpoints of $\hat{\Lambda}$, we can choose

$$
a_{1, l}=\widetilde{a}_{1, l}=a, \quad b_{\left|\overline{\mathcal{S}}_{s}^{\hat{\Lambda}}\right|, r}=\widetilde{b}_{\left|\overline{\mathcal{S}}_{s}^{\hat{\Lambda}}\right|, r}=b .
$$

Define $\Lambda_{i}=\left[b_{i, l}+1, a_{i, r}-1\right]$. We have $\Lambda_{i} \subset \Lambda_{s+1}+p_{i} \subset \widehat{\Lambda}$ and $\left\|R^{\Lambda_{s+1}+p_{i}}\right\| \leqslant 8 \rho_{s+1}^{-1}$, so we may apply Lemma A. 3 to conclude that $\hat{\Lambda}$, partitioned by the $\Lambda_{i}$ and $\Lambda_{i, l / r}$ subintervals, satisfies Assumption 4 with $(\ell, \gamma)=\left(\ell_{s}, \gamma_{s}\right)$ and $\hat{\ell}=\ell_{s+1}$. By Lemma A.1, $\hat{\Lambda}$ satisfies the Green's function decay property for $\left(\ell_{s+1}, \gamma_{s+1}\right)$ where $\gamma_{s+1}=$ $\gamma_{s}-16\left|\log \varepsilon \log \left(\rho_{s+1} / 8\right)\right| / \ell_{s+1}$.

Since we have shown the Green's function decay property for $\left|E-E_{*}\right|<\frac{3}{4} \rho_{s+1}$, it follows that the resolvent is well-defined for $\left|E-E_{*}\right|<\frac{3}{4} \rho_{s+1}$, i.e., $E \notin \operatorname{sp} H^{\hat{\Lambda}}(\theta)$. Thus, for $\left|E-E_{*}\right| \leqslant \rho_{s+1} / 2,\left\|R_{\theta, E}^{\hat{\Lambda}}\right\| \leqslant 4 \rho_{s+1}^{-1}$.

Finally, the following lemma shows that if the endpoints of $\widehat{\Lambda}$ are not regular, we can adjust them (provided $\widehat{\Lambda}$ is sufficiently long) to find a subinterval which does satisfy the conditions of Lemma 5.16.

Lemma 5.17. Let $\theta_{*}, E_{*}, \mathbf{E}_{s+1} \in \mathcal{E}^{\left(j_{s+1}\right)}\left(\mathbf{E}_{s}\right)$ satisfy the relations stated in Lemma 5.16, and let $\widehat{\Lambda}=[a, b]$ with $|\widehat{\Lambda}| \geqslant 2 L_{s+1}+3 M_{s+1}^{(1)}$. Then there exists a subinterval $\tilde{\Lambda}=[\tilde{a}, \tilde{b}] \subset \Lambda$ with $|\tilde{\Lambda}| \geqslant|\widehat{\Lambda}|-\left(2 L_{s+1}+3 M_{s+1}^{(1)}\right)$ such that $\tilde{a}$ is $s+1$-left-regular and $\tilde{b}$ is $s+1$-right-regular.

Proof. In the following, if $j_{s+1}=1$, we adopt the convention that $n_{s}=0$.
Let $m_{a}$ minimize $|m-a|$ among $m \in \mathcal{S}_{s}^{\hat{\Lambda}}$. If $\theta_{*}+m_{a} \alpha \in \mathbf{I}_{s}$ and $\left|m_{a}-a\right|<L_{s}$, we replace $a$ with $a_{s-1}=\max \left\{m_{a}+1, m_{a}+n_{0}+1\right\}$; similarly, if $\theta_{*}+m_{a} \alpha \in \mathbf{I}_{s+1}+n_{s} \alpha$ and $\left|m_{a}-a\right|<L_{s+1}$, replace $a$ with $a_{s}=\max \left\{m_{a}+1, m_{a}-n_{s}+1\right\}$. Otherwise $a_{s}=a$. We perform analogous adjustments to $b$. We repeat this process for each $s-1 \geqslant i \geqslant 1$, with $i$ replacing $s$, and set $\tilde{a}=a_{0}$ and $\tilde{b}=b_{0}$. By the inductive proposition, these endpoints satisfy the necessary regularity conditions.

### 5.6 Proof of Proposition 5.3 and Theorem 5.4

Proof. The lemmas above complete the proof of inductive Proposition 5.3 at scale $s$. The integers $L_{s+1}$ satisfy the Proposition by Lemmas 5.7 and 5.12. Any function in $\mathbf{E}_{s+1} \in \mathcal{E}\left(\mathbf{E}_{s}\right)$ is a Rellich function of some $H^{\Lambda_{s+1}}$ satisfying Assumption 3 by Lemma 5.11, such a function satisfies inductive hypothesis 5.3.1 by Lemma 5.10, hypothesis 5.3 .2 by Lemmas 5.13 and 5.15, and hypothesis 5.3 .3 by Lemmas 5.16 and 5.17, For any $\mathbf{E}_{s+1} \in \mathcal{E}\left(\mathbf{E}_{s}\right), \mathbf{J}_{s+1} \cup \widetilde{\mathbf{J}}\left(\mathbf{E}_{s+1}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$ by Lemma 5.11; and if $E_{*}=E_{n_{s+1}}\left(\mathbf{E}_{s+1}\right)$ for $n_{s+1} \in \mathcal{N}_{s+1}$, then $\bar{B}_{\rho_{s}}\left(E_{*}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{s}\right)$ by Lemma 5.14. Item 4 follows from Lemma 5.5

Since our choice of $\varepsilon<\varepsilon_{0}=\rho_{0}^{4}$ was arbitrary provided $L$ was sufficiently long as in Lemma 5.2, Theorem 5.4 holds.

## 6 Localization and Cantor spectrum

With the induction argument of Section 5 complete, we have now constructed a tree of Rellich functions $\mathbf{E}_{s}$, cf. Figure 4, with each child classified as being either simpleor double-resonant relative to its parent. In this section we relate this tree to spectral information about the limiting operator $H$. In particular, we will show the following:

1. The spectral points of $H$ are precisely the limit points of the modified codomains $\widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right)$ along any infinite path $\left\{\mathbf{E}_{k}\right\}_{k=0}^{\infty}$ in our Rellich tree.
2. Every Rellich function $\mathbf{E}$ has some double-resonant descendant; by the uniform local separation estimate from Proposition 3.6, the gap that this double resonance opens is large enough to remain open for all future scales, guaranteeing Cantor spectrum.
3. The set B of bad phases $\theta_{*}$ which encounter a scale- $k$ double resonance on an orbit of approximate size $M_{k+1}^{(2)}$ for infinitely many scales $k$ has zero measure. The full-measure complement $\Theta$ of this bad set will have the property that, for $\theta \in \Theta$, any generalized eigenvalue $E(\theta)$ of $H(\theta)$ corresponds to a path $\left\{\mathbf{E}_{k}^{\left(j_{k}\right)}\right\}_{k=0}^{\infty}$ which eventually consists only of simple resonances, i.e. there exists some $K$ such that $j_{k}=1$ for all $k \geqslant K$. In fact, we will show that this path can be chosen so that the corresponding center of localization $m_{k}$ eventually remains fixed; this will yield exponential localization of the corresponding generalized eigenfunction, hence Anderson localization.

To this end, it will be useful to introduce some notation to refer to different parts of our Rellich tree. Recall that $\mathcal{E}(\mathbf{E})$ denotes the collection of all immediate children of the Rellich curve $\mathbf{E}$, and that $\mathcal{E}_{s}$ denotes the collection of all scale- $s$ Rellich functions, i.e. the $s^{\text {th }}$ "generation" of the tree. For a Rellich function $\mathbf{E} \in \mathcal{E}_{k}, k \leqslant s$, we denote by $\mathcal{E}_{s}(\mathbf{E})$ the collection of all the scale-s descendants of $\mathbf{E}$; i.e., for a scale- $k$ Rellich function $\mathbf{E}_{k}, \mathcal{E}_{k}\left(\mathbf{E}_{k}\right)=\left\{\mathbf{E}_{k}\right\}$, and for all $s \geqslant k$, if $\mathbf{E}^{\prime} \in \mathcal{E}_{s}\left(\mathbf{E}_{k}\right)$ and $\mathbf{E}^{\prime \prime} \in \mathcal{E}\left(\mathbf{E}^{\prime}\right)$, then $\mathbf{E}^{\prime \prime} \in \mathcal{E}_{s+1}\left(\mathbf{E}_{k}\right)$. With this notation we have $\mathcal{E}_{k}=\mathcal{E}_{k}\left(\mathbf{E}_{0}\right) ;$ we denote by $\mathcal{E}:=\bigcup_{k \geqslant 0} \mathcal{E}_{k}$ the entire Rellich tree.

### 6.1 Characterization of the spectrum

In this first subsection, we use paths through the tree of Rellich curves to characterize the spectrum of $H$.

First, note that there can be at most one energy common to the modified codomains $\widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$ of all Rellich functions in an infinite path:
Lemma 6.1. Let $\left\{\mathbf{E}_{k}\right\}_{k=0}^{\infty}$ be a sequence of Rellich functions such that $\mathbf{E}_{k+1} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$ for all $k \geqslant 0$. Then $\lim \inf _{k \rightarrow \infty}\left|\widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)\right|=\liminf _{k \rightarrow \infty}\left|\widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right)\right|=0$. In particular, $\bigcap_{k=0}^{\infty} \widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right)$ contains at most a single point.

Proof. By construction, $\left|\widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)\right|,\left|\widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k}\right)\right| \leqslant 4 \bar{\rho}_{k-1} \rightarrow 0$.
Thus, each infinite path characterizes a single point; we will show these are spectral points. Define the sets

$$
\Sigma:=\left\{E \in \mathbb{R}: E=\bigcap_{k=0}^{\infty} \widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right), \mathbf{E}_{k+1} \in \mathcal{E}\left(\mathbf{E}_{k}\right) \forall k \geqslant 0\right\}
$$

and

$$
G:=\left(\mathbb{R} \backslash \widetilde{\mathbf{J}}\left(\mathbf{E}_{0}\right)\right) \cup \bigcup_{\mathbf{E} \in \mathcal{E}}\left(\widetilde{\widetilde{\mathbf{J}}}(\mathbf{E}) \backslash \bigcup_{\mathbf{E}^{\prime} \in \mathcal{E}(\mathbf{E})} \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}^{\prime}\right)\right)
$$

We will show that $\Sigma$ characterizes the spectrum of $H(\theta)$, while $G$ characterizes the spectral gaps. We first show that points in $\Sigma$ are indeed spectral:

## Lemma 6.2.

$$
\Sigma \subset \operatorname{sp} H(\theta)
$$

Proof. Let $E \in \Sigma$. Then for each $k \geqslant 0$, we can find a $\left(\theta_{k}, E_{k}\right) \in \mathbb{T} \times \mathbb{R}$, with $\left|E-E_{k}\right| \leqslant \rho_{k}$, and $\mathbf{E}_{k} \in \mathcal{E}$ such that $H^{\Lambda_{k}} \psi_{k}=\mathbf{E}_{k}\left(\theta_{k}\right) \psi_{k}=E_{k} \psi_{k}$. By irrationality of $\alpha$, we can find some $m_{k} \in \mathbb{Z}$ such that $\left\|\left(\theta+m_{k} \alpha\right)-\theta_{k}\right\|_{\mathbb{T}}<\rho_{k} / D_{0}$. Let $\mathcal{P}$ be the partition of $\mathbb{Z}$ into $\Lambda_{k}$ and its complement, and let $\psi_{k}^{m_{k}}$ denote $\psi_{k}$ shifted by $m_{k}$. Then

$$
\begin{aligned}
\left\|(H(\theta)-E) \psi_{k}^{m_{k}}\right\| & =\left\|\left(H\left(\theta+m_{k} \alpha\right)-E\right) \psi_{k}\right\| \\
& \leqslant\left\|H\left(\theta+m_{k} \alpha\right)-H\left(\theta_{k}\right)\right\|+\left\|\left(H\left(\theta_{k}\right)-E_{k}\right) \psi_{k}\right\|+\left|E_{k}-E\right| \\
& \leqslant\left\|V\left(\theta+m_{k} \alpha\right)-V\left(\theta_{k}\right)\right\|+\left\|\Gamma_{\mathcal{P}} \psi_{k}\right\|+\left|E_{k}-E\right| \\
& <3 \rho_{k}
\end{aligned}
$$

Thus $\left\{\psi_{k}^{m_{k}}\right\}_{k=0}^{\infty}$ forms a Weyl sequence for $E$, and $E \in \operatorname{sp} H(\theta)$.
We now establish an important technical lemma demonstrating that energies outside of the modified codomains of all children of a Rellich curve are uniformly nonresonant on sufficiently long intervals $\Lambda$ :
Lemma 6.3. Let $E_{*} \in \widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right) \backslash \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \widetilde{\widetilde{J}}(\mathbf{E})$. Then for any $\theta_{*} \in \mathbb{T}$, there are arbitrarily long intervals $\tilde{\Lambda}$ with the $\left(\ell_{k+1}, \gamma_{k+1}\right)$ Green's function decay property.

Proof. It suffices to show that the hypotheses of Lemma 5.17 are met by $E_{*}$, any $\theta_{*} \in \mathbb{T}$, and any sufficiently long interval $\Lambda \subset \mathbb{Z}$.

Suppose $\mathbf{E}_{k}$ does not attain its maximum at a critical point. We have $E_{*} \in$ $\widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$, and, by item 2 of Lemma 5.11,

$$
E_{*} \leqslant \sup \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k}\right) \leqslant \sup \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \widetilde{\widetilde{\mathbf{J}}}(\mathbf{E}) \leqslant \sup \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \widetilde{\mathbf{J}}(\mathbf{E})
$$

Similarly $E_{*} \geqslant \inf \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \widetilde{\mathbf{J}}(\mathbf{E})$ if $\mathbf{E}_{k}$ does not attain its minimum at a critical point.
Now suppose that $E_{*} \in \widetilde{\mathbf{J}}(\mathbf{E}) \backslash \widetilde{\mathbf{J}}(\mathbf{E})$ for some $\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$. By definition of $\widetilde{\mathbf{J}}$ and $\widetilde{\widetilde{\mathbf{J}}}$, this means that $E_{*}$ is near a non-critical-point extremum of $\mathbf{E}$, and by item 3 of Lemma 5.11, it follows that $E_{*} \in \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}^{\prime}\right)$ for some other $\mathbf{E}^{\prime} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$, a contradiction. Thus we have $E_{*} \notin \widetilde{\mathbf{J}}(\mathbf{E})$ for any $\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{s}\right)$.

Now let $\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$ minimize $\operatorname{dist}\left(E_{*}, \widetilde{\mathbf{J}}(\mathbf{E})\right)$ among all $\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$, let I be its domain, and let $\mathbf{J}$ be its image. By the above comments, this distance is nonzero; thus, $E_{c}:=\arg \min _{E \in \mathbf{J}}\left|E_{*}-E\right|$ is an extremum of $\mathbf{E}$. But by item 3 of Lemma 5.11, if this extremum were not a critical point, there would be some $\mathbf{E}^{\prime} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$ with $\operatorname{dist}\left(E_{*}, \widetilde{\mathbf{J}}\left(\mathbf{E}^{\prime}\right)\right)<\operatorname{dist}\left(E_{*}, \widetilde{\mathbf{J}}(\mathbf{E})\right)$, which is not the case; thus, $E_{c}$ is a critical point of E. Furthermore, since $E_{*} \notin \widetilde{\mathbf{J}}(\mathbf{E}), \operatorname{dist}\left(E_{*}, \mathbf{J}\right)>\rho_{k+1}$. It follows that for any $m \in \mathbb{Z}$, either $\left|\mathbf{E}\left(\theta_{*}+m \alpha\right)-E_{*}\right|>\rho_{k+1}$, or $\theta_{*}+m \alpha \notin \mathbf{I}$. Thus, all the hypotheses of Lemma 5.17 are met.

As a consequence of this result, we can separate the energies in $G$ from generalized eigenvalues of $H$ :

Lemma 6.4. If $E_{*} \in G$, then there is some $\rho>0$ such that for $\left|E-E_{*}\right|<\rho, E$ is not a generalized eigenvalue of $H(\theta)$ corresponding to a generalized eigenvector $\psi$ growing at most quadratically $\left.|\psi(j)|<C\left(j^{2}+1\right)\right)$.

Proof. By Lemma 6.3, there is some scale $k \geqslant 0$ for which we have ( $\ell_{k}, \gamma_{k}$ ) Green's function decay on arbitrary long intervals; i.e., for $\left|E-E_{*}\right|<\rho_{k} / 2$,

$$
\log \left|R_{E, \theta}^{\tilde{\Lambda}}(m, n)\right| \leqslant-\gamma_{k}|m-n|, \quad|m-n| \geqslant \ell_{k}
$$

for arbitrarily long intervals $\tilde{\Lambda}$. Denote $\tilde{\Lambda}=[\tilde{a}, \tilde{b}]$.
Assume $E$ is generalized eigenvalue of $H(\theta)$ corresponding to a generalized eigenvector $\psi$ growing at most quadratically $\left(|\psi(j)|<C\left(j^{2}+1\right)\right)$. Fix $j \in \mathbb{Z}$, and choose $\tilde{\Lambda} \ni j$ large enough so $\min \{|\tilde{a}-j|,|\tilde{b}-j|\} \geqslant|\tilde{\Lambda}| / 3 \geqslant \ell_{k}$. By the Poisson formula (1.11),

$$
\begin{aligned}
|\psi(j)| & \leqslant e^{-\gamma_{k}|\tilde{\Lambda}| / 3}(|\psi(\tilde{a}-1)|+|\psi(\tilde{b}+1)|) \\
& \leqslant 2 C e^{-\gamma_{k}|\tilde{\Lambda}| / 3}\left((|j|+|\tilde{\Lambda}|)^{2}+1\right)
\end{aligned}
$$

As $|\tilde{\Lambda}| \rightarrow \infty$, the right-hand side approaches 0 , so we must have $|\psi(j)|=0$. Since this is true for arbitrary $j, \psi$ must be identically zero, i.e., $E$ must not be a generalized eigenvalue.

Combining the above results with the sets' definitions, we arrive at the characterization of $\operatorname{sp} H(\theta)$ :

## Lemma 6.5.

$$
\operatorname{sp} H(\theta)=\mathbb{R} \backslash G=\Sigma
$$

Proof. By Lemma 6.2, $\Sigma \subset \operatorname{sp} H(\theta)$; and since generalized eigenvalues are dense in sp $H(\theta)$ by Schnol's Lemma, Lemma 6.4 implies that $\operatorname{sp} H(\theta) \subset \mathbb{R} \backslash G$. It remains to show that $\mathbb{R} \backslash G \subset \Sigma$. Let $E \in \mathbb{R} \backslash G$. The definition of $G$ ensures that $E \in \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{0}\right)$, and if $E \in \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k}\right)$, then $E \in \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k+1}\right)$ for some $\mathbf{E}_{k+1} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$. But this means precisely that $E \in \Sigma$; thus $\mathbb{R} \backslash G \subset \Sigma$.

### 6.2 Cantor spectrum

Having characterized the spectrum, we now demonstrate that $\Sigma$ is a Cantor set, i.e. it is a (closed) nowhere-dense set without isolated points. To do so, we demonstrate that the spectral gaps $G$ always meet our modified codomains:

Lemma 6.6. For any $\mathbf{E} \in \mathcal{E}, \widetilde{\mathbf{J}}(\mathbf{E}) \cap G$ is nonempty.
Proof. We proceed by contradiction: suppose there is some $\mathbf{E}_{k} \in \mathcal{E}_{k}$ such that $\widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right) \cap$ $G=\varnothing$.

We first note that $\mathbf{E}_{k}$ cannot contain a critical point. Suppose it attained its minimum at a critical point; then we would have

$$
\begin{aligned}
\inf \widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right) & =\inf \operatorname{im} \mathbf{E}_{k}-\rho_{k} \\
& <\inf _{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \inf \operatorname{im} \mathbf{E}-\rho_{k+1} \\
& =\inf _{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \inf \widetilde{\widetilde{J}}(\mathbf{E}) .
\end{aligned}
$$

Then $\widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k}\right) \backslash \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \widetilde{\widetilde{\mathbf{J}}}(\mathbf{E}) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right) \cap G$ is nonempty, contradicting our initial assumption. Analogously, if $\mathbf{E}_{k}$ attains its maximum at a critical point, we reach the same contradiction. Thus, $\mathbf{E}_{k}$ does not contain a critical point.

Let $n \in \mathcal{N}\left(\alpha, \mathbf{E}_{k}\right)$ such that $E_{n} \in \widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right)$ and $\operatorname{dist}\left(E_{n}, \partial \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k}\right)\right) \geqslant \rho_{k-1} / 12$; by irrationality of $\alpha$, such an $n$ exists. We will show that for some $\mathbf{E}_{k+1} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$, $n \in \mathcal{N}\left(\alpha, \mathbf{E}_{k+1}\right)$ and $E_{n}\left(\mathbf{E}_{k+1}\right) \in \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k+1}\right)$ with $\operatorname{dist}\left(E_{n}\left(\mathbf{E}_{k+1}\right), \partial \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k+1}\right)\right) \geqslant \rho_{k} / 12$. First note that if $E_{n} \in J_{k, n_{0}}^{(2)}$ for some $n_{0} \in \mathcal{N}_{k+1}$, then, by construction, there are a pair of double-resonant Rellich functions $\mathcal{E}\left(\mathbf{E}_{k}\right) \ni \mathbf{E}_{k+1, \bullet}: \mathbf{I}_{k+1, n, \bullet}^{(2)} \rightarrow \mathbf{J}_{k+1, n, \bullet}^{(2)}(\bullet \in$ $\{\vee, \wedge\})$ with $\mathbf{J}_{k+1, n, \bullet}^{(2)} \subset \widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right)$; since the uniform local separation between doubleresonant Rellich pairs guaranteed by Proposition 3.6 is larger than $2 \rho_{k+1}$, there is some $E \in\left(\sup \mathbf{J}_{k+1, n, \wedge}^{(2)}+\rho_{k+1}, \inf \mathbf{J}_{k+1, n, \vee}^{(2)}-\rho_{k+1}\right)$, which must then satisfy

$$
E \in \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k}\right) \backslash \bigcup_{\mathbf{E} \in \mathcal{E}\left(\mathbf{E}_{k}\right)} \widetilde{\widetilde{\mathbf{J}}}(\mathbf{E}) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right) \cap G,
$$

contradicting our assumption. Thus $E_{n}$ is contained in the images of only simpleresonant functions $\mathbf{E}_{k+1} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$. By Lemma 5.11 item 4, we can find some such function with $B_{\rho_{k} / 8}\left(E_{n}\right) \subset \widetilde{\widetilde{J}}\left(\mathbf{E}_{k}\right)$. Let $E_{ \pm}=E_{n} \pm \rho_{k} / 24$. Then, since $\partial_{E} T_{\mathbf{E}_{k}} \geqslant 2 / D_{0}$ by the inverse function theorem,

$$
\begin{aligned}
T_{\mathbf{E}_{k+1}}\left(E_{+}\right) & \geqslant T_{\mathbf{E}_{k}}\left(E_{+}\right)-\frac{4 \delta_{s}}{\nu_{s}} \\
& \geqslant T_{\mathbf{E}_{k}}\left(E_{n}\right)+\frac{\rho_{k}}{12 D_{0}}-\frac{4 \delta_{s}}{\nu_{s}} \\
& \geqslant T_{\mathbf{E}_{k}}\left(E_{n}\right)
\end{aligned}
$$

where the first line follows from Lemma 4.13. Similarly,

$$
T_{\mathbf{E}_{k+1}}\left(E_{-}\right) \leqslant T_{\mathbf{E}_{k}}\left(E_{n}\right) .
$$

By continuity of $T_{\mathbf{E}_{k+1}}$, there is some $E_{*} \in\left[E_{-}, E_{+}\right]$with $T_{\mathbf{E}_{k+1}}\left(E_{*}\right)=T_{\mathbf{E}_{k}}\left(E_{n}\right)$; by definition, this means $n \in \mathcal{N}\left(\alpha, \mathbf{E}_{k+1}\right)$ with $E_{n}\left(\mathbf{E}_{k+1}\right)=E_{*}$. By construction, $E_{*} \in \widetilde{\widetilde{\mathbf{J}}}\left(\underset{\mathbf{E}_{k+1}}{ }\right)$ with $\operatorname{dist}\left(E_{*}, \partial \widetilde{\widetilde{\mathbf{J}}}\left(\mathbf{E}_{k+1}\right)\right) \geqslant \rho_{k+1} / 12$.

But $\widetilde{\mathbf{J}}\left(\mathbf{E}_{k+1}\right) \subset \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$ by Lemma 5.11 , so we can repeat the above procedure to find $\mathbf{E}_{k+2} \in \mathcal{E}\left(\mathbf{E}_{k+1}\right)$ with $n \in \mathcal{N}\left(\alpha, \mathbf{E}_{k+2}\right)$ satisfying the above conditions. As we continue to repeat this procedure, we will eventually reach some scale $s$ with $|n| \leqslant 8 M_{s+1}^{(1)}$; since $n \in \mathcal{N}\left(\alpha, \mathbf{E}_{s}\right)$, we will have $n \in \mathcal{N}_{s}$, and we will construct a double-resonant interval $J_{s, n}^{(2)}$ with $E_{n}\left(\mathbf{E}_{s}\right) \in J_{s, n}^{(2)}$. As we have shown above, this leads to a contradiction with our original assumption.

Proof of Cantor spectrum. It suffices to show that for each $E \in \operatorname{sp} H(\theta)$, there are points arbitrarily close to $E$ which are not in $\operatorname{sp} H(\theta)$. Fix $E \in \operatorname{sp} H(\theta)$. By Lemmas 6.1 and 6.5, we can find some $\mathbf{E} \in \mathcal{E}$ with $\widetilde{\mathbf{J}}(\mathbf{E}) \supset \widetilde{\widetilde{\mathbf{J}}}(\mathbf{E}) \ni E$ and $|\widetilde{\mathbf{J}}(\mathbf{E})|$ arbitrarily small. By Lemma 6.6, $\widetilde{\mathbf{J}}(\mathbf{E}) \ni E^{\prime}$ for some $E^{\prime} \in G$; by Lemma 6.5, $E^{\prime} \notin \operatorname{sp} H(\theta)$.

### 6.3 Localization

We first construct the full-measure set on which localization occurs. Using the definitions preceding Lemma 4.8, we define the double-resonant regions

$$
J_{n}^{D R}\left(\bar{\rho}_{k}, 12 M_{k+1}^{(2)}, \alpha, \mathbf{E}\right):=\bar{B}_{\bar{\rho}_{k}}\left(E_{n}(\mathbf{E})\right), \quad n \in \mathcal{N}\left(12 M_{k+1}^{(2)}, \alpha, \mathbf{E}\right)
$$

of each function $\mathbf{E} \in \mathcal{E}_{k}$, and we define

$$
J^{D R}=\bigcup_{n \in \mathcal{N}\left(12 M_{k+1}^{(2)}, \alpha, \mathbf{E}\right)} J_{n}^{D R}
$$

We now define and measure the sets

$$
\mathrm{B}_{k}:=\bigcup_{\mathbf{E} \in \mathcal{E}_{k}} \bigcup_{|n| \leqslant 12 M_{k+1}^{(2)}}\left(\mathbf{E}^{-1}\left(J^{D R}\right)+n \alpha\right)
$$

on which two resonances at scale $k$ occur at nearby shifts, and define

$$
\mathrm{B}:=\bigcap_{n=0}^{\infty} \bigcup_{k=n}^{\infty} \mathrm{B}_{k} .
$$

Lemma 6.7. $|\mathrm{B}|=0$.
Proof. By construction, for any $\mathbf{E} \in \mathcal{E}_{k},|\mathcal{E}(\mathbf{E})| \leqslant 10\left\lceil\bar{\rho}_{k}^{-1}\right\rceil \ll \rho_{k-1}^{-3}$. Thus, for $k \geqslant 1$,

$$
\begin{equation*}
\left|\mathcal{E}_{k}\right| \leqslant\left|\mathcal{E}_{0}\right| \prod_{i=0}^{k-1} \rho_{i-1}^{-3} \leqslant \rho_{k-2}^{-4} \tag{6.1}
\end{equation*}
$$

Fix $\mathbf{E} \in \mathcal{E}_{k}$. By definition, each $\left|J_{n}^{D R}\right|=2 \bar{\rho}_{k}$; by Lemma 4.2, $\left|\mathbf{E}^{-1}\left(J_{n}^{D R}\right)\right| \leqslant$ $2 \sqrt{\frac{12}{d_{k}} \bar{\rho}_{k}} \ll \rho_{k-1}^{1 / 2}$. Then $\left|\mathbf{E}^{-1}\left(J^{D R}\right)\right|=\left|\sum_{n \in \mathcal{N}\left(12 M_{k+1}^{(2)}, \alpha, \mathbf{E}\right)} \mathbf{E}^{-1}\left(J_{n}^{D R}\right)\right| \leqslant 25 M_{k+1}^{(2)} \rho_{k-1}^{1 / 2}$, and $\left|\bigcup_{|n| \leqslant 12 M_{k+1}^{(2)}}\left(\mathbf{E}^{-1}\left(J^{D R}\right)+n \alpha\right)\right| \leqslant 625\left(M_{k+1}^{(2)}\right)^{2} \rho_{k-1}^{1 / 2}$.

Combining this with the above estimate (6.1), we have $\left|\mathrm{B}_{k}\right| \leqslant 625\left(M_{k+1}^{(2)}\right)^{2} \rho_{k-2}^{-4} \rho_{k-1}^{1 / 2}$, and $\sum_{k=1}^{\infty}\left|\mathrm{B}_{k}\right| \leqslant 625 \sum_{k=0}^{\infty}\left(M_{k+1}^{(2)}\right)^{2} \rho_{k-2}^{-4} \rho_{k-1}^{1 / 2}<\infty$. Thus, by the Borel-Cantelli Lemma, $|\mathrm{B}|=0$.

Thus $\Theta:=\mathbb{T} \backslash \mathrm{B}$ is a set of full measure. For the remainder of this section, we fix $\theta \in \Theta$.

To show that $H(\theta)$ is Anderson localized, it suffices by Schnol's lemma [22] to show that every generalized eigenvector $\psi$ of $H(\theta)$ that grows at most quadratically $\left(|\psi(j)|<C\left(j^{2}+1\right)\right)$ in fact decays exponentially. For the remainder of this section, we fix a generalized eigenvalue $E(\theta)$ and corresponding generalized eigenvector $\psi$. By Lemma 6.5, we can also fix a sequence $\left\{\mathbf{E}_{k}\right\}_{k=0}^{\infty}$, with $\mathbf{E}_{k+1} \in \mathcal{E}\left(\mathbf{E}_{k}\right)$ for all $k \geqslant 0$, such that $E \in \bigcap_{k=0}^{\infty} \widetilde{\mathbf{J}}\left(\mathbf{E}_{k}\right)$.

To locate the center of localization for $\psi$, we first employ an argument similar to Lemma 6.4.

Lemma 6.8. There is a $K \in \mathbb{N}$ such that for all $k \geqslant K$, there is an $m_{k} \in \mathbb{Z}$ satisfying $\left|m_{k}\right| \leqslant 3 M_{k}^{(2)}$ such that $\theta+m_{k} \alpha \in \mathbf{I}_{k}$ and $\left|E-\mathbf{E}_{k}\left(\theta+m_{k} \alpha\right)\right|<\rho_{k}$.

Proof. If not, there is an increasing integer sequence $\left\{k_{i}\right\}_{i=0}^{\infty}$ such that $\left[-3 M_{k_{i}}^{(2)}, 3 M_{k_{i}}^{(2)}\right]$ satisfies the hypotheses of Lemma 5.17 at scale $k_{i}$. Thus, for each $i$, there is an interval $\Lambda_{i}:=\left[a_{i}, b_{i}\right] \supset\left[-\frac{2}{3} M_{k_{i}}^{(2)}, \frac{2}{3} M_{k_{i}}^{(2)}\right]$ which satisfies the Green's function decay property
for $\left(\ell_{k_{i}}, \gamma_{k_{i}}\right)$. For any $|n| \leqslant \frac{1}{3} M_{k_{i}}^{(2)},\left|n-a_{i}\right|,\left|n-b_{i}\right| \geqslant \frac{1}{3} M_{k_{i}}^{(2)} \geqslant \ell_{k_{i}}$; thus the Poisson formula (1.11) gives

$$
\begin{aligned}
|\psi(n)| & \leqslant e^{-\gamma_{k_{i}} M_{k_{i}}^{(2)} / 3}\left(\left|\psi\left(a_{i}-1\right)\right|+\left|\psi\left(b_{i}+1\right)\right|\right) \\
& \leqslant 2 C e^{-\gamma_{0} M_{k_{i}}^{(2)} / 24}\left(\left(3 M_{k_{i}}^{(2)}+1\right)^{2}+1\right)
\end{aligned}
$$

Fixing $n \in \mathbb{Z}$, we have $|n| \leqslant \frac{1}{3} M_{k_{i}}^{(2)}$ as $i \rightarrow \infty$, and the right-hand side of the above inequality approaches 0 . Thus we must have $|\psi(n)|=0$. But $\psi$ cannot be identically zero.

The next lemma confirms that $m_{k}$ is unique at scale $12 M_{k+1}^{(2)}$, and is in fact (eventually) independent of $k$, for $\theta \in \Theta$.

Lemma 6.9. There is a $K \in \mathbb{N}$ and $m_{\infty} \in \mathbb{Z}$, with $\left|m_{\infty}\right| \leqslant 3 M_{K}^{(2)}$, such that for all $k \geqslant K$,

$$
\begin{equation*}
\theta+m_{\infty} \alpha \in \mathbf{I}_{k}, \text { and }\left|E-\mathbf{E}_{k}\left(\theta+m_{\infty} \alpha\right)\right|<\rho_{k} \tag{6.2}
\end{equation*}
$$

and $\left[m_{\infty}-12 M_{k+1}^{(2)}, m_{\infty}-1\right] \cup\left[m_{\infty}+1, m_{\infty}+12 M_{k+1}^{(2)}\right]$ is $k$-nonresonant (relative to $(\theta, E)$ and $\left.\mathbf{E}_{k}\right)$.

Proof. By Lemma 6.8, for sufficiently large $k$, we can choose $\left|m_{k}\right| \leqslant 3 M_{k}^{(2)}$ satisfying (6.2) (with $m_{k}$ replacing $\left.m_{\infty}\right)$. If $\theta \in \Theta$, then $\mathbf{E}_{k}(\theta+m \alpha) \notin J^{D R}$ for all $|m| \leqslant 12 M_{k+1}^{(2)}$, and thus $\theta+m_{k} \alpha$ is in the simple resonance case of Proposition 4.10 (with $12 M_{k+1}^{(2)}$ in the role of $L^{(1)}$ ), for sufficiently large $k$; thus, for $0<\left|m-m_{k}\right| \leqslant 12 M_{k+1}^{(2)}$, if $\theta+m \alpha \in \mathbf{I}_{k}$, then
$|E-\mathbf{E}(\theta+m \alpha)| \geqslant\left|\mathbf{E}\left(\theta+m_{k} \alpha\right)-\mathbf{E}(\theta+m \alpha)\right|-\left|E-\mathbf{E}\left(\theta+m_{k} \alpha\right)\right|>2 \rho_{k}-\rho_{k}=\rho_{k} ;$
i.e., $\left[m_{k}-12 M_{k+1}^{(2)}, m_{k}-1\right] \cup\left[m_{k}+1, m_{k}+12 M_{k+1}^{(2)}\right]$ is $k$-nonresonant.

It remains only to show that $m_{k}$ must be independent of $k$. Suppose $m_{k+1} \neq m_{k}$. Note that $\left|m_{k+1}\right| \leqslant 3 M_{k+1}^{(2)}$, so $\left|m_{k+1}-m_{k}\right| \leqslant 12 M_{k+1}^{(2)}$. Since

$$
\theta+m_{k+1} \alpha \in \mathbf{I}_{k+1} \subset \mathbf{I}_{k}
$$

and $\left[m_{k}-12 M_{k+1}^{(2)}, m_{k}-1\right] \cup\left[m_{k}+1, m_{k}+12 M_{k+1}^{(2)}\right]$ is $k$-nonresonant, we have $\mid E-$ $\mathbf{E}_{k}\left(\theta+m_{k+1} \alpha\right) \mid>\rho_{k}$. Furthermore, since

$$
\theta+m_{k+1} \alpha \notin J^{D R}\left(\bar{\rho}_{k}, 12 M_{k+1}^{(2)}, \alpha, \mathbf{E}_{k}\right) \supset J^{D R}\left(\bar{\rho}_{k}, 8 M_{k+1}^{(1)}, \alpha, \mathbf{E}_{k}\right),
$$

we must have $\mathbf{E}_{k+1} \in \mathcal{E}^{(1)}\left(\mathbf{E}_{k}\right)$; thus, by Proposition 2.2,

$$
\left|\mathbf{E}_{k+1}\left(\theta+m_{k+1} \alpha\right)-\mathbf{E}_{k}\left(\theta+m_{k+1} \alpha\right)\right| \leqslant 2 \delta_{k} \ll \rho_{k} / 2
$$

. Thus,

$$
\begin{aligned}
\left|E-\mathbf{E}_{k+1}\left(\theta+m_{k+1} \alpha\right)\right| & \geqslant\left|E-\mathbf{E}_{k}\left(\theta+m_{k+1} \alpha\right)\right|-\left|\mathbf{E}_{k+1}\left(\theta+m_{k+1} \alpha\right)-\mathbf{E}_{k}\left(\theta+m_{k+1} \alpha\right)\right| \\
& >\rho_{k}-\rho_{k} / 2 \gg \rho_{k+1} .
\end{aligned}
$$

In particular, this means $\left\{m_{k+1}\right\}$ is $k+1$-nonresonant, which contradicts the construction of $m_{k+1}$; we must therefore have $m_{k+1}=m_{k}$, and consequently $m_{k}$ is in fact independent of $k$, and we may set $m_{\infty}=m_{k}$ for all sufficiently large $k$.

Proof of Anderson localization. As noted above, we need only show that $\psi$ decays exponentially. Let $K$ and $m_{\infty}$ be the integers defined in Lemma 6.9. For $\left|n-m_{\infty}\right|>$ $8 M_{K+1}^{(2)}$, let $k \geqslant K+1$ be such that $8 M_{k}^{(2)}<\left|n-m_{\infty}\right| \leqslant 8 M_{k+1}^{(2)}$. Consider the interval

$$
\Lambda=\left[n-\left\lceil\frac{\left|n-m_{\infty}\right|}{2}\right\rceil, n+\left\lceil\frac{\left|n-m_{\infty}\right|}{2}\right\rceil\right] .
$$

All $m \in \Lambda$ satisfy $0<\left|m-m_{\infty}\right| \leqslant 12 M_{k+1}^{(2)}$. Thus, by Lemma 6.9, $\Lambda$ satisfies the hypotheses of Lemma 5.17 at scale $k$; therefore, there is some subinterval

$$
\begin{aligned}
\tilde{\Lambda}:=[\tilde{a}, \tilde{b}] & \supset\left[n-\left\lceil\left.\frac{\left|n-m_{\infty}\right|}{2} \right\rvert\,+3 M_{k}^{(2)}, n+\left\lceil\left.\frac{\left|n-m_{\infty}\right|}{2} \right\rvert\,-3 M_{k}^{(2)}\right]\right.\right. \\
& \supset\left[n-\left\lceil\frac{\left|n-m_{\infty}\right|}{9}\right\rceil, n+\left\lceil\left.\frac{\left|n-m_{\infty}\right|}{9} \right\rvert\,\right]\right.
\end{aligned}
$$

which satisfies the Green's function decay property for $\left(\ell_{k}, \gamma_{k}\right)$. Note that $\left\lceil\frac{\left|n-m_{\infty}\right|}{9}\right\rceil>$ $\frac{8}{9} M_{k}^{(2)} \geqslant \ell_{k}$; thus, by the Poisson formula (1.11),

$$
|\psi(n)| \leqslant e^{-\left|\log \varepsilon \| n-m_{\infty}\right| / 9}(|\psi(\tilde{a}-1)|+|\psi(\tilde{b}+1)|) .
$$

We have

$$
\begin{aligned}
\max \{|\tilde{a}-1|,|\tilde{b}+1|\} & \leqslant|n|+\left[\left.\frac{\left|n-m_{\infty}\right|}{2} \right\rvert\,+1\right. \\
& \leqslant\left|n-m_{\infty}\right|+\frac{\left|n-m_{\infty}\right|}{2}+2+3 M_{K}^{(2)} \\
& \leqslant \frac{3}{2}\left|n-m_{\infty}\right|+M_{k}^{(2)} \\
& <2\left|n-m_{\infty}\right| .
\end{aligned}
$$

Therefore,

$$
|\psi(n)| \leqslant 4 C e^{-\left|\log \varepsilon \| n-m_{\infty}\right| / 9}\left(\left|n-m_{\infty}\right|^{2}+1\right)
$$

which decays exponentially away from $m_{\infty}$.

## A Bootstrapped Green's function decay

In this appendix, we will show that, if one can partition an interval $\widehat{\Lambda}$ into subintervals alternating between long intervals with Green's function decay and short intervals with resolvent bounds, one can iterate the resolvent identity to bootstrap the decay to all of $\widehat{\Lambda}$. Results of this variety are well-established in the literature (cf. e.g. [13]); we include the details relative to our specific application for the reader's convenience.

Let $v \in C^{2}(\mathbb{T},[-1,1])$ with $\left\|\partial_{\theta} v\right\|_{\infty}+\left\|\partial_{\theta}^{2} v\right\|_{\infty} \leqslant D_{0},\left(\theta_{*}, E_{*}\right) \in \mathbb{T} \times \mathbb{R}, 0<\varepsilon<1 / 7$, and $0<\hat{\rho}<1 / 2$. Additionally, let $\ell \in \mathbb{N}, 1<\gamma \leqslant|\log \varepsilon|$, and

$$
M:=\max \{\ell,|\log \widehat{\rho}|\} .
$$

Consider an integer $\hat{\ell} \in \mathbb{N}$ with $\hat{\ell}>16|\log \varepsilon| M$, and define

$$
\hat{\gamma}=\gamma-16|\log \varepsilon| M / \widehat{\ell}
$$

Assumption 4. Suppose that $\widehat{\Lambda} \subset \mathbb{Z}$ admits a partition $\mathcal{P}$ satisfying:

1. Every other interval of $\mathcal{P}$ satisfies the Green's function decay property for $(\ell, \gamma)$. We denote the intervening intervals by $\Lambda_{i}$ and use the notation $\Lambda_{i, l / r}$ to refer to the interval (on which the Green's function decay property for $(\ell, \gamma)$ is satisfied) immediately to the left/right of $\Lambda_{i}$.
Note that, with this convention, one will have, e.g., $\Lambda_{i, r}=\Lambda_{i+1, l}$.
2. For each $\Lambda_{i}=\left[a_{i}, b_{i}\right]$, the interval $\hat{\Lambda}_{i}:=\Lambda_{i, l} \cup \Lambda_{i} \cup \Lambda_{i, r}$ satisfies

$$
\begin{equation*}
\left\|P_{i} R^{\hat{\Lambda}_{i}} \Gamma_{\mathcal{P}}\right\| \leqslant 2 \widehat{\rho}^{-1} \tag{A.1}
\end{equation*}
$$

where $P_{i}$ denotes the projection onto coordinates $\left[a_{i}-\ell, b_{i}+\ell\right] \cap \hat{\Lambda}_{i}$. Furthermore, $R^{\widehat{\Lambda}_{i}}$ is well-defined.
3. $\left|\Lambda_{i, l / r}\right|>2 \widehat{\ell}$.
4. $\left|\Lambda_{i}\right| \leqslant M$.

We illustrate one segment of Assumption 4 in Figure 9 . Under these assumptions, we get $(\hat{\ell}, \widehat{\gamma})$ decay on $\hat{\Lambda}$ :

Lemma A.1. Suppose $\widehat{\Lambda}$ satisfies Assumption 4 . Then $\widehat{\Lambda}$ satisfies the Green's function decay property for $(\hat{\ell}, \hat{\gamma})$.

Before proving Lemma A.1, we will first handle the special case where there is precisely one interval $\Lambda_{i}$ :
Assumption 5. Suppose that $\widehat{\Lambda}$ is partitioned by $\mathcal{P}$ into $\Lambda_{l} \cup \Lambda \cup \Lambda_{r}$, such that


Figure 9: An illustration of one segment $\widehat{\Lambda}_{i}$ of the partition $\mathcal{P}$ from Assumption 4 note that the naming convention for the decay intervals is non-unique, i.e. $\Lambda_{i, r}=\Lambda_{i+1, l}$.

1. $\Lambda_{l / r}$ satisfies the Green's function decay property for $(\ell, \gamma)$.
2. $R^{\hat{\Lambda}}$ is well-defined, and, denoting $\Lambda=[a, b]$,

$$
\begin{equation*}
\left\|P R^{\hat{\Lambda}} \Gamma_{\mathcal{P}}\right\| \leqslant 2 \widehat{\rho}^{-1} \tag{A.2}
\end{equation*}
$$

where $P$ denotes the projection onto coordinates $[a-\ell, b+\ell] \cap \widehat{\Lambda}$.
3. $|\Lambda| \leqslant M$.

Letting

$$
\tilde{\gamma}:=\gamma-6|\log \varepsilon| M / \widehat{\ell},
$$

in this case we get slightly improved decay on $\widehat{\Lambda}$ :
Lemma A.2. Suppose $\hat{\Lambda}$ satisfies Assumption 国. Then $\hat{\Lambda}$ satisfies the Green's function decay property for ( $\widehat{\ell}, \widetilde{\gamma}$ ).
Proof. Suppose $m, n \in \hat{\Lambda}$ and $|m-n| \geqslant \hat{\ell} \geqslant 3 M \geqslant 2 \ell+|\Lambda|$. Then at most one of $m, n$ satisfies $\operatorname{dist}(\cdot, \Lambda) \leqslant \ell$. In the case neither $m$ nor $n$ is within $\ell$ of $\Lambda$, we use the resolvent expansion

$$
R^{\hat{\Lambda}}=R_{\mathcal{P}}^{\hat{\Lambda}}-R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}} R^{\hat{\Lambda}}=R_{\mathcal{P}}^{\hat{\Lambda}}-R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}} R_{\mathcal{P}}^{\hat{\Lambda}}+R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}} R^{\hat{\Lambda}} \Gamma_{\mathcal{P}} R_{\mathcal{P}}^{\hat{\Lambda}} .
$$

Since $m, n$ do not belong to adjacent intervals in $\mathcal{P}$, the middle term of $R^{\hat{\Lambda}}(m, n)$ in this expansion vanishes. By Green's function decay on $\Lambda_{l / r}$ and (A.2),

$$
\begin{aligned}
\log \left|R^{\hat{\Lambda}}(m, n)\right| & \leqslant \log \left(e^{-\gamma|m-n|}+2 \varepsilon \widehat{\rho}^{-1} e^{-\gamma(|m-n|-|\Lambda|-1)}\right) \\
& \leqslant \log \left(3 \widehat{\rho}^{-1} e^{-\gamma(|m-n|-|\Lambda|-2 \ell-1)}\right) \\
& =-\left(\gamma-\frac{\log 3+|\log \hat{\rho}|+\gamma|\Lambda|+2 \gamma \ell+\gamma}{|m-n|}\right)|m-n| \\
& \leqslant-\left(\gamma-\frac{6|\log \varepsilon| M}{\ell}\right)|m-n| .
\end{aligned}
$$

On the other hand, if $\operatorname{dist}(n, \Lambda) \leqslant \ell$, we have $|m-n| \leqslant \operatorname{dist}(m, \Lambda)+|\Lambda|+2 \ell$. We use the resolvent expansion

$$
R^{\hat{\Lambda}}=R_{\mathcal{P}}^{\hat{\Lambda}}-R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}} R^{\hat{\Lambda}}
$$

By Green's function decay on $\Lambda_{l / r}$ and (A.2),
$\log \left|R^{\hat{\Lambda}}(m, n)\right| \leqslant \log \left(e^{-\gamma|m-n|}+2 \widehat{\rho}^{-1} e^{-\gamma(\operatorname{dist}(m, \Lambda)-1)}\right) \leqslant \log \left(3 \widehat{\rho}^{-1} e^{-\gamma(|m-n|-|\Lambda|-2 \ell-1)}\right)$, and the proof concludes as in the first case.

The following lemma is useful to ensure that the decoupled resolvent bounds (A.1) or (A.2) are satisfied:

Lemma A.3. Suppose $\hat{\ell} \in \mathbb{N}$ is an integer with

$$
\hat{\ell} \geqslant \max \left\{\ell, \frac{|\log \hat{\rho}|+1}{\gamma}\right\}
$$

Suppose that $\hat{\Lambda}$ is partitioned by $\mathcal{P}$ into $\Lambda_{l} \cup \Lambda \cup \Lambda_{r}$, such that

1. $\Lambda_{l / r}$ satisfies the Green's function decay property for $(\ell, \gamma)$.
2. There exists an interval $\widehat{\Lambda} \supset \widetilde{\Lambda}=[\widetilde{a}, \widetilde{b}] \supset \Lambda=[a, b]$ such that

$$
\begin{gathered}
\min \{|\widetilde{a}-a|,|\widetilde{b}-b|\} \geqslant \ell, \\
\left\|R^{\widetilde{\Lambda}}\right\| \leqslant \widehat{\rho}^{-1}
\end{gathered}
$$

Then $R^{\hat{\Lambda}}$ is well-defined, (A.2) is satisfied, and $\widehat{\Lambda}$ satisfies Assumption 5.
Proof. Denote by $\widetilde{\mathcal{P}}$ the partition of $\hat{\Lambda}$ into $\widetilde{\Lambda}$ and its complement $\widehat{\Lambda} \backslash \widetilde{\Lambda}$, and denote as shorthand $\widetilde{R}=R_{\widetilde{\mathcal{P}}}^{\hat{\Lambda}}$ and $\widetilde{\Gamma}=\Gamma_{\widetilde{\mathcal{P}}}^{\Lambda}$.

We expand the resolvent $R^{\widehat{\Lambda}}$ by alternating the resolvent formulas

$$
\begin{aligned}
& R^{\hat{\Lambda}}=\widetilde{R}-\widetilde{R} \widetilde{\Gamma} R^{\hat{\Lambda}}, \\
& R^{\hat{\Lambda}}=R_{\mathcal{P}}^{\hat{\Lambda}}-R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}} R^{\hat{\Lambda}},
\end{aligned}
$$

to get the expansion

$$
\begin{equation*}
R^{\hat{\Lambda}}=\widetilde{R}-\widetilde{R} \widetilde{\Gamma} R_{\mathcal{P}}^{\hat{\Lambda}}+\widetilde{R} \widetilde{\Gamma} R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}} \widetilde{R}-\ldots \tag{A.3}
\end{equation*}
$$

Note that $P \widetilde{R}=P R^{\widetilde{\Lambda}}$, where $P$ is defined as in (A.2); similarly, because the boundary points of $\mathcal{P}$ are in $\widetilde{\Lambda}, \Gamma_{\mathcal{P}} \widetilde{R}=\Gamma_{\mathcal{P}} R^{\widetilde{\Lambda}}$. Thus multiplying on the left by $P$ gives

By the Green's function decay on $\Lambda_{l / r} \supset \widetilde{\Lambda} \backslash \Lambda$,

$$
\begin{equation*}
\left\|\widetilde{\Gamma} R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}}\right\| \leqslant\left\|\widetilde{\Gamma} R^{\Lambda_{l}} \Gamma_{\mathcal{P}}\right\|+\left\|\widetilde{\Gamma} R^{\Lambda_{r}} \Gamma_{\mathcal{P}}\right\| \leqslant \exp (-\gamma \ell) \tag{A.4}
\end{equation*}
$$

and so we get that

$$
\begin{aligned}
\left\|P R^{\hat{\Lambda}} \Gamma_{\mathcal{P}}\right\| & =\left\|P \sum_{k \geqslant 0}\left(R^{\tilde{\Lambda}} \widetilde{\Gamma} R_{\mathcal{P}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}}\right)^{k}\left(R^{\tilde{\Lambda}}-R^{\tilde{\Lambda}} \widetilde{\Gamma} R_{\mathcal{P}}^{\hat{\Lambda}}\right) \Gamma_{\mathcal{P}}\right\| \\
& \leqslant \sum_{k \geqslant 0}\left(\frac{e^{-\gamma \ell}}{\hat{\rho}}\right)^{k} \frac{2 \varepsilon+e^{-\gamma \ell}}{\hat{\rho}} \\
& \leqslant 2 \widehat{\rho}^{-1} .
\end{aligned}
$$

Using the same method to estimate the expansion (A.3) gives an upper bound on $\left\|R^{\hat{\Lambda}}\right\|$, which ensures $R^{\hat{\Lambda}}$ is well-defined.

Proof of Lemma A.1. Each interval $\hat{\Lambda}_{i}=\Lambda_{i, l} \cup \Lambda_{i} \cup \Lambda_{i, r}$ satisfies the Green's function decay property for $(\hat{\ell}, \widetilde{\gamma})$ by Lemma A.2. Define the partitions $\mathcal{P}_{1}:=\bigcup_{i \text { odd }} \hat{\Lambda}_{i} \cup$ $\bigcup_{i \text { even }} \Lambda_{i}$ and $\mathcal{P}_{0}:=\bigcup_{i \text { even }} \widehat{\Lambda}_{i} \cup \bigcup_{i \text { odd }} \Lambda_{i}$. For ease of notation, we define $\mathcal{P}_{i}=\mathcal{P}_{0}$ whenever $i$ is an even integer, and $\mathcal{P}_{i}=\mathcal{P}_{1}$ whenever $i$ is an odd integer.

We first show that $R^{\hat{\Lambda}}$ is well-defined. Partition $\widehat{\Lambda}=\check{\Lambda}_{0} \cup \check{\Lambda}_{1}$ such that $\bigcup_{i \text { even }} \Lambda_{i} \subset$ $\check{\Lambda}_{0}$ and $\bigcup_{i \text { odd }} \Lambda_{i} \subset \check{\Lambda}_{1}$, and let $Q_{0}, Q_{1}$ be projections onto the coordinates $\Lambda_{0}, \check{\Lambda}_{1}$ respectively. Then, by Assumption 4, we have upper bound estimates on $\left\|Q_{0} R_{\mathcal{P}_{0}}^{\hat{\Lambda}}\right\|$ and $\left\|Q_{1} R_{\mathcal{P}_{1}}^{\hat{\Lambda}}\right\|$, and we have $\left\|\Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{1}}\right\|,\left\|\Gamma_{\mathcal{P}_{1}} R_{\mathcal{P}_{1}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}}\right\| \ll 1$. Thus, we can write $R^{\widehat{\Lambda}}=Q_{0} R^{\widehat{\Lambda}}+Q_{1} R^{\widehat{\Lambda}}$ and expand each term using an infinite resolvent expansion alternating between $\mathcal{P}_{0}$ and $\mathcal{P}_{1}$, the first term starting with $\mathcal{P}_{0}$ and the second term starting with $\mathcal{P}_{1}$. This will give an upper bound on $\left\|R^{\hat{\Lambda}}\right\|$, ensuring it is well-defined.

Suppose $m, n \in \widehat{\Lambda}$ and $|m-n| \geqslant \widehat{\ell}$. Because the $\widehat{\Lambda}_{i}$ cover $\widehat{\Lambda}$ with overlaps of size at least $2 \hat{\ell}$, there must some $\widehat{\Lambda}_{i} \ni m$ such that $m$ is separated from its boundary by at least $\hat{\ell}$. Without loss of generality, let this be $\widehat{\Lambda}_{0}$.

Suppose first that $\operatorname{dist}\left(n, \Lambda_{i}\right)>\ell$ for all $\Lambda_{i}$. We expand the resolvent first from the left using $\mathcal{P}_{0}$, then from the right using the partition $\mathcal{P}$ defined in Assumption 4 , and then from the left alternating between $\mathcal{P}_{1}$ and $\mathcal{P}_{0}$ :

$$
\begin{equation*}
R^{\hat{\Lambda}}=R_{\mathcal{P}_{0}}^{\hat{\Lambda}}-R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}}^{\hat{\Lambda}}+R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}_{1}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}} R_{\mathcal{P}}^{\hat{\Lambda}}-R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}_{1}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{1}} R_{\mathcal{P}_{0}}^{\hat{}} \Gamma_{\mathcal{P}} R_{\mathcal{P}}^{\hat{\Lambda}}+\ldots \tag{A.5}
\end{equation*}
$$

We now expand $R^{\hat{\Lambda}}(m, n)$ using (A.5). Since $|m-n| \geqslant \hat{\ell}$, the first term is bounded by $e^{-\tilde{\gamma}|m-n|}$ by Lemma A.2. The second term gives a sum of terms of the form $\varepsilon R_{\mathcal{P}_{0}}^{\hat{\Lambda}}(m, p \pm 1) R_{\mathcal{P}}^{\widehat{\Lambda}}(p, n)$ where $p \in \Lambda_{i}$ for some $i$; then $R_{\mathcal{P}}^{\hat{\Lambda}}(p, n)=0$ because $n$ does not belong to any $\Lambda_{i}$. Subsequent terms are of the form

$$
\begin{equation*}
(-1)^{k+1} \varepsilon^{k+1} R_{\mathcal{P}_{0}}^{\hat{\Lambda}}\left(p_{0}, q_{0}\right) R_{\mathcal{P}_{1}}^{\hat{\Lambda}}\left(p_{1}, q_{1}\right) \cdots R_{\mathcal{P}_{k}}^{\hat{\Lambda}}\left(p_{k}, q_{k}\right) R_{\mathcal{P}}^{\hat{\Lambda}}\left(p_{k+1}, n\right) \tag{A.6}
\end{equation*}
$$

for $k \geqslant 1$, where $p_{0}=m$, and for $0 \leqslant i<k, q_{i}$ is a boundary point of the interval in $\mathcal{P}_{i}$ containing $p_{i}$, and $p_{i+1}=q_{i} \pm 1 ; p_{k+1}$ is a boundary point of the interval in $\mathcal{P}$ containing $n$, and $q_{k}=p_{k+1} \pm 1$.

The structure of the intervals, our assumption on $m$, and Lemma A. 2 guarantee that $\log \left|R_{\mathcal{P}_{i}}^{\hat{\Lambda}}\left(p_{i}, q_{i}\right)\right| \leqslant-\widetilde{\gamma}\left|p_{i}-q_{i}\right|$ for all $0 \leqslant i<k$. Similarly, Assumption 4 guarantees $\log \left|R_{\mathcal{P}}^{\hat{\Lambda}}\left(p_{k+1}, n\right)\right| \leqslant-\gamma\left|p_{k+1}-n\right|$. To estimate $\left|R_{\mathcal{P}_{k}}^{\hat{\Lambda}}\left(p_{k}, q_{k}\right)\right|$, we note that $q_{k}$ must be near some $\Lambda_{j}$ (i.e., either $q_{k} \in \Lambda_{j}$ or $\operatorname{dist}\left(q_{k}, \Lambda_{j}\right) \leqslant \ell$ ), and we make the following considerations:

- If $k$ shares the same parity as $j$, then in order for $R_{\mathcal{P}_{k}}^{\hat{\Lambda}}\left(p_{k}, q_{k}\right)$ to be nonzero, we must have $p_{k} \in \Lambda_{j} \in \mathcal{P}_{k}$. Then (A.2) applies, and $\left|p_{k}-q_{k}\right| \leqslant 2 \ell+|\log \hat{\rho}| \leqslant 3 M$, giving $\left|R_{\mathcal{P}_{k}}^{\hat{\Lambda}}\left(p_{k}, q_{k}\right)\right|=\left|R^{\hat{\Lambda}_{j}}\left(p_{k}, q_{k}\right)\right| \leqslant 2 \varepsilon^{-1} \widehat{\rho}^{-1} \leqslant 2 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \widetilde{\gamma}} e^{-\tilde{\gamma}\left|p_{k}-q_{k}\right|}$.
- If $k$ and $j$ have opposite parities, then $\left|p_{k}-q_{k}\right| \geqslant 2 \hat{\ell}-\ell \geqslant 5 M \geqslant \hat{\ell}$. Thus either $R_{\mathcal{P}_{k}}^{\hat{\Lambda}}\left(p_{k}, q_{k}\right)=0$, or Lemma A.2 applies, giving $\log \left|R_{\mathcal{P}_{k}}^{\hat{\Lambda}}\left(p_{k}, q_{k}\right)\right| \leqslant-\widetilde{\gamma}\left|p_{k}-q_{k}\right|$.

Finally, since $|m-n| \leqslant\left|p_{k+1}-n\right|+\sum_{i=0}^{k}\left|p_{i}-q_{i}\right|+k+1$, and $\varepsilon^{k+1} \leqslant e^{-\tilde{\gamma}(k+1)}$, each term of the form (A.6) is bounded by $2 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}} e^{-\tilde{\gamma}|m-n|}$. By the same considerations, but using the fact that $\left|p_{i}-q_{i}\right| \geqslant \hat{\ell}$ for all $0 \leqslant i<k$, each term of the form (A.6) is bounded by $2 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}} e^{-k \tilde{\gamma} \hat{\ell}}$. We consider the first term $R_{\mathcal{P}_{0}}^{\hat{\Lambda}}(m, n)$ from (A.5) to be the sole term of the expansion with $k=0$, and note that the same bounds apply.

In the case that $n \in \Lambda_{j}$ or $\operatorname{dist}\left(n, \Lambda_{j}\right) \leqslant \ell$, we follow the same procedure but do not use $\mathcal{P}$, i.e., we use the expansion

$$
\begin{equation*}
R^{\hat{\Lambda}}=R_{\mathcal{P}_{0}}^{\hat{\Lambda}}-R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}_{1}}^{\hat{\Lambda}}+R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}_{1}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{1}} R_{\mathcal{P}_{0}}^{\hat{\Lambda}}-R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}_{1}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{1}} R_{\mathcal{P}_{0}}^{\hat{\Lambda}} \Gamma_{\mathcal{P}_{0}} R_{\mathcal{P}_{1}}^{\hat{\Lambda}}+\ldots \tag{A.7}
\end{equation*}
$$

to obtain terms of the form

$$
\begin{equation*}
(-1)^{k} \varepsilon^{k} R_{\mathcal{P}_{0}}^{\hat{\Lambda}}\left(p_{0}, q_{0}\right) R_{\mathcal{P}_{1}}^{\hat{\Lambda}}\left(p_{1}, q_{1}\right) \cdots R_{\mathcal{P}_{k}}^{\hat{\Lambda}}\left(p_{k}, q_{k}\right) \tag{A.8}
\end{equation*}
$$

where $p_{0}=m, q_{k}=n$, and for $0 \leqslant i<k, q_{i}$ is a boundary point of the interval in $\mathcal{P}_{i}$ containing $p_{i}$, and $p_{i+1}=q_{i} \pm 1$. By considerations analogous to those in the first case, we obtain the same bounds $2 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}} e^{-\tilde{\gamma}|m-n|}$ and $2 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}} e^{-k \tilde{\gamma} \ell}$ for each term of the form (A.8).

Since each $p_{i}$ gives two choices for $q_{i}$, there are at most $2^{k+1}$ nonzero terms of the form (A.6) or (A.8) for each nonzero value of $k$. Let $k_{0}=\left\lceil\frac{|m-n|}{\hat{\ell}}\right\rceil$. For the at most $2^{k_{0}+1}$ terms with $k<k_{0}$, we use the bound $2 \widehat{\rho}^{-1} e^{3 M} \tilde{\gamma} e^{-\tilde{\gamma}|m-n|}$, while we use the bound
$2 \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}} e^{-k \tilde{\gamma} \ell}$ for $k \geqslant k_{0}$, giving

$$
\begin{aligned}
\left|R^{\hat{\Lambda}}(m, n)\right| & \leqslant 2 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}}\left(2^{k_{0}+1} e^{-\tilde{\gamma}|m-n|}+\sum_{k=k_{0}}^{\infty} 2^{k+1} e^{-k \tilde{\gamma} \hat{\ell}}\right) \\
& \leqslant 4 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}}\left(2^{k_{0}} e^{-\tilde{\gamma}|m-n|}+2^{k_{0}+1} e^{-\tilde{\gamma} k_{0} \hat{\ell}}\right) \\
& \leqslant 4 \varepsilon^{-1} \widehat{\rho}^{-1} e^{3 M \tilde{\gamma}^{k_{0}+2}} e^{-\tilde{\gamma}|m-n|} \\
& \leqslant 2^{|m-n| / \hat{\ell}+5} \varepsilon^{-1} \hat{\rho}^{-1} e^{3 M \tilde{\gamma}} e^{-\widetilde{\gamma}|m-n|} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\log \left|R^{\hat{\Lambda}}(m, n)\right| & \leqslant-\left(\widetilde{\gamma}-\frac{\log 2}{\hat{\ell}}-\frac{5 \log 2+|\log \varepsilon|+|\log \hat{\rho}|+3 M \widetilde{\gamma}}{|m-n|}\right)|m-n| \\
& \leqslant-\left(\tilde{\gamma}-\frac{10|\log \varepsilon| M}{\hat{\ell}}\right)|m-n| \\
& \leqslant-\hat{\gamma}|m-n|
\end{aligned}
$$

## B Proofs of preliminaries

Below we collect proofs of the foundational results from the introduction.

## B. 1 Perturbation theory lemmas

Proof of Lemma 1.1. We proceed by contraposition. Suppose $\operatorname{rank}(\chi)<\operatorname{rank}(P)$. Then $\operatorname{dim}(\operatorname{ker}(\chi))+\operatorname{dim}(\operatorname{im}(P))>\operatorname{dim}(V)$ by rank-nullity. Consequently, $\operatorname{ker}(\chi) \cap$ $\operatorname{im}(P)$ contains a unit vector $P v$. But then

$$
\|(I-\chi) P v\|=\|P v\|=1
$$

so $\|(I-\chi) P\| \geqslant 1$.
Proof of Lemma 1.2. There must be an eigenvalue in $\bar{B}_{\delta}\left(E_{*}\right)$, since

$$
\delta^{2} \geqslant\left\|\left(A-E_{*}\right) \phi\right\|^{2}=\left\|\left(A-E_{*}\right) \chi_{\mathbb{R}}(A) \phi\right\|^{2} \geqslant \inf _{\lambda_{j} \in \operatorname{sp} A}\left|\lambda_{j}-E_{*}\right|^{2} .
$$

By assumption we have

$$
\begin{aligned}
\delta^{2} \geqslant\left\|\left(A-E_{*}\right) \phi\right\|^{2} & \geqslant\left\|\left(I-\chi_{B_{\rho}\left(E_{*}\right)}(A)\right)\left(A-E_{*}\right) \phi\right\|^{2} \\
& \geqslant \rho^{2}\left\|\left(I-\chi_{B_{\rho}\left(E_{*}\right)}(A)\right) \phi\right\|^{2}
\end{aligned}
$$

which is (1.4). To see (1.5), notice that, since

$$
\left\|\left(I-\chi_{B_{\rho}\left(E_{*}\right)}(A)\right) \phi\right\|^{2}=1-\left\|\chi_{B_{\rho}\left(E_{*}\right)}(A) \phi\right\|^{2} \leqslant(\delta / \rho)^{2}
$$

it follows from $\chi_{B_{\rho}\left(E_{*}\right)}(A)^{2}=\chi_{B_{\rho}\left(E_{*}\right)}(A)$ that

$$
\begin{aligned}
\|\phi-\psi\|^{2} & =2\left(1-\left\|\chi_{B_{\rho}\left(E_{*}\right)}(A) \phi\right\|\right) \\
& \leqslant 2\left(1-\left\|\chi_{B_{\rho}\left(E_{*}\right)}(A) \phi\right\|^{2}\right) \\
& \leqslant 2(\delta / \rho)^{2}
\end{aligned}
$$

which was the claim.
Proof of Lemma 1.3. The family of eigenpairs $(\mathbf{E}, \psi)(\theta)$ in question are the implicit function defined by the vanishing of

$$
F(E, \phi, \theta):=\left[\begin{array}{c}
(A(\theta)-E) \phi \\
\langle\phi, \phi\rangle-1
\end{array}\right] .
$$

Indeed, since $E_{*}$ is simple, one has that

$$
\left(D_{(E, \phi)} F\right)\left(E_{*}, \psi_{*}, \theta_{*}\right)=\left[\begin{array}{cc}
A\left(\theta_{*}\right)-E_{*} & -\psi_{*} \\
2 \psi_{*}^{\top} & 0
\end{array}\right]
$$

is non-singular: denoting $P=\psi_{*} \psi_{*}^{\top} \oplus 1$ and $Q=I-P$, one computes via the Schur complement that

$$
\begin{aligned}
\operatorname{det}\left(\left(D_{(E, \phi)} F\right)\left(E_{*}, \psi_{*}, \theta_{*}\right)\right) & =\operatorname{det}\left(\left[\begin{array}{cc}
0 & -1 \\
2 & 0
\end{array}\right]\right) \operatorname{det}\left(Q\left(A\left(\theta_{*}\right)-E_{*}\right) Q\right) \\
& =2 \prod_{\lambda_{j} \neq E_{*}}\left(\lambda_{j}-E_{*}\right) \neq 0
\end{aligned}
$$

Thus the implicit function $(\mathbf{E}, \psi)(\theta)$ is defined in a neighborhood of $\theta_{*}$ and twicedifferentiable at $\theta_{*}$.

We differentiate the eigenvalue relation $(A-\mathbf{E}) \psi=0$ at $\theta_{*}$ to get that

$$
\begin{equation*}
\left(A^{\prime}-\partial_{\theta} \mathbf{E}\right) \psi=-(A-\mathbf{E}) \partial_{\theta} \psi . \tag{B.1}
\end{equation*}
$$

Equation (1.7) follows by taking inner products of the relation (B.1) with $\psi$; (1.8) follows from the uniqueness of the implicit function since (1.8) satisfies (B.1); and (1.9) follows by differentiating (1.7). Finally, (1.10) is immediate from (1.8).

Finally, we have the simple proof of the Poisson formula:
Proof of Lemma 1.4. This follows by applying the resolvent $R^{\Lambda}(E)$ to the observation

$$
\left(H^{\Lambda}-E\right) \psi=\varepsilon \psi(a-1) \delta_{a}+\varepsilon \psi(b+1) \delta_{b} .
$$

## B. 2 Cauchy Interlacing Theorem

The Cauchy Interlacing Theorem 3.7 follows from the Min-Max Principle:
Proof of Theorem 3.7. If $w_{j}$ is an eigenvector for $B$ with eigenvalue $\beta_{j}$ and $W_{j}^{m}:=$ $\operatorname{span}\left\{w_{j}, \ldots, w_{m}\right\}$, then one has that $P^{*} W_{1}^{k}$ is a $k$-dimensional subspace of $\mathbb{R}^{n}$ and

$$
\begin{aligned}
\beta_{k} & =\max _{y \in W_{1}^{k}} \frac{\langle B y, y\rangle}{\|y\|^{2}}=\max _{y \in W_{1}^{k}} \frac{\left\langle P A P^{*} y, y\right\rangle}{\|y\|^{2}}=\max _{y \in W_{1}^{k}} \frac{\left\langle A\left(P^{*} y\right), P^{*} y\right\rangle}{\left\|P^{*} y\right\|^{2}} \\
& \geqslant \min _{U}\left\{\max _{x}\left\{\frac{\langle A x, x\rangle}{\|x\|^{2}}: x \in U \backslash\{0\}\right\}: \operatorname{dim}(U)=k\right\}=\alpha_{k} .
\end{aligned}
$$

On the other hand, one has that $P^{*} W_{k}^{m}$ is an $m-k+1=n-(n-m+k)+1$-dimensional subspace, and one likewise has that

$$
\begin{aligned}
\beta_{k} & =\min _{y \in W_{k}^{m}} \frac{\left\langle A\left(P^{*} y\right), P^{*} y\right\rangle}{\left\|P^{*} y\right\|^{2}} \\
& \leqslant \max _{U}\left\{\min _{x}\left\{\frac{\langle A x, x\rangle}{\|x\|^{2}}: x \in U \backslash\{0\}\right\}: \operatorname{dim}(U)=m-k+1\right\}=\alpha_{n-m+k}
\end{aligned}
$$

## B. 3 Eigenvalue separation lemma

This lemma is classical (cf. [14, 20]), but we include a proof for the sake of completeness. Consider the transfer matrix

$$
A(V, E)=\left[\begin{array}{cc}
\frac{V_{0}-E}{-\varepsilon} & -1 \\
1 & 0
\end{array}\right]
$$

with associated Schrödinger cocycle

$$
M_{[a, b]}(V, E):=\prod_{k=b}^{a} A\left(S^{k} V, E\right)
$$

where $\left(S^{k} V\right)_{m}=V_{m+k}$, the product concatenates on the right, and $b \geqslant a$.
By definition, one has that $\psi=\psi(n)$ solves the formal Schrödinger difference equation if and only if

$$
M_{[a, b]}(V, E)\left[\begin{array}{c}
\psi(a) \\
\psi(a-1)
\end{array}\right]=\left[\begin{array}{c}
\psi(b) \\
\psi(b-1)
\end{array}\right]
$$

for all $n \in \mathbb{Z}$. We also have the fundamental cocycle identity

$$
\begin{equation*}
M_{[a, b]}(V, E)=M_{[c+1, b]}(V, E) M_{[a, c]}(V, E), \quad a \leqslant c<b . \tag{B.2}
\end{equation*}
$$

The proof of Lemma 1.5 comes from the simplicity of the eigenvalues of $H^{\widehat{\Lambda}}$ and the orthogonality of the corresponding eigenvectors; namely, forcing a sufficient proportion of the masses of two distinct eigenvectors into the same window pushes the corresponding eigenvalues apart. We make this quantitative below:

Proof of Lemma 1.5. If $\left|\widehat{E}_{2}-\widehat{E}_{1}\right| \geqslant \varepsilon\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right) /|\Lambda|^{2}$, the claim follows immediately; suppose for the remainder of the proof that

$$
\left|\hat{E}_{2}-\hat{E}_{1}\right|<\varepsilon\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right) /|\Lambda|^{2} .
$$

Denote $[a, b]:=\widehat{\Lambda},[c, d]:=\Lambda$, and $\overrightarrow{\psi_{k}}:=\left[\widehat{\psi}_{k}(c), \widehat{\psi}_{k}(c-1)\right]^{\top}$. Since the eigenvectors $\widehat{\psi}_{k}$ are real, we may suppose they are normalized at the left endpoint $c$ of $\Lambda$ such that

$$
\left\|\vec{\psi}_{k}\right\|^{2}=1, \quad k=1,2
$$

and

$$
\left\langle\vec{\psi}_{1}, \vec{\psi}_{2}\right\rangle \geqslant 0 .
$$

In particular, we note for later use that $\left\|\widehat{\psi}_{k}\right\|^{2} \geqslant\left\|\vec{\psi}_{k}\right\|^{2} \geqslant 1$. With this normalization, if $\theta \in\left(0, \pi / 2\right.$ ] denotes the acute angle between $\vec{\psi}_{1}$ and $\vec{\psi}_{2}$, one has

$$
\begin{aligned}
1-\left\langle\vec{\psi}_{1}, \vec{\psi}_{2}\right\rangle & =1-\cos \theta \leqslant 1-\cos ^{2} \theta \\
& \leqslant \sin ^{2} \theta \leqslant \sin \theta \\
& =\left|\widehat{\psi}_{1}(c) \widehat{\psi}_{2}(c-1)-\widehat{\psi}_{1}(c-1) \widehat{\psi}_{2}(c)\right|=:\left|W\left(\widehat{\psi}_{1}, \widehat{\psi}_{2}\right)(c)\right|
\end{aligned}
$$

and consequently

$$
\frac{1}{2}\left\|\vec{\psi}_{1}-\vec{\psi}_{2}\right\|^{2} \leqslant\left|W\left(\widehat{\psi}_{1}, \widehat{\psi}_{2}\right)(c)\right| .
$$

By Green's identity, one has

$$
\begin{aligned}
\frac{\widehat{E}_{2}-\widehat{E}_{1}}{\varepsilon} \sum_{j=c}^{b} \widehat{\psi}_{1}(j) \widehat{\psi}_{2}(j) & =\frac{1}{\varepsilon} \sum_{j=c}^{b} \widehat{\psi}_{1}(j)\left(H^{\hat{\Lambda}} \widehat{\psi}_{2}\right)(j)-\left(H^{\hat{\Lambda}} \widehat{\psi}_{1}\right)(j) \widehat{\psi}_{2}(j) \\
& =W\left(\hat{\psi}_{1}, \widehat{\psi}_{2}\right)(c)-W\left(\hat{\psi}_{1}, \widehat{\psi}_{2}\right)(b+1)
\end{aligned}
$$

Since $\hat{\psi}_{k}$ are eigenfunctions for $H^{[a, b]}$, they satisfy the Dirichlet boundary condition at $b$; in particular, $W\left(\widehat{\psi}_{1}, \widehat{\psi}_{2}\right)(b+1)=0$, and we see

$$
\left|W\left(\widehat{\psi}_{1}, \widehat{\psi}_{2}\right)(c)\right|=\left|\frac{\widehat{E}_{2}-\widehat{E}_{1}}{\varepsilon} \sum_{j=c}^{b} \widehat{\psi}_{1}(j) \widehat{\psi}_{2}(j)\right| \leqslant\left|\widehat{E}_{2}-\widehat{E}_{1}\right|\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|
$$

by the Cauchy-Schwarz inequality. Combining these observations, we see that

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left\|\vec{\psi}_{1}-\vec{\psi}_{2}\right\| \leqslant\left(\frac{\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|\right)^{1 / 2} \tag{B.3}
\end{equation*}
$$

We will apply observation ( (B.3) with a telescoping estimate on transfer matrices to get an upper estimate on $\left.\| \widehat{\widehat{\psi}_{1}}-\widehat{\psi}_{2}\right) \|_{\Lambda}^{2}$ in terms of $\left|\widehat{E}_{2}-\widehat{E}_{1}\right|$. Specifically, we have

$$
\begin{aligned}
\left\|M_{[c, d]}\left(V, \widehat{E}_{1}\right)-M_{[c, d]}\left(V, \widehat{E}_{2}\right)\right\| & \leqslant \sum_{j \in \Lambda} \frac{\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}\left\|M_{[c, j-1]}\left(V, \widehat{E}_{1}\right)\right\|\left\|M_{[j+1, d]}\left(V, \widehat{E}_{2}\right)\right\| \\
& \leqslant \frac{\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}|\Lambda|\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right)^{(|\Lambda|-1) / 2}
\end{aligned}
$$

and consequently

$$
\begin{aligned}
\| \widehat{\psi}_{1} & -\widehat{\psi}_{2} \|_{\Lambda} \leqslant \sum_{j \in \Lambda}\left|\widehat{\psi}_{1}(j)-\widehat{\psi}_{2}(j)\right| \\
& \leqslant \sum_{j \in \Lambda}\left\|M_{[c, j]}\left(V, \widehat{E}_{1}\right) \vec{\psi}_{1}-M_{[c, j]}\left(V, \widehat{E}_{2}\right) \vec{\psi}_{2}\right\| \\
& \leqslant \sum_{j \in \Lambda}\left\|M_{[c, j]}\left(V, \widehat{E}_{1}\right)-M_{[c, j]}\left(V, \widehat{E}_{2}\right)\right\|+\left\|M[c, j]\left(V, \widehat{E}_{2}\right)\left(\vec{\psi}_{1}-\vec{\psi}_{2}\right)\right\| \\
& \leqslant \frac{\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}|\Lambda|^{2}\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right)^{(|\Lambda|-1) / 2}+|\Lambda|\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right)^{|\Lambda| / 2}\left(\frac{2\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|\right)^{1 / 2} .
\end{aligned}
$$

Since $\left|\widehat{E}_{2}-\widehat{E}_{1}\right|<\varepsilon\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right) /|\Lambda|^{2}$ by our very first assumption, it follows that

$$
\left\|\hat{\psi}_{1}-\widehat{\psi}_{2}\right\|_{\Lambda} \leqslant\left(\frac{\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}\right)^{1 / 2}|\Lambda|\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right)^{|\Lambda| / 2}\left(1+\sqrt{2}\left(\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|\right)^{1 / 2}\right)
$$

and thus

$$
\begin{aligned}
\left\|\widehat{\psi}_{1}-\widehat{\psi}_{2}\right\|_{\Lambda}^{2} & \leqslant \frac{\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}|\Lambda|^{2}\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right)^{|\Lambda|}\left(1+\sqrt{2}\left(\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|\right)^{1 / 2}\right)^{2} \\
& <6 \frac{\left|\widehat{E}_{2}-\widehat{E}_{1}\right|}{\varepsilon}|\Lambda|^{2}\left(\left(\frac{m_{\Lambda}}{\varepsilon}\right)^{2}+2\right)^{|\Lambda|}\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|
\end{aligned}
$$

where in the last line we used that $1 \leqslant\left(\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|\right)^{1 / 2}$ and $(1+\sqrt{2})^{2}<6$.
On the other hand, since $\hat{\psi}_{1}$ and $\widehat{\psi}_{2}$ are eigenfunctions for different eigenvalues, they are orthogonal, and we have

$$
\begin{aligned}
\left\|\hat{\psi}_{1}-\widehat{\psi}_{2}\right\|_{\Lambda}^{2} & =\left\|\hat{\psi}_{1}-\widehat{\psi}_{2}\right\|^{2}-\left\|\hat{\psi}_{1}-\widehat{\psi}_{2}\right\|_{\hat{\Lambda} \backslash \Lambda}^{2} \\
& \geqslant\left(\left\|\widehat{\psi}_{1}\right\|^{2}+\left\|\widehat{\psi}_{2}\right\|^{2}\right)-\frac{1}{2}\left(\left\|\widehat{\psi}_{1}\right\|^{2}+\left\|\widehat{\psi}_{2}\right\|^{2}\right) \\
& \geqslant \frac{1}{2}\left(\left\|\widehat{\psi}_{1}\right\|^{2}+\left\|\widehat{\psi}_{2}\right\|^{2}\right) \\
& \geqslant\left\|\widehat{\psi}_{1}\right\|\left\|\widehat{\psi}_{2}\right\|
\end{aligned}
$$

where the first line above uses orthogonality of vectors with disjoint supports, the second uses orthogonality of distinct eigenvectors and the localization assumption $\left\|\widehat{\psi}_{k}\right\|_{\Lambda}^{2} \geqslant\left\|\widehat{\psi}_{k}\right\|^{2} / 2$, and the fourth line uses the inequality of arithmetic and geometric means.

Combining the upper and lower bounds on $\left\|\widehat{\psi}_{1}-\widehat{\psi}_{2}\right\|_{\Lambda}^{2}$ above yields the claim.
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