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Abstract

The use of partition function zeros in the study of phase transition is growing
in the last decade mainly due to improved numerical methods as well as novel
formulations and analysis. In this paper the impact of different parameters
choice for the energy probability distribution (EPD) zeros recently introduced
by Costa et al is explored in search for optimal values. Our results indicate that
the EPD method is very robust against parameter variations and only small
deviations on estimated critical temperatures are found even for large variation
of parameters, allowing to obtain accurate results with low computational cost.
A proposal to circumvent potential convergence issues of the original algorithm
is presented and validated for the case where it occurs.

Keywords: Phase Transition, Potts Model, Ising Model, Function Partition
Zeros, EPD Zeros, Fisher Zeros.

1. Introduction

Phase transition is one of the core subjects in statistical physics. Several
interesting behaviors such as superconductivity, ferromagnetism, and many oth-
ers, emerge in systems after a phase transition. The concept of phase itself is
somewhat difficult to broadly define but one can easily identify it in the pres-
ence of phase boundaries or phase coexistence. At those boundaries, where a
phase transition occurs, it is well known that the system’s free energy has a non-
analytic behavior which leads to divergences or discontinuities in its derivatives,
i.e., in a phase transition it is expected to see quantities like magnetization and
specific heat presenting discontinuities or divergences. To study these behaviors,
several approximated methods were developed, Mean field approximations [1],
the renormalization group [2], Monte Carlo [3] method and finite size scaling
theory [4] are some of the most used approaches. In addition to those, Yang-
Lee [5] introduced a different way to study phase transitions. They rewrote the
grand canonical partition function as a polynomial in the complex fugacity plane
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and showed that the polynomial’s roots have all the systems’ thermodynamic
information, such as the partition function itself. Furthermore, they showed
that at the thermodynamic limit the density of roots completely determines
the system critical behavior accumulating near phase transition points; those
roots are called Yang-Lee zeros. The theory of zeros developed by Yang-Lee is
among the few rigorous theories regarding phase transitions and is considered
a cornerstone of statistical physics.

The concept of Yang-Lee zeros was extended by Fisher [6] to the canonical
ensemble, where the canonical partition function was rewritten as a polynomial
in the complex temperature plane. However, solving this polynomial showed
to be a challenge. Even for simple systems the polynomial has a high degree
easily surpassing four or more orders of magnitude. Its coefficients are given
by the density of states, a quantity difficult to find and known exactly only
for a few systems. Moreover, for most systems, the density of states has huge
values making the polynomial even more difficult to deal with. Because of those
characteristics, even for the state of the art root finder algorithms, one may
expect several numerical instabilities.

The caveat of the Fisher zeros polynomial raised above was solved by Costa,
Mól and Rocha in [7], where the polynomial was simplified after a transforma-
tion. The main advantage of this method lies in the fact that the transformed
polynomial has as coefficients the energy probability density (EPD), being pos-
sible to judiciously discard coefficients regarding states with low probability to
occur without losing relevant thermodynamic information, drastically reducing
the polynomial degree.

Although the EPD zeros were successfully applied to the study of phase tran-
sitions, such as discontinuous, continuous and topological ones [7, 8, 9], some
points still need to be clarified. Since the EPD method is highly dependent on
the zero’s positions, changes in the polynomial’s coefficients such as coefficient
discards or statistical fluctuations when estimating the EPD, may have a signif-
icant impact in quantities found by the method such as the critical temperature
or critical exponent. To exemplify the problem, figure 1 shows EPDs and their
respective map of zeros for different coefficient discard thresholds and different
Monte Carlo steps (MCS) used to build the EPD. Although the map of zeros
shown is different for each choice of coefficients discard threshold and number of
Monte Carlos Steps, they all represent the same system and should give results
for critical temperature and critical exponents statistically equivalents. With
this in mind, in this contribution we address the effects of choosing different
coefficient discard thresholds and MCS when using the EPD zeros approach
in systems displaying continuous and discontinuous phase transition. In what
follows we briefly describe the Fisher and EPD zeros methods and the models
we considered. Results for the Ising model and the six-state Potts model are
shown in sections 5.1.1 and 5.2, respectively. A convergence issue found for the
Ising model is discussed in section 5.1.2 and its solution in section 5.1.3. The
conclusions and final remarks are drawn in section 6.
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Figure 1: a) Two EPD for a square lattice Ising model with lattice size L = 150 at
temperature T = 2.2700J/kb. The vertical lines indicate four different discard thresholds
10−1, 10−2, 10−3, 10−4. For each threshold only states between the marked vertical lines are
considered as coefficients of the polynomial. b) Map of zeros made using the EPD for 109

and 106 MCS without discarding any coefficient. c) Map of zeros made using the EPD with
109 MCS and with discard thresholds of 10−4 and 10−1. Although the map of zeros in b)
and c) are different, they represent the same system, and the EPD method should give results
statistically equivalent to each other.
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2. Fisher zeros

Following the ideas of Yang-Lee [5], Fisher [6] considered an analytic con-
tinuation of the temperature to the complex plane and rewrote the canonical
partition function Z as a polynomial,

Z =
∑
E

g(E)e−βE = e−βεo
∑
n

gnz
n , (1)

where z = e−βε, β = 1/kBT is the inverse temperature, kB is the Boltzmann
constant, g(E) is the density of states, the energy E is discretized by setting it
to En = εo + nε with n ∈ N, ε0 and ε being constants and gn = g(En) [10].
Since the polynomial’s coefficients are positive, g(E) ≥ 0, all roots appear as
conjugate pairs, and none of them are in the positive real axis. Only in the
thermodynamic limit, at points where a phase transition occurs, it is expected
to see a real positive root zc; these roots are called dominant zeros or leading
zeros.

3. EPD zeros

The EPD zeros are obtained by multiplying Eq. 1 by e−βoEeβoE = 1. Then,

Z =
∑
E

g(E)e−βoEe−(β−βo)E = e−∆βεo
∑
n

hn(βo)x
n, (2)

where βo = 1/kbTo is an arbitrary inverse temperature, ∆β = β−βo, h(E, βo) =
g(E)e−βoE is the non-normalized energy probability distribution function at
βo and x = e−∆βε. We notice this corresponds to a rescaling of the Fisher
zeros since x = e−βoεz. The main improvement is that since states with low
probability to occur have little relevance to the system thermodynamics at βo
they can be discarded. By doing that, the polynomial’s degree is drastically
reduced. Furthermore, as for the Fisher zeros in the thermodynamic limit, the
dominant EPD zero approaches the real axis, touching it signalizing that a phase
transition occurred.

The EPD zeros have another important characteristic, in the thermodynamic
limit, if we choose βo = βc, where βc is the critical inverse temperature, the
dominant zero xc will be always at the point (1, 0). Moreover, for a βo not
so close to βc, the distance from the dominant zero to the point (1, 0) can be
used to estimate how far βo is from βc. Therefore, the following algorithm was
proposed to iteratively approximate βo to βc even for finite systems.

1 Build a single EPD hn(βjo) at βjo.

2 Normalize hn(βjo), so its maximum value is 1, and discard coefficients
smaller than a given threshold.

3 Find the zeros of the polynomial with coefficients given by hn(βjo).

4 Find the dominant zero, xjc.
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a) If xjc is close enough to the point (1, 0), stop.

b) Else, make βj+1
o = − ln(<[xj

c])
ε + βjo and go back to (1.).

The main idea behind it is that the point (1, 0) may behave as an attraction
point for systems with a phase transition when coefficients are discarded and fi-
nite systems are considered. In this way, as close to the transition point the EPD
is drawn, more precise the estimate of the transition temperature is, since for
reasonable choices of coefficients discard thresholds only negligible information
for the phase transition are disregarded.

4. Models

In this work, we consider two very well known spin models that serve as
benchmarks in the study of continuous and discontinuous phase transitions, the
Ising and Potts models, that we briefly present in what follows.

The Ising model Hamiltonian is given by,

H = −J
∑
<i,j>

σiσj , (3)

where J > 0 is a coupling constant, σi is a spin at site i with value ±1 and
< i, j > means a sum over nearest neighbors. The 2D version of this model in a
square lattice has a continuous phase transition at Tc = 2/ln(1 +

√
2)J/kb and

a critical exponent ν = 1 [11].
The q-states Potts model Hamiltonian is given by,

H = −J
∑
<i,j>

δ(σi, σj), (4)

where σi is a spin on the i-th site that assumes discrete values in range [1, ..., q],
J > 0 is a coupling constant, δ is the Kronecker delta, and the sum is taken over
the nearest neighbors. This model presents a continuous and a discontinuous
phase transition for q ≤ 4 and q > 4 respectively in two dimensions. Its critical
temperature is known exactly to be Tc = 1/ln(1 +

√
q)J/kb [11]. In special,

for q = 2 this model can be mapped into the Ising model by a simple energy
rescaling.

5. Results

The simulations were carried out as follows. For the Ising model, a single
spin flip process was used and three temperatures close to the critical one were
simulated using the Metropolis algorithm for lattices with lateral size ranging
from L = 90 to L = 180. For the Potts model, the Wolff [12] algorithm was
used in addition to the single spin flip and fifteen temperatures very close to the
critical one were simulated, for lattices with lateral size ranging from L = 90 to
L = 180. Moreover, multiple histograms reweighting technique [13] was applied
to create the EPDs used in the algorithm described in section 3.
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As will be described in more detail in the next section, to estimate the crit-
ical temperature and critical exponent, it is necessary to find the mean value of
Tc(L) and =m(xc(L)) for each lattice size L. Therefore, for each lattice size, 5
different simulations were made at each temperature. Then, the multiple his-
tograms reweighting technique together with the algorithm described in section
3 was used to find the values of Tc(L) and =m(xc(L)). With these values, it
is straightforward to find the mean and the errors of Tc and =m(xc) for each
lattice size. This process was used for the Ising model and the six-state Potts
model using 106, 107 and 108 MCS with discard threshold ranging from 10−100

to 10−1.
In sections 5.1.1 and 5.2, we present tables summarizing the results obtained

for Tc and ν with different discard thresholds and different MCS. Furthermore,
images shown in the next sections, unless otherwise stated, were obtained using
106 MCS for each simulated temperature and with lattice size of L = 150.

5.1. Ising model

5.1.1. Critical temperature and critical exponent

Estimates of the critical temperature were found using the following finite
size scaling equation:

Tc(L) ∼ Tc + aL−1/ν , (5)

and since the imaginary part of the dominant zero goes to zero in the ther-
modynamic limit, the following scaling equation is used to estimate the critical
exponent,

=m(xc(L)) ∼ bL−1/ν . (6)

The data used in these estimates were obtained by an automated application of
the original algorithm, corrected for a convergence issue we found and discuss
in the following sections. The results obtained for Tc and ν were summarized
in tables 1 and 2 for several combinations of thresholds and MCS. Moreover, a
typical regression for the critical temperature and critical exponent is shown in
figure 2, for the sake of clarity, the figure shows only the regression with 106

MCS. As can be seen in tables 1 and 2, all the results are close to the expected
ones, ν = 1 and Tc = 2.2691J/kb, independent of the threshold and the MCS
chosen.

Threshold MCS
106 107 108

10−100 2.2689(4) 2.2697(3) 2.2696(2)
10−4 2.2689(4) 2.2697(3) 2.2696(2)
10−3 2.2689(4) 2.2697(3) 2.2696(2)
10−2 2.2684(3) 2.2696(3) 2.2695(2)
10−1 2.2691(4) 2.2697(2) 2.2696(2)

Table 1: Results obtained for the critical temperature of the 2D Ising model using different
combinations of threshold and Monte Carlo steps.
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Threshold MCS
106 107 108

10−100 0.98(1) 0.993(5) 0.9987(9)
10−4 0.98(1) 0.994(5) 1.000(1)
10−3 0.99(1) 0.998(4) 1.0027(7)
10−2 0.98(1) 0.98(2) 0.986(4)
10−1 1.0613(4) 1.0635(2) 1.0666(6)

Table 2: Results obtained for the critical exponent ν of the 2D Ising model using different
combinations of threshold and Monte Carlo steps.
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Figure 2: Typical regression to find a) Tc and b) ν for thresholds ranging from 10−1 to 10−100.
The data obtained was made using 106 MCS and lattices of size L = 90, 120, 150, 180. All the
values found for Tc and ν were shown in tables 1 and 2

5.1.2. Convergence issue and the dominant zero

Considering all the partition function zeros, the dominant zero is the most
important one for identifying a phase transition. However, find it among other
zeros may not be an easy task for automated applications of the algorithm.
Indeed, automated applications rely simply on the identification of the domi-
nant zero as the one closer to the point (1,0) regardless of other factors. Here
we found that there are some pathological situations where zeros that are not
determinant to the phase transition may become closer to the point (1, 0) than
the dominant zero. As a consequence, the algorithm convergence to the tran-
sition temperature is affected, since non-dominant zeros may be confused with
the dominant one. As an example, in figure 3a it is shown the algorithm con-
vergence for several coefficient discard thresholds and in figure 3b an oscillating
pattern caused by the algorithm incorrectly selecting the dominant zero. It is
important to highlight that systems with lattice of size L = [90, 120, 150, 180]
were used, but only for L ≥ 150 the convergence issue was observed.

5.1.3. Solving the convergence issue

To solve this convergence issue some proprieties of the dominant zeros were
explored. At this point it is worthy to note that we defined as dominant zero
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Figure 3: a) A typical process of convergence for the discard threshold of 10−1, 10−3, 10−4

and 10−100. b) Oscillation pattern characteristic of the algorithm incorrectly selecting the
dominant zero found for the discard threshold of 10−2.

the zero closest to the point (1, 0). With that said, in a previous study [14], it
was observed that the dominant zero is stable to random perturbations in the
polynomial coefficients, i.e., applying a perturbation in the EPD following the
equation,

h∗(βo) = h(βo)× (1 + εa), (7)

where h(βo) is the EPD, h∗(βo) is the perturbed EPD, ε ∈ [−1, 1] is a uniform
random variable and a the perturbation, does not change the dominant zero
position appreciably, as can be seen in figure 4. Even for different thresholds,
the dominant zero is stable, although it is not the only stable zero, as can
be seen in figure 5. Therefore, only the stability it is not enough to identify
the dominant zero. In fact, the zeros which causes the convergence issue for
the threshold of 10−2 are highly stable, as can be seen in figure 5. To correctly
identify the dominant zero, it was added a bias to the algorithm to select among
the most stable zeros, the zero closest to the line x = 1 as the dominant one.
Then, the following algorithm was proposed to avoid the selection of undesired
zeros in automated application of the EPD zeros approach.

1. Apply a perturbation to the EPD following equation 7 and generate m
new polynomials.

2 Normalize hn(βo)
∗, so its maximum value is 1, and discard coefficients

smaller than a given threshold.

2. Find the zeros of those polynomials.

3. Select the most stable zeros.

4. Select the zero closest to the line x = 1 as the dominant zero.

With this, the dominant zero was consistently selected and the convergence
was achieved in all simulations made; Figure 6 exemplifies our finding.
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figure.
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Figure 6: Process of convergence for all threshold, including the 10−2 after applying the new
algorithm to select the dominant zero.

5.2. Six-states Potts model

The six-states Potts model has a more complex EPD due to its discontinuous
phase transition, and more care is necessary at the discard step. As can be
seen in figure 7, the EPD has two large peaks, and as described in [7] states
between those peaks that has low probability to occur should not be discarded.
Therefore, even for higher threshold such as 10−1, since intermediate states have
to be considered, almost no state is discarded. A reflection of such protection of
states is seen in the critical temperature obtained for different threshold, table 3,
where no difference in Tc is observed at any threshold. Despite this, all the values
found for Tc are close to the expected one of Tc = 0.807606J/kb independent of
the coefficients discard threshold and MCS that have been chosen.

In contrast to what we observed for the Ising model, no glimpse of conver-
gence issues was observed in this system. Indeed, as is clear from figure 7, there
are no adjacent zeros to the dominant one in this case. Therefore, automated
implementations are not expected to select undesired zeros.

Threshold MCS
106 107 108

10−6 0.80740(8) 0.80736(4) 0.80736(3)
10−4 0.80740(8) 0.80736(4) 0.80736(3)
10−3 0.80740(8) 0.80736(4) 0.80736(3)
10−2 0.80740(8) 0.80736(4) 0.80736(3)
10−1 0.80740(8) 0.80736(4) 0.80736(3)

Table 3: Critical temperature obtained for different combinations of threshold and Monte
Carlo steps.

One final remark about the six-state Potts model is that although in Ref. [7] a
simple linear adjustment did not work to find Tc, i.e., a correction to scaling had
to be used to consistently estimate Tc, in this work, using larger lattice sizes, a
correction to scaling it is not necessary. Indeed, while in Ref. [7] the lattice sizes
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Map of zeros for different thresholds where the dominant zero is easily identified.

used were L = [20, 40, 60, 80, 120] in this work we used L = [90, 120, 150, 180].
Thus, as can be seen in figure 8 the finite size scaling for the critical temperature
and imaginary part of the dominant zero for larger sizes and the results obtained
by the linear fits (see Table 3) shows no need of corrections to scaling.
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Figure 8: Linear regression to identify a) Tc and the b) imaginary part of the dominant zero
going to zero for discard thresholds ranging from 10−1 to 10−6. For clarity, the figure shows
only results for 108 MCS. The values found for Tc were shown in table 3.

6. Conclusion

In this paper, we studied how the choice of the coefficients discard threshold
and MCS used to estimate coefficients impact automated implementations of
the EPD method and its capability to find the critical temperature and critical
exponent. To do this, and thinking of expanding our results for continuous and
discontinuous phase transitions, we used 2D Ising and six-state Potts models.
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The EPD method showed to be robust against the coefficients discard thresh-
old and MCS used, given results for Tc and ν close to the expected and that
agree very well with each other even for considerable differences in the thresh-
old and MCS. This allow considerable speedups in the estimation of transition
temperatures since estimates are almost insensitive to reasonable choice of the
parameters. Indeed, results obtained using 107 or 108 MCS agree withing error
bars with minimal accuracy difference. This means that about 10 times less
computational effort is necessary to estimate critical temperature and exponent
with almost the same accuracy. As expected, we also find that the correction
to scaling used in Ref. [7] for the first order transition of the six-states Potts
model is not necessary for larger lattice sizes.

Despite the robustness of the EPD method, the Ising model showed a conver-
gence issue for a specific choice of the coefficients discard threshold, 10−2, due
to a misleading automated choice of the dominant zero. This behavior led to an
oscillating pattern in the iteration of the EPD algorithm instead of a convergent
one. To solve this issue, a bias was added to the algorithm to correctly select the
dominant zero and ignore other adjacent zeros nearby that may be mistakenly
chosen. Although this corrects the issue, we must point out that this oscillatory
behavior for the automated convergence of the Ising model was found for this
specific choice of coefficients discard threshold. The solution present here is not
unique and it may even be much more advantageous to reduce the number of
zeros by using higher coefficients discard thresholds without significant impact
in the final estimates of the critical temperature and exponent than employing
the algorithm to deal with this oscillatory behavior. Indeed, it is remarkable
how the estimates are almost insensitive to variations on the coefficients discard
threshold and on the number of MCS considered in the building of the EPD and
map of zeros. Of course, for more complicated models, the algorithm presented
here may be very useful in preventing this oscillatory behavior.
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