VLASOV EQUATIONS ON DIGRAPH MEASURES

CHRISTIAN KUEHN AND CHUANG XU

ABSTRACT. Many science phenomena are described as interacting particle systems (IPS).
The mean field limit (MFL) of large all-to-all coupled deterministic IPS is given by the solu-
tion of a PDE, the Viasov Equation (VE). Yet, many applications demand IPS coupled on
networks/graphs. In this paper, we are interested in IPS on a sequence of directed graphs,
or digraphs for short. It is interesting to know, how the limit of a sequence of digraphs
associated with the IPS influences the macroscopic MFL. This paper studies VEs on a gen-
eralized digraph, regarded as limit of a sequence of digraphs, which we refer to as a digraph
measure (DGM) to emphasize that we work with its limit via measures. We provide (i)
unique existence of solutions of the VE on continuous DGMs, and (ii) discretization of the
solution of the VE by empirical distributions supported on solutions of an IPS via ODEs
coupled on a sequence of digraphs converging to the given DGM. Our result extends ex-
isting results on one-dimensional Kuramoto-type networks coupled on dense graphs. Here
we allow the underlying digraphs to be not necessarily dense which include many interest-
ing graphical structures such that stars, trees and rings, which have been frequently used
in many sparse network models in finance, telecommunications, physics, genetics, neuros-
cience, and social sciences. A key contribution of this paper is a nontrivial generalization of
Neunzert’s in-cell-particle approach for all-to-all coupled indistinguishable IPS with global
Lipschitz continuity in Euclidean spaces to distinguishable IPS on heterogeneous digraphs
with local Lipschitz continuity, via a measure-theoretic viewpoint. The approach together
with the metrics is different from the known techniques in LP-functions using graphons
and their generalization via harmonic analysis of locally compact Abelian groups. Fi-
nally, to demonstrate the wide applicability, we apply our results to various models in
higher-dimensional Euclidean spaces in epidemiology, ecology, and social sciences.
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1. INTRODUCTION

Dynamical systems on networks are ubiquitous with wide applications in epidemiology,
ecology, physics, social sciences, engineering, computer science, economics, neuroscience, etc.
[36]. Networks can be dense or sparse. Almost all real world networks are sparse [31]. For
instance, social networks like friendship/collaboration network are sparse [2], since each person
is connected to a finite number m of other persons on the network of the entire population,
and such m is reasonably independent of the total population size on the earth. Generally,
these social networks are locally dense while globally sparse [38]. Particle systems with short
range interactions also form a sparse network [1].

Some network models are coupled on graphs which are undirected, since the bidirectional
interaction of two nodes is symmetric, e.g., the oscillator network [46], where these particles
can be indistinguishable. Other models admit directed network structure, e.g., the epidemic
network, where the functional response of healthy individual and unhealthy individual may be
different [36]. More importantly, these networks usually have a huge number of nodes, and it
can be intractable to study these networks analytically or numerically. Both, the heterogeneity
and density /sparsity of the network, may have a non-trivial impact on the dynamics on/of it.
Let us illustrate this point by a simple Kuramoto oscillator network [36, 43, 46]:

N
(1) Bult) =i+ 5 D alsin(6(1) — 6u(1),
j=1

N
4,
matrix associated with a non-dense network GV of the following four types: ring, star, tree,
and ring of cliques' (see Figure 1). These networks are widely used in modelling real-world

where w; is the natural frequency of the i-th oscillator, and AY = (al)) is the adjacency

N clique of a graph G is an induced subgraph of G that is complete.
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phenomena (electrical network, interbank networks, television/computer networks, genetic
network, social network) in finance, telecommunications, physics, genetics, neuroscience and
social sciences [24, 43, 38, 4]. It is noteworthy that the star network is neither sparse nor
dense while a tree network, a ring network or a ring network of cliques is sparse (all nodes
have uniformly bounded neighbors), c.f. [31] (see also Definition 3.16 and the comment that
follows in Section 3). An interesting yet natural question is: As the number N of oscillators
coupled on a graph GV tends to infinity, what is the dynamics of a typical oscillator? It is
known that the empirical distribution

1 N
ax(t) = 5 D ds.0)
i=1

is used to capture the dynamics of such a typical oscillator, where J4,(;) is the Dirac measure
at ¢;(t). The weak limit of upn(t) is the so-called mean field limit (MFL). Furthermore,
it is interesting to know how the typical dynamics of the network depends on the network
structure. In order to have some understanding of this question, it seems fundamental to
characterize the MFL of (1.1).

More generally, when the number of nodes of a sequence of graphs increases to infinity, a
dynamical system coupled on a sequence of graphs may also approach a limit system. If the
convergence is pointwise, then such a limit is the so-called continuum limit of the particle
system [33]. If the convergence is weak, then this limit is the MFL.

In the paper, we will try to address the arguably most fundamental topic regarding MFL
of networks: Well-posedness and approximation of the MFL of finite dimensional dynamical
systems on networks with heterogeneity ranging from dense to sparse. In subsequent works
that follow, we will address the question how the heterogeneity and density /sparsity have an
impact on the fine dynamics (e.g., synchronization, non-synchronization, bifurcation) of the
network, in more specific contexts (e.g., for Kuramoto oscillators).

Next, we will briefly review some of the relevant results on MFL of dynamical systems on
networks.

1.1. Brief review of MFL of networks on graph limits. Classical mathematical results
on mean field theory of interacting particle systems (IPS) can be traced back at least to
the 1970s [12, 22, 35], where the MFL of dynamical systems coming from particle physics is
studied. The relevant limit differential equation describing the MFL of the (all-to-all) coupled
particle systems is the so-called Viasov Equation (VE) (on the complete graphs) [22, 35]. It
is worth mentioning that despite [22] and [35] addressed the same problem independently
with similar ideas, the metrics used in [22] and [35] are different: the Wasserstein metric is
used in [22] while the bounded Lipschitz metric is used in [35]. Systematic rigorous analysis
of MFL of dynamical systems coupled on heterogeneous graphs seems to appear rather late,
until the emergence of studies on limits of graph sequences [31, 29, 3]. In order to fully
understand the impact of a sequence of discrete objects (graphs) on the dynamical behavior
of the systems, one may need to find a way to represent these discrete objects in terms of
analytical forms, which has only been developed recently, e.g., by Lovész [31], Szegedy [44],
and Backhausz [3]. Most of these works focus on representing finite graphs and limit of
a sequence of dense graphs as a function, so-called graphons [44, 31]. With this analytical
representation of the discrete object, more works on MFL of dynamical systems (deterministic
or stochastic) on graphons (deterministic or random) started to appear, see e.g. [28, 5]. With
the most recent development of graphops (for precise definitions, see [3] or Section 3 below),
operator representation of graph limits which may include sparse graphs, dense graphs, and
those of intermediate density/sparsity, [25] investigated MFLs of Kuramoto networks. We
point out that thus far there have been several studies on MFLs of systems on graphons with
wide applications, in control theory [14], neural networks and machine learning [41], etc. It is
worth pointing out that [28] seems the first addressing the graphon MFL of dynamical systems
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FIGURE 1. Types of non-dense networks/graphs GV with N labelled nodes.
Top Left: Ring network. Top Right: Star network. Middle: Hierarchical
tree network. Bottom: Ring network of cliques of size 3. Every node of a
ring network has exactly two neighbors (degree 2). Every node except the
red central node of a star network has exactly one neighbor while the central
node has N — 1 neighbors. For the binary tree network, every node at all
levels except the first and the last has 3 neighbors while the red root node
has 2 neighbors and the blue nodes at the last level has 1 neighbor. For the
ring of cliques network, red nodes on the ring have 4 neighbors while nodes
off the ring have 2 neighbors.

introducing a fiber characteristic equation, at least in the context of Kuramoto models. In this
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paper, we will try to address the MFL problem from the viewpoint of measure theory, i.e.,
by treating the digraph limits as a measure-valued function (digraph measures as we name
below), which naturally includes limits of classes of sparse graphs. Note that it is not new to
regard limit of sparse graphs as measures [29, 3]. Nevertheless, it seems our paper is the first
to address MFL problem taking the measure analytic representation of graphs, by finding a
proper complete metric space to work with. To find a suitable complete metric space with a
good metric seems the arguably most crucial part in successfully addressing the MFL problem
with heterogeneity [28, 25].

Next, let us review two relevant papers [28, 25] in a bit more detail. In [28], by extending
Neunzert’s idea [35] and introducing a fiber characteristic equation, the aforementioned two
topics were investigated for a particular model (the Kuramoto oscillator model) coupled on
graphons with a one-dimensional circular phase space; in [25], the results of [28] were further
extended to graphops, where harmonic analysis on locally compact Abelian groups was used
to address the discretization of the graphops by graphons with kernels [25], under certain
assumptions. This paper is motivated by [35, 28, 25]. We would like to stress that the metric
for the analytical representation of graphs we use is different from [28, 25].

1.2. Contribution and main challenges. In this paper, we aim to generalize Neunzert’s
approach to study well-posedness and discretization of particle systems on arbitrary finite-
dimensional Euclidean space with a compact positively invariant subset coupled on generalized
digraphs. Despite the framework proposed in this paper is in the Euclidean space and the
underlying digraph measures are assumed to be continuous in the vertex variable, it can be
extended to IPS on Riemannian manifolds such as sphere or torus coupled on digraph meas-
ures with finite discontinuity points (see comments following the assumptions in Section 2.1
below), in a straightforward way with standard technicalities. Hence results in our paper
apply potentially to e.g., Kuramoto models of higher-order interactions [6], or the opinion
dynamics model on the sphere [15].

To provide some more intuitive understanding of digraph measures, let us revisit the graph
sequences with the above four heterogeneity types in Figure 1 and describe their weak limits
as a measure-valued function. For graphs G with a heterogeneous structure given in one of
the four types in Figure 1, we assign uniform weight N whenever two nodes are connected
(i.e., ag =0or af\; = N). These graphs can be represented either as graphons, or measure-
valued functions as proposed in this paper, both depending on the choice of the underlying
vertex space X as well as the reference measure px assigned. To make a comparison, we list
two representations of GV in Table 1 to show the difference.

We list the limit of (GV)yen via different representations in Table 2. From Table 2, the
sequence of (GV)yen represented as measure-valued functions has a limit 7 on X and it
has at most three discontinuity points. In contrast, the sequence represented as graphons
WH € LP(]0,1]?) does not converge in LP([0,1]?) for any 1 < p < co.

We illustrate the power of our results to sparse networks via the model (1.1). Assume
(GN) N is a sequence of rings specified by (afvj) given in Table 1. The well-posedness as well
as the approximation of the MFL of the Kuramoto oscillator network (1.1) can be addressed
using the methods proposed in this paper with slight adjustment. To be more precise, we can
show that the mean field limit of (1.1) is given by the weak solution to the following VE:

(1.2)
W n a% (p(t,x,¢)(w+ 2/Tp(t,x,w)sin(w - ¢)d¢)) —0,te(0,T], z €T,

m-a.e. ¢ € T,
p(0,-) = po(-),
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Network a 1<i<j<N)for | WN X n
Type symmetric GN
. . N N
Ring Nl n_13(f —9) ZU 1 UIIINXV» T ey ]lA;v(I)% Zj 1(1175]
. N N N
Star N]l{l}(l) 217 1 17111\X1\ [0,1] Zi:l ]11;\1(517)% ZJ 14, ]OJ 1
. S N N N
Binary tree Nlgiigny (G —1) et lgﬂiVxIN [0,1] Dica Ly (@)% Dol G ](),
Nl o3n-33( —9),
if %2 €N,
. . N N N
Ring of N1y (f — 1), Z,J 1 7J1[VX[N T Doint ]lA;w(x)%Z] 1 ,]6) 1
cliques if % €N,
0, else.

TABLE 1. Comparison between graphon and graph measure. The unit circle
T is identified with [0, 1[ via the natural projection § — e*™. [N = {%, ﬁ [,

for 1 <i < N, IY = {%,1} provides a partition for [0,1] while AN =

[%, % [, 1 <i < N, provides a partition for T.

Network Type Wee X Ny
Ring - T 20,
- ifz=0
Star — [0,1] ’ 1 =0
dg, ifO0<a<1,
24, if x =0,
Binary tree - [0,1] 209, + 02, 0 < <1/2,
82 if1/2 <z <1.
Ring of cliques - T —

TABLE 2. Limit of representations of graph sequence (GV)y. Here ‘" stands
for the non-existence and A is the uniform measure over [0, 1].

where m refers to the Haar measure on the circle T. Let X = T and ux = m. Using the
approach presented in this paper, one can characterize the weak limit of u¥ as follows. Let

Vt I—Z]].AN

be a piecewise constant measure-valued functlon on X. Then formally, we can represent the

empirical distribution via an integral of the measure-valued function (v} ),:

ny = /X () edpix ().

We can show that 1Y converges in a certain weak sense to the measure-valued function v,
where (1), = p(t,x,-)m is absolutely continuous w.r.t. m with density p(¢,z,-) being the
uniform weak solution to (1.2) (see Theorem C in the next Section for details), provided
(") converges to the initial distribution (vp), with density po(z,-) uniformly in z € X.
Hence the MFL u}¥ () converges in a certain weak sense to (Jx p(t 2, )pux (x))m(-), where
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the measure is well-defined via the integral of the density p(¢,z,-). In contrast, one fails to
capture the MFL of the oscillator network (1.1) on rings, by taking the underlying graphs
as graphons [28]. Similarly, if the sequence of the underlying networks are binary trees,
the approach presented in our paper also applies, by Table 2. This illustrates well that the
analytical way of interpreting graphs together with the metric/topology utilized does have an
impact on characterizing the dynamics of the MFL of the same network models.

Apart from the above, we like to mention that not all networks can be represented appro-
priately as measure-valued functions which admit another measure-valued function as a limit,
e.g, the sequence of stars or the sequence of rings of cliques (see Table 2). An appropriate rep-
resentation of these graph limits in a possibly larger space than the space of measure-valued
functions, is desirable. This question itself may be of independent interest in graph theory.
Moreover, it is also interesting to know, how much within the class of sparse networks can
be represented appropriately as measure-valued functions that converge to another measure-
valued function so that we may have an idea of the sharp boundary within the space of graphs
of our setup. We leave both questions for our future research.

We now comment on the condition on compact positive invariant regions. Systems without
compact positive invariant regions seem technically formidable to directly apply Neunzert’s
approach, since respective finite upper estimates via Gronwall inequalities may not be possible
without globally bounded Lipschitz functions in the vector field as assumed in [35, 28, 25].
Nonetheless, most applications, e.g. population models or chemical models of mass-action
kinetics are only locally Lipschitz but not globally Lipschitz, yet most of these dynamical
systems naturally admit a compact positively invariant subset (e.g., the density of population
or concentration of chemical species is reasonably bounded for all times). More importantly,
MFL of these models arising in diverse areas of science, e.g., population biology, molecular
biology, chemistry, etc, are interesting. Hence for the sake of the practitioners in these areas,
rather than introducing more crude techniques (e.g., by restricting the entire phase space to
be a large ball in the Euclidean space while controlling density flux leaving certain area in a
subtle way) we utilize the compactness of a positively invariant subset and confine the initial
distributions of the mean field equations to be supported on this subset.

Other than the above technical challenge, the arguably biggest difficulty which reflects
the novelty of this paper lies in the generalization from a dense graph (graphon) to a graph
limit that is not necessarily dense. As pointed out in [33], no matter for continuum limit
or mean field limit, the absolute continuity of underlying graph measures (i.e., a graphon-
type assumption or an approximation by graphons), was crucial for all the previous Vlasov
equations derived on graphs. It is believed [33] that results in [28] cannot be extended to
cases, where absolute continuity fails. The reason for this is that convergence results as in
[28] are established based on approximation theory of LP-functions, and the existence of an
LP-integrable kernel is precisely the LP-graphon. That means the approach in dealing with
the approximation of VEs in [28] cannot be extended in any direct way. To overcome, or
rather get round this difficulty, tools from harmonic analysis for operators on locally compact
Abelian groups were used in [25]. They successfully reduced the problem for graphops, which
may not admit a kernel to the situation dealt with in [28], since under certain assumptions,
graphops can be approximated by graphons, and thus the approximation problem can be
solved. However, in general situations, the assumptions in [25] are not always easy to verify.

As highlighted before, a natural analytical representation of the graph limit to work with
in the context of dynamical systems is crucial and desirable. A smart choice of a complete
metric space together with a good metric for the graph limits represented analytically to lie
in is not trivial. To address this challenge, we consider in this paper graph limits purely from
the perspective of measure theory: We regard a graph limit as a measure valued bounded
(continuous) function. In doing so, the continuity on the vertex variable of the generalized
graphs, the so-called digraph measures (DGMs) (see Section 3 for the precise definition), is
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sufficient to guarantee well-posedness as well as discretization of Vlasov Equations on the
DGMs. For the discretization result, we build upon the recently established results on de-
terministic empirical approximation of measures on Euclidean spaces [48, 17]. We also point
out that the IPS we study allow for distinguishable particles in terms of a directed generalized
graph, whereas indistinguishable particles seem predominant in the literature where graphs
are assumed to be symmetric.

Once we have successfully addressed the two main technical challenges, we carefully demon-
strate how to apply our results to a wide variety of models ranging from epidemiology, ecology
to social sciences (see Section 6).

1.3. Comparison with works in the literature. We also compare our paper with the two
aforementioned most relevant papers [28, 25], from the technical perspective.

e In [28], the model is one dimensional and posed on a single underlying general-
ized graph, which is symmetric and absolutely continuous (i.e., the graphon case
is covered). In [25], the single underlying generalized graph is also symmetric (a cer-
tain class of graphops) with uniformly bounded fiber measures. In contrast, the main
results in this paper hold for multiple generalized digraphs which potentially are not
symmetric.

e The topology utilized in [25] which seems not easily metrizable, is also different from
the uniform weak topology defined in this paper. Furthermore, the space of solutions
of the VE is larger than those in [28], where all fiber measures (v¢), of the probability
solutions of the VE are assumed to be probabilities (with normalized total variation
norm) on the state space of the model. Indeed, (v;), stands for the distribution of
particles at a location z, and in general particles may not be homogeneously distrib-
uted over all locations, e.g., one can even find no particles on certain locations in a
sparse graph.

e The reference probability measure on the vertex space X is the Lebesgue measure on
[0, 1] [28] or the Haar measure on a locally compact Abelian group [25]. In contrast,
in our work the reference measure is not necessarily absolutely continuous w.r.t. the
Lebesgue measure on the Euclidean space. Instead, the reference measure can be
singular and discrete (see the examples in Section 5). This demonstrates yet another
advantage of the measure-theoretic viewpoint.

e The local Lipschitz continuity of functions assumed in this paper is weaker than the
global ones generally assumed, e.g. in [28, 25]. Such local Lipschitz assumptions are
the only available ones in many applications (see Section 6).

In summary, we believe that a measure-theoretic approach can be extremely helpful to study
a very large variety of IPS on graphs, as it exploits a natural analytical viewpoint of graph
limits [3], namely studying the graph limit purely via fiber measures.

2. OVERVIEW OF THE MAIN RESULTS

Here, we first provide an informal overview of the assumptions and the main results of this
paper. We also outline the general strategy in a bit more detail. Precise results will be stated
in Sections 4-5.

2.1. Summary of main results.

Assumptions. Let T = [0,T] be the time domain of the dynamics for some T > 0, and
r1,72,7 € N. Let m be the Lebesgue measure on R™. Let B(X) be the Borel sigma algebra of a
metric space X, and M (X) the space of all finite signed Borel measures on X. Let B(X1, X3)
(C(X1, X32), respectively) the space of bounded measurable (continuous, respectively) Xo-
valued functions on the space X;. To provide the basic setup, we need to specify assumptions
regarding the vertex space X of the DGM 7, the vertex dynamics phase space Y, the vector
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field h for the vertex dynamics, the interaction forces g; among different vertices, and the
nonlocal mapping V' defining the VE. Our goal is to construct a measure-valued solution v
to the VE and prove an approximation theorem of the VE via finite-dimensional ODEs. To
achieve this, we make the following assumptions.

(A1) (X,B(X),ux) is a compact Polish probability space equipped with metric induced by
the ¢1-norm of R™ D X.

(A2) (t,v,0) — gi(t,,¢) € R™ is continuous in ¢t € T, and locally Lipschitz continuous
in (,¢) € R?™2 uniformly in t, i.e., for every (1, ¢) € R?2, there exists a neighbourhood
(¢, ) > N C R?™2 such that

|gl(t7 1/117 (bl) B gi(tu 1/127 ¢2)|

sup sup < 00.

teT |(1/}17¢1) - (1/)25¢2)|

(Y1, 01) # (Y2, ¢2),
(¥1,01), (Y2, ¢2) €N

(A3) (t,x,¢) — h(t,z,¢) € R™ is continuous in ¢t € T, and locally Lipschitz continuous
in ¢ € R™ uniformly in (¢, ), i.e., for every ¢ € R™ for some ro € N, there exists a
neighbourhood ¢ 3 N/ C R" such that

h(t — h(t
sup sup sup | ( 7x7¢1) ( ,$,¢2)| < )
teT2eX |1 — @2
1 7# $2,

1,902 €N

(A4)n=(n,....7") € (B(X, M4(X)))".
(A4) n=(n"....n") € (C(X, ML (X)))".

(A5) v. € C(T, B, ,1(X, M4 (R™))) is uniformly compactly supported in the sense that there
exists a compact set E, C R"2 such that Uper Uzex supp (1) C E,..

(A6) There exists a convex compact set Y C R"2? such that for all v. satisfying (A5) uniformly
supported within Y, the following inequality holds:

Vin,v.,hl(t,x,¢)-v(p) <0, forallteT, xe X, ¢edY,
where Y =Y NR™ \ 'Y, v(¢) is the outer normal vector at ¢, and

2.1 [/ ; D,, h t, 5 (ﬁ = E gl t, y (ﬁ (1 t d ‘ h 1’:, 5 (ZS 5
t e ,I S AX, (5 S R

(A7) (t,x,¢) — h(t,x,¢) € R™ is is continuous in z uniformly in ¢:
lim sup |h(t, 2. 6) = h(t,.6)| =0, teT.

l[z—y|—=0¢

where Y is the compact set given in (A6). Moreover, h is integrable uniformly in z:

/ /Y sup |h(t, z, ¢)|dedt < oo.

recX
Let us provide some intuitive explanation for these assumptions. Assumption (A1) means
that the underlying generalized digraphs (DGMs) have the same compact vertex space X.
Such compactness is used in establishing discretization of DGMs. Note that if different DGMs
ni have different vertex spaces X% C R™#, then one can take X = UZT:lXi C R™ with
the metric induced by the f;-norm of R™ with r; = maxj<;<,7r1,;. Assumptions (A2)-
(A3) are the standard Lipschitz conditions for the well-posedness of (non-local) ODE models.

2Here 9 is the smallest dimension [ such that Y C R!.
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Assumption (A4) means that we interpret the graphs as measure-valued functions; note
that we can think of 7, as describing the local edge density or connectivity near vertex
z. Next, we need the assumption for the approximation of the VE (i.e., the mean field
equation for the IPS) that the family of graph measures 7, are continuous in the vertex
variable x, which is encoded in assumption (A4)" (essentially used in Lemma 5.6). We
would like to remark that (A4)’ is indeed not crucial for the approximation results. One can
relax this assumption by allowing x — 1’ (i = 1,...,7) to have finitely many discontinuity
points. Nevertheless, for the ease of exposition and to avoid arousing further difficulty in
understanding the approximation, we only present the result under the continuity assumption
(A4)". In fact, such regularity condition does not exclude interesting situations, where the
graph limits can be sparse, dense, or neither sparse nor dense (see the examples in Sections 3
and 5). Assumption (A5) ensures the uniform boundedness of the time-dependent measures v;
in total variation norm, which is used to establish the well-posedness of the non-local equation
(2.2) of characteristics (see Theorem 4.3 below). Assumption (A6) is Bony’s condition [11]
(also called Nagumo’s condition [34]) for the existence of a compact positively invariant subset
Y of the equation of characteristics; for vast research on this classical topic of independent
interest, c.f., [11, 13, 49, 26, 39, 21, 32, 18, 16] and [47, Chap.10]. The compactness of Y in
(A6) is required in (A5) for bounds of v;. Assumption (A7) is technical, used to establish
the continuous dependence of solutions to the VE on h (see Proposition 4.5).

Equation of characteristics. Under (A1)-(A5), the Viasov operator V given in (2.1) is well
defined.

Let to € T and ¢g € B(X,R"™). For every x € X, consider the following IVP of a measure-
induced differential equation
(22) O 6t = Vin v hl(t2,0), 1T, olto,x) = dola)
The IVP of (2.2) confined to a finite time interval 7 is the so-called equation of characteristics
(or characteristic equation). When the underlying space X is finite, and the measures (1),
and 7’ for all z € X are finitely supported, (2.2) becomes a system of ODEs coupled on a
finite set of directed graphs in terms of {n'}1<;<,. Hence, the characteristic equation forms
an intermediate bridge between a finite-dimensional IPS and the Vlasov equation, effectively

containing the information about both systems. The well-posedness of (2.2) is standard from
ODE theory.

Theorem A. Assume (Al)-(A5). Let ¢9 € B(X;R™). Then for every x € X and
to € T, there exists a solution ¢(t,x) to the IVP of (2.2) with ¢(to,x) = ¢o(x) for all
t e (T5, T=to) N T with (T, T%) C R being a neighbourhood of to such that

min ’ ~ max min ’ - max

(i) either (i-a) Tiie > T or (i-b) Ty < T and lim, oo [§(t, x)| = 0o holds, and

max max —

(ii) either (ii-a) TS <0 or (i-b) T2 >0 and lim, .10 |§(t, )| = oo holds.

mn

In addition, assume (A6) and v. is uniformly supported within Y, then (T, T*0\NT =T

min ’ ~ max
for all x € X, and there exists a set {Sffs[n, v., h]}t)SeT of transformations forming a group
on'Y such that

o(t,x) = S/ g[n,v., hld(s,x), for all s,t € T.

As a next step, we try to link the characteristic equation to the mean-field Vlasov equation.
Since {ngs} is a group, from Theorem 4.3, we have for all z € X,

(SFoln, v, b))t =85, n,v.,h], teT.

The pushforward under the flow S7y[n, v., h] of an initial measure (19), € By 1(X, M4 (Y))
defines another time-dependent measure in B, 1(X, M4 (Y)) via the following fized point
equation

t,s€[0,400)

A"v.(t) = (Ve)z = (10)z 0 Sy 40 v, b, tET.
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In particular, if v. € C(T, Buy 1(X, M4 as(R™))), then v. € C(T, By, 1(X, M4 a6s(Y))) by
the positive invariance of Y. Hence the Viasov operator can be represented in terms of the

density p(t,y,¢): = % for every t € T

~

23)  Tlp)nltro) =3 /X /Y gi(t, b, )p(t,y, YA (y) + h(t, . 6).

Let
LiL(XxY,uX@)m):{feLl(XxY,uX@)m):/ fduxdm =1},
XxXY
be the space of densities of probabilities on X x Y. Conversely, for every function p: T —
L}l-(X XY, Hnx ®m)7
d(ve)y(¢) = p(t,y, ¢)dpx (y)de

defines v. € B(T, B, 1(X, M4 (Y))). Hence (2.3) can be transformed to the Vlasov operator
(2.1) in terms of v..

Let po: X x Y — Ry be continuous in z for m-a.e. ¢ € Y, and integrable in ¢ for every

x € X such that
/ / po(z, )dodpux = 1.
X JY
dp(t,x, 9)

SR divs (p(t )V, p(), hl(1,2,0) ) = 0. € (0.T], @ € X, mae. g€ Y,

p(0,-) = po(-)-
With the above assumptions and under appropriate metrics, one can show that the operator
A= (A")gex: C(T,Bux 1 (X, M (Y))) = C(T,Bux,1(X, M(Y))) is a contraction. Using
the Banach fixed point theorem, it follows that the unique solution v. to the fixed point
equation exists. The fixed point equation was named by Neunzert [35] the generalized VE,
since in particular, (1), is absolutely continuous for all x € X with its density solving the

VE (2.4), provided the initial measure (1p), is so for all z € X. Hence we obtain the well-
posedness of the VE (2.4).

Theorem B. Assume (Al)-(A4) and (A6). Assume po(z,d) is continuous in v € X for
m-a.e. ¢ €Y such that py € Lﬁr(X X Y, ux @ m), then there exists a unique uniformly weak
solution® to the IVP of (2.4) with initial condition p(0,z,¢) = po(z,¢), x € X, p €Y.

Consider the VE

(2.4)

Based on (A1)-(A7) with (A4) replaced by (A4)’, we also establish continuous dependence
of solutions to the fixed point equation on the underlying DGMs n® for i = 1,...,m, on the
initial measure vy, as well as on function h (see Proposition 4.5 in Section 4). Using this result
combined with the recently established results on deterministic empirical approximation of
positive measures [48, 17) (Lemma 5.4), we establish the discretization of solutions of VE
over finite time interval 7 by a sequence of discrete ODE systems coupled on finite graphs
converging weakly to the DGMs 7n°.

Indeed, for any vy € C(X, M4+ (Y)) and 7 satisfying (A4)’, by Lemmas 5.4-5.6 in Section 5,
there exists

e a partition {A7"}1<;<, of X and points 2" € A7 for i =1,...,m, for every m € N,

e a sequence {cp’(?’fl)nﬂ: i=1,....om7=1,...,n} nmen CY and {api: i =1,...,
m}men C Ry,

e a sequence {yérfi;lnﬂz i=1,....mj=1,...;0 mnen CY and {brpm:i =1,...,
Mmymen CRy, for £=1,...,7,

3See Definition 4.6.
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such that
it i3, o0 70) = 0
lim lim doo(né’m’",n) =0, /=1,...,m
m—00 N—00
lim / / sup |h" (¢, x, @) — h(t, z, )| dodt = 0,
Mmoo Y z€X
where
m,mn = . @ m,n
(2.5a) ()" )a: = Z Lam(x) - 0y e L€ X,
i=1 j=1
Lman., . 0,m,i
(2.5b) ny " ,Z]lAi (x)—n ‘ (5yf£1,;bn+j, zeX,
=1 j=1
(2.5¢) W™t z,0) =Y Lam(2)h(t,z]",¢), teT, z€X, p€V.
i=1

Here we provide some heuristic intuition on how to understand the above approxima-
tions. Let us take n for an example (the other approximation for v. is analogous). Note that
{AM}1<i<m is a partition of X with uniformly vanishing diameter sup; «;<,, Diam A7 — 0
as m — oo. Since z + 17, is continuous, we have sup; <<, SUp, ,/cam dgL (N, N ) is small
for large m, and one can choose any point z;" in Aj" so that n,m is a representative for all
fiber measures 7, for € A*. Then given m € N, for every n € N, one can look for uniform

n-approximations (i.e., the deterministic empirical approximation with at most n atoms) of

the finite positive measure n,m for each 4, which is b’ZT’" Z 5 tmn, where by, ; is the
Y(i—1)n+j

averaged total mass of n’ for x € A™ provided A™ is not a px-measure zero set, and is the

total mass of n%. otherwise. Equwalently, due to continuity of n, % S =1 6yz ma 1S a de-
i (i— 1)n+J
1

terministic empirical approximation of the probability measure 5 -1t m , provided 7. is not

degenerate (i.e., by i # 0). The possibility that one can always construct such an approx-
imation for a probability measure in the Euclidean space is guaranteed by recent works on
deterministic empirical approximation of probabilities [17, 48]. This is why the approximation
seems different from those in e.g. [28], since all fiber measures 7, are probabilities therein
and the partition of X = [0, 1] is uniform (i.e., ux (A7) = 1/m for alli = 1,...,m, where ux
is the Lebesgue measure on X).

Based on the above discretization of measures and functions, consider the following IVP
of a coupled ODE system:

(2.6) (b(i—l)n-i-j =F""(t,¢(-1)n+5>®), 0<t<T,  Gi-1)n+5(0) = Pli—1)n+s>

i=1,....m, j=1,...,n,
where ® = (¢(;—1)n+j)1<i<m,1<j<n and
m n Am, 1bl ,m, Lm.n - m m
Fi ZZ Tt TP Z]]-Am y(ifl)nﬁyj)ng(taq/}agb(p—l)n-i-q) +h (tvxi a1/}>
(=1 p=1 q=1
For t € T, let ¢"™"(t) = (QSZ’_"I)nﬂ (t)) be the solution to (2.6). Define the time-dependent

measures generated by the solutions to (2.6):

mny o, G aml
an e =3t S e, weX
i=1
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Theorem C. Assume (Al)-(A3), (A4)', (A6)-(A7). Assume po(z,p) is continuous in
z € X form-ace. ¢ €Y such that py € LY (X x Y, nx ®m) and

sup [ po(, ')HLl(Y,m) < 0.
rzeX

Let p(t, z, ¢) be the uniformly weak solution to the VE (2.4) with initial condition po. Let v. €
C(T; By 1(X, Maps(Y))) be the measure-valued function defined in terms of the uniformly
weak solution to (2.4):

d(vt)e = p(t,z,0)d¢, for every t€T and z€X.

Then vy € C(T,Cuyx 1(X,M1(Y))). Moreover, let vj"" € By 1(X,M,(Y)), ntmn €
B(X, M (Y)), and h™ € C(T x X x Y,R") be defined in (2.5), and v"™" be defined in
(2.7). Then
nl;rr;o doo (V""" 1p) = 0.
Finally we are going to apply the above main results to models in epidemiology, ecology,
and social sciences (see Section 6).

2.2. Brief description of methods. Here we provide a new perspective from measure the-
ory rather than utilizing operator-theoretic methods from functional analysis. Instead of using
the weak topology of the space of measures on the product space, we introduce the so-called
uniform weak topology in terms of the uniform metric which induces this slightly stronger
topology (than the weak topology). We then define the uniform weak solution to the VE,
and show that the solution of a fixed point equation (in the sense of Neunzert [35]), coin-
cides with the solution of the VE, provided the initial distribution is absolutely continuous.
Such an approach can be viewed as a generalization of Neunzert’s in-cell-method [35]. With
this new setup, the additional assumption of continuity of solutions to the VE required in
[25] is proved, via the Banach fixed point theorem by confining the contraction operator to
the subclass C(T,Cpy 1(X, M1 (Y))) of continuous in time measure-valued functions which
is continuous in the vertex variable (see Proposition 4.4). We mention that to show this
contraction operator from the space C(T,Cpy.1(X, M (Y))) to itself is technically very chal-
lenging, since the pushforward of a given initial measure under the flow of the equation of
characteristics may not necessarily define an operator from a space of spatially continuous
measure-valued functions to the space itself.

A second difficulty comes from the compactness barrier. On the one hand, the compactness
of the underlying phase space is technically crucial in [28, 25], where this compactness con-
dition is automatically fulfilled since the phase space is the unit circle. The technical reason
for this assumption is that the arguments require a global bounded Lipschitz condition of
the functions appearing in the vector field of the dynamical systems. On the other hand,
Neunzert’s approach requires that the measure under the pushforward solution map (flow)
again lies in the space of measures supported on the same phase space, so that the operator is
from one metric space to the same metric space in order for the Banach fixed point theorem to
apply. That explains, why Neunzert’s method cannot immediately apply to Euclidean spaces,
which are not compact. Most importantly, this might explain why Neunzert’s approach has
rarely been generalized to other models than the Kuramoto type models, since other models
e.g., the epidemic models of mass-action kinetics for disease transmission and competition
models have local but not global Lipschitz functions in the vector field. We mention that as
Neunzert pointed out [35], as long as the functions in the vector field is not globally Lipschitz,
the solution to the VE may only exist for a finite maximal time locally (which in general is
numerically unknown). We deal with these problems by working on positively invariant com-
pact subsets of the phase space. We then carefully extend the approach in several different
arguments, e.g., by showing the absolute continuity of solutions of the generalized VE (i.e.,
the fixed point equation) via Rademacher’s change of variables’ formula, which classically
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also holds only on the entire Euclidean space. Then we construct the fixed point equation by
taking initial distributions supported on the positively invariant compact subset. In this way,
we overcome the above two difficulties.

In addition, there is another difficulty in the approximation of solutions to the VE. In
[28], the martingale convergence theorem is applied to the Hilbert space of L2-integrable
functions (graphons). In [25], such approximation relies on certain technical assumptions in
harmonic analysis from the viewpoint of operators (existence of summability kernels), which
are crucial for approximation of L'-integrable functions on locally compact Abelian groups.
However, for graphs which are not dense (with an L? kernel) or graphops which are not limit
of graphons (e.g., when X is not simply the unit interval and px the Lebesgue measure), the
two approaches aforementioned fail to help. In this paper, we use the continuity of DGMs
as well as the recently established results on uniform approximation of positive measures
[17, 48] (Proposition 5.1) combined with partitions of Euclidean space (Lemma 5.4) to derive
an approximation of the initial distribution of the VE as well as the DGMs (Lemma 5.5 amd

Lemma 5.6).

Outline of the paper. In the next section, we introduce notation, recall preliminaries on
metric spaces, measure theory, and graph theory, and establish properties of several spaces
of measure-valued functions, which play a crucial role in setting up the problem. The results
are subsequently used to obtain continuity properties of flows of characteristic equations. In
Section 4, we establish continuity and then also Lipschitz continuity of the vector field as well
as the flow of the equation of characteristics. In Section 5, we provide specific approximation
schemes for measure-valued continuous functions for several underlying vertex spaces, e.g.,
[0,1], Tt, S?, and [0, 1]2. Moreover, we provide discretization of VE on DGMs. In Section 6,
the main results are applied to models in epidemiology, ecology, and social sciences. A brief
discussion including possible future research topics is presented in Section 7. The proofs of
main results are contained in Section 8. Finally, proofs of propositions and lemmas as well as
a quadratic Gronwall inequality are appended.

3. PRELIMINARIES

Notation. Let R be the set of nonnegative real numbers. For every z € R, let |z], [z], and
(x) € R/Z be the largest integer not exceeding x, the smallest integer not smaller than z, and
the fractional part of x, respectively. For i = 1,2, let X; be a complete subspace of a finite
dimensional Euclidean space endowed with the metric d; induced by the ¢;-norm |- |. For
instance X; can be a sphere or a torus in which case the metric induced by |-| is equivalent to
the standard geodesic distance on X;. For ¢ = 1,2, let m; denote the natural projection onto
the i-th coordinate of the product space X; x Xs. For any k € N and 2 € R¥| let |z| denote
the 1-norm of z, §, denote the Dirac measure at x, and m be the Lebesgue measure on R¥;

here we omit the dependence of m on the dimension k. For any set A C R¥, let A and A
denote its closure and interior, respectively. Let DiamA: = sup, ,¢ 4 |z — y| be its diameter
(for convention, Diam A = 0 if #A4 < 1). We use A|A to denote the uniform (probability)
measure over A whenever appropriate (e.g., when A is either bounded but uncountable or
finite and countable). Let 14 be the indicator function on A. Let B C R*. We say A is

compactly embedded in B and denoted A CC B if A C B.

Spaces of functions on metric spaces. A function f: X1 — X5 is bounded if f(X1) C X»
is bounded. Let (B(X7,X2),dx) be the space of bounded measurable functions f: X; — X5
equipped with the uniform metric

doo(f; g) = Sup dQ(f(x)vg(I))
rzeXy
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Let C(X1,X2) (Co(X1, X2), Co(X1, X2), respectively) be the space of continuous functions
(bounded continuous functions, continuous functions with compact support, respectively)
from X; to X3 equipped with the same uniform metric. Recall that both (B(X1, X3),d)
and (Cp(X1,X2),dso) are complete provided (Xz,ds) is a complete metric space. Hence
C(X1,X2) = Cp(X1, X2) is complete provided X; is compact.

Let £(X1,X2): = {9 € C(X1,X2): L(g) = supm&y% < oo} be the space of
Lipschitz continuous functions from X3 to Xs. Hence BL(X1, X3) = B(X1, X2) N L(X7, X3)
denotes the space of bounded Lipschitz continuous functions. In particular, when X5 = R, we
suppress Xz in B(X3, X3) and simply write B(X7). Similarly, we write C(X) for C(X1, R), etc.
Let B1(X1) = {g € B(X1): [|gllc = sup,ex, l9(z)] <1}, L1(X1) = {g € L(X1): L(g) < 1},
and BLy(X1) = {g € BL(X1): BL(g) = llgll + L(g) <1}

Measure theory. Let i = 1,2. With a Borel (probability) measure px, on X;, (X;, B(X;),
ix;) becomes a Polish (probability) measure space. Let My (X;) be the set of all finite
positive Borel measures on X; and P(X;) the set of all Borel probability measures on X;. Let
M abs(Xi) € M4 (X;) the set of finite positive absolutely continuous measures w.r.t. pix;.
Let L*(X;, ux,) denote the set of integrable functions w.r.t. ux,. For every p € M (X;), let
supp p be the support of . For f € Cp(X;), denote

uih)= [ fan
X;
Recall for py, pe € M4 (X;), p1 is absolutely continuous with respect to pa and denoted
p1 K pig, if po(A) = 0 implies that g (A) =0 for all A € B(X;).

Definition 3.1. Given a set A C X?. The set A* = {(z,y) € X?: (y,x) € A} is called the
dual of A.

Definition 3.2. Given a measure 7 € M (X?). The measure n* defined by
" (A) = n(A"), VA€ BXT),

is called the dual of 0.

Measure metrics. For every n € M (X1), let

[nllrv = sup  n(A) =n(X1)
AEB(X1)
be the total variation norm of n. Recall that || - |ty is a norm for the Banach space of all
finite signed Borel measures [9].
The total variation norm induces the total variation metric:
drv(n',n*) = sup |n'(A) —n*(A) = sup /fd(n1 =), 0t 0t € My(Xa).
AeB(X1) feBi(X1)

For every n € My aps(X1), let p,: = dﬁ

the reference measure px; .

Z denote the Radon-Nikodym derivative w.r.t.
1

Proposition 3.3. For every n', n? € My aps(X1),

drv(n',n®’) =3 sup

= %Hpnl - p7]2HL1(X17,U«X1)'
feB1(X1)

f(x)(pnl - pn2)dﬂX1 (CL‘)
X3

Proof. The proof is standard assuming ' and n? are probabilities [40]. Following a similar
argument as in [40], we rigourously prove this conclusion without this assumption. Let A =
{pyr > pp2}. Let g = 14 — 1x,\ 4. By definition, [|g < 1.

(3.1) drv(n'. %) 2[n' (A) — 7 (4)|

=1 / (pyr — p2)gdpix,

X1
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=35 sup f(@)(ppr — py2)dpx, (x)
feBi(X1) |/ X,
(3.2) > sup [|n'(B) —n*(B)| = drv(n',n°),
Be®B(X1)

where (3.2) holds since

' (B) —*(B)| = 3

[ = 1x)on = )

and |1p — 1x,\g| < 1. In summary, we have shown that the two inequalities (3.1) and (3.2)
are also equalities. O

Define the bounded Lipschitz norm (on the space of all finite signed Borel measures):

[vllee: = sup fdv, ve M, (X)),
FeBLi(X1) Jx,

which induces the bounded Lipschitz distance: For v!, v? € M, (X1),

deL(V' 1) = sup / fl 02 (x).

feEBL1(X1)

In particular, if v1(X;) = v%(X1), then dg_ is equivalent to the Kantorovich-Rubinstein metric
[9):
dxr (v, v? sup /f — 3 (z))
fEﬁl X1)
such that

deL (v, v?) < v (X)) tdkr(vh, V%) < 2min{dg (V1 V), drv (v, V7)),

Moreover, dg| also metrizes the weak-* topology on M (X1) [9, Theorem 8.3.2] and (M (X;),
dgL) is a Polish space [9, Theorem 8.9.4].

Relation between measures on product spaces and measure-valued functions. The
reference measure of the product space X; x X» is px, ® px, via Carathéodory’s extension.
For every 1 € M, (X1 x X») such that its first marginal o, * < ux,,

n=pnx, ® N
is understood in the integral sense [10, Chap.1]:

/ fdn = / Fle,y)dna (y)dux, (), Vf € (X x Xa),
X1 xXo X1 JXo

where 7, is called the fiber measure.
When X is compact, we have Cp(X1, My (X2)) = C(X1, M1 (X2)). Let

(
By, (X1, My (X2)) = {n € B(X1, M1(X2)): [17:(X2) L1 (x) px,) = 1}

Analogously, let Cp,y 1(X1, M4 (X2)) = C(X1, M4 (X2)) N By, 1(X1, My (X2)).

By Proposition 3.6 below, one can identify every n € B(X;, M (X32)) with a finite measure
px; ®ne € My(Xy x Xo), and € By 1(X1, M1 (Xz2)) with a finite measure px, ®
Nz € P(X1 X X3). Nevertheless, since the metric do, defined in (3.3) below is stronger than
dgL inducing the weak topology on M, (X x X3), two measure-valued functions n*, 7% €
By, (X1, M1 (X2)) identify with a same finite measure in My (X, x X) provided px, ({n' #
n?}) = 0. Hence, we will slightly abuse any measure-valued function n € B(X1, M (X>)) for
a measure px, ® 1, in M4 (X7 x Xo).

Therefore, every function in B, 1(X1, M4 (X2)) can be identified with a probability
measure in P(X; x Xa), i.e., By 1(X1, M4 (X2)) = P(X1 x Xa). Analogously, we have
B(Xl,M.g_(Xg)) — M+(X1 X XQ), etc.
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For n € B(X1, M4 (X2)), let
Inll = sup [Ina[lrv-

reX;

Hence given n',n? € B(X1, M (X3)), define the uniform bounded Lipschitz metric:
(3.3) doo (0", %) = sup dpL (5, 13)-

Since (M4 (X2),dsL) is complete, both B(X1, M (X3)) and C(X1, M (X2)) equipped with
the uniform bounded Lipschitz metric are complete.

We simply denote 7’ for ()., and write dg for the Lipschitz bounded metric for M (X3 x
Xo).

In the following proposition, we compare the uniform bounded Lipschitz distance between
two measure-valued functions n', n* € B(X1, M(X2)) as well as the bounded Lipschitz
distance of the two measures in M (X; x X3) identified with n!, n2.

Proposition 3.4. Let n', n* € B(X1, M (X3)). Then
doo(n', %) = dei (0", ?).

In other words, the convergence induced by the uniform bounded Lipschitz metric is no weaker
than the weak convergence.

Proof. For any f € BL(X1 x X2), x € X1, we have f(z,-) € BL(X3). Note that

deL(n'?) = sup / f@)d@ (@) - 1P (@, y)
fEBL(X1xX2)J X1 x X2

— / F, ) () — @) dux, (z)
fEBL(X1xX2)J X1 X X2

< sup / daL(nk, n2)dux (x) < sup deL(ns,n2) = doo(n*,n?).
FEBL(X1xX2)J X TEX,

Indeed, d can induce a stronger topology than the weak topology in My (X7 x X5).
Example 3.5. Let X; = Xp = [0,1] with ux, = pux, = Mjo,1). For n € N, let
z, if 0<zx<1-1/n
2)=1—+V1—-22 folx)=<"" - = ’ z € [0,1].
/(@) fn(2) {—(n—l)(x—l), if 1-1/n<az<1, 0,1]

Then f(z), fo(z) € [0,1] and {z € X: fu(x) # f(z)} =]1 —1/n,1]. Let ™ = px ®dy, () and
N = px ® ). It is easy to see that n",n € C(X, M (X)). Moreover,

doo(nann) = dBL(n?,Tll) = 1, for n € N.
Hence lim, ey doo(n™,n) = 1. On the other hand,

1
deL(nm) = sup / (9(z, £(@)) — (@, ful2)))dz
12)J0

geBL([0,1
< [ ) - fula
= [ 1@ = falw)lds
11-1/n,1]

<2/n—0, as n— oo,

which implies that lim, . dgL(n™,n) = 0. This shows that d does induce a stronger
topology than dp, .
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Next, we provide some properties of the above function spaces which play an important
role in the proof of the main results in subsequent sections.

Proposition 3.6. Fori = 1,2, let X; be a complete subspace of a finite dimensional Fuclidean
space. Assume (X1,B(X1), pux,) is a compact probability space.
(i) For every n. € B(X1, M4(X2)), |Inll < oc.
(i) (B(X1, M4(X2)),doo) and (Byy, 1(X1, M1 (X2)),d) are complete metric spaces. In
particular, (Cp(X1, M4 (X2)),dw) and (Cuy, 1(X, M4(X2)),dx) are so.

Proof. (i). Let x € X;. Since n. € B(X1, M4+ (X32)),

fd(n. — ny)
X2

sup  sup
yeX feBL1(X2)

Taking f = 1z yields

= sup dgL(1z,7y) < 00.
yeX1

0]l = sup ny(X2) < ne(X2) + sup daL(nz,ny) < 0,
yeXy yeXy

since 1, € My (X9).

(if). It suffices to show (B, 1(X1, M1(X2)),d) is closed. For any Cauchy sequence (n™) C

) )
(Biux,1(X1, M (X2)),ds), since B(X1, M4 (X2)) is complete, there exists n € B(X1, M (X3))
such that deo(n,n™) = 0 as n — oo. Since (n™) is Cauchy, in the light of the proof of case (i),
there exists N/ € N such that for all m,n > N’,

sup |1, (X2) — nz (X2)| < sup deL(n;", 1) <1,
reX rx€Xq

which implies that
< n < N/ ]
0 < n2(X2) < max {nm (X2) + 1, 13?31%_1 ’I]m(Xg)} , Vre Xi.

Since 77 € L'(X1,px,) for all 1 < j < N, and [ 7 (Xo)ux,(z) = 1 for all n € N, by
Dominated Convergence Theorem,

/ ne(Xo)px, () = lim | o (Xa)pix, () = 1,
X1 X

i'e'a ne B,uxl 71()(17 M+(X2))
Since the intersection of closed sets are closed, (Cp.y, 1(X1, M4 (X2)),dx) is also complete.
O

Definition 3.7. For ¢ = 1,2, let X; be a complete subspace of a finite dimensional Euclidean
space. Assume (X1,%8(X1), pux,) is a compact probability space. For

X7 = M4 (Xo),
BMX,1<X1,M+<X2>>an:{ 1= Mo (X2)
CC’—)'I]I,

7 is weakly continuous if for every f € Cp(X2),

X1 — R,

v n(f): = [y, fdne.

Definition 3.8. For i = 1,2, let X; be a complete subspace of a finite dimensional Euclidean

space. Assume (X1,B(X1), ux,) is a compact probability space. Let Z C R be a compact
interval. For

C(X1) 3n(f): {

. I—>B(X17M+(X2))a
n.: t,_>77t7

7. is uniformly weakly continuous if for every f € Cp(X2), t — (n:)(f) is continuous in ¢
uniformly in z € Xj.
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By slightly abusing the notation, for n. € C(Z, B(X1, M4+ (X2))), let

.1 = sup sup ||(n¢)z|lTv-
teZ zeX,

The following proposition unveils the relation between continuity and (uniform) weak con-

tinuity.

Proposition 3.9. Fori = 1,2, let X; be a complete subspace of a finite dimensional Fuclidean
space. Assume (X1,B(X1), ux,) is a compact probability space. Let T C R be a compact
interval.

(i)
(i)
(iii)

Let n.: T — By, 1(X1, M (X2)). Then n. is uniformly weakly continuous if and
only if n. € C(Z, By, 1(X1, M4 (X2))).

Assume 1., § € C(Z,Bux, 1(X1, M4 (X2))), then |n.| < oo and t = deo(n:, &) s
continuous.

Assume n € C(X1, M4(X2)). Then n is weakly continuous.

Proof. (i)

Step 1.

Step 1I.

Uniform weak continuity implies continuity. Assume 7. is uniformly weakly conti-
nuous. Fix ¢ € Z and Z D t; — t. Since 7. is uniformly weakly continuous, for every

f S Cb(Xg),
(0e;)2(f) = (e)2(f) uniformly in z.

Since X5 is Polish, dg| metrizes the weak-* topology of M, (X32) [9, Thm. 8.3.2], and
we have

hm dBL((Wtj )17 (nt)I) = Oa
j—oo
and the convergence is uniform in z € X;. This means that

lim sup deL((1¢;)zs (0t)z) = 0,

J%0 peX,
ie.
Jlggo doo(ntjﬂ?t) =0.

This shows 7. € C(Z, By, 1(X1, M4 (X2))).

Continuity implies uniform weak continuity. Assume 7. € C(Z, By, 1(X1, M4 (X2))).
For every fixed t € Z and Z 2 t; — ¢, we have

lim doo(1¢;,7m¢) = 0.
j—00

Hence
deL((n¢; )z, (1M¢)e) — 0,  uniformly in 2 € X;.
Since dg. metrizes the weak-* topology of M, (X3),

(e;)2(f) = (m)2(f) V[ € Co(X2),

also uniformly in « € X;. This shows that 7. is uniformly weakly continuous.

(ii) Since Z is compact, and (B, 1(X1, M1 (X2)),d) is complete by Proposition 3.6(ii), we
have 7. is uniformly bounded:

sup sup sup
teT zeX; fEBﬁl(Xz)

fd((mt)z — (M0)2)| = sup deo (110, 1¢) < 00.
Xa teT

Letting f = 1, yields

711 < |Inoll + sup doo (0, 1¢) < 00,
tel

since 19 € By, 1(X1, M4(X2)).
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Finally we show ¢ — doo(nt,&:) is continuous, which directly follows from the following
triangle inequality: For s,t € Z,

|doo (&, Mt) — doo (Es5Ms) | <[doo (§ts M) — doo (&t Ms)| + |doo (€M) — doo (€5 ms)|
Sdoo(ntuns)—’—doo(gtags) _>07 as |t_8| _>07

since 7., £ € C(Z, By, 1(X1, M4 (X2))).
(iii) The argument in Step II in (i) applies by replacing ¢ by x as well as |t —s| by |z —y|. O

Definition 3.10. For¢ = 1,2, let X; be a complete subspace of a finite dimensional Euclidean
space. Assume that (X7, B(X1), pux, ) is a compact probability space. Let Z C R be a compact
interval and o > 0. For v!,v? € C(Z, By, 1(X1, M (X2))), let

da(v2,v2) = supe™d (v}, 12)
tez

be a weighted uniform metric.

These metrics are going to be used below to establish the contraction of a mapping used
in the unique existence of a fixed point equation.

Proposition 3.11. Fori = 1,2, let X; be a complete subspace of a finite dimensional Fu-
clidean space. Assume that (X1, B(X1), pux,) @ a compact probability space. Let T C R be
a compact interval and o > 0. Then (C(Z, By, 1(X1, M(X2))),da) and (C(Z,Cpy, 1(X1,
Mi(X2))),ds) are both complete.

Proof. Since the weighted uniform metric d, is equivalent to the uniform metric sup, o7 e~

-doo (v}, V?) between v! and 12, the conclusions yield immediately from Proposition 3.6, since
all continuous functions on Z are bounded. O

Let X; = X, Xo = X or Xo = R™, and Z = 7. The spaces B(T, B ,1(X, ML (R™))),
C(T, B 1 (X, M4 (R™))) and C(T, Cpy 1(X, Mabs(R™))) will serve as the underlying spaces
for initial probabilities of the generalized VEs (with the last in the sense of the classical VE),
and B(X, M4 (X)) and Cp(X, M4 (X)) will correspond to the space of generalized digraphs
(DGMs), as illuminated below.

Digraph measures. Let X be the vertex space. For any n € B(X, M1 (X)), the measure
7M. represents the “edge” from = to other vertices in X. For instance, sup,cy suppn, < oo
is interpreted as every vertex x has uniformly finitely many outward directed edges while
inf,c x supp”n, = oo means that every vertex connects infinitely many other vertices. Hence
7 can be viewed as a digraph.

We now classify digraph measures into sub-categories according to their denseness. Similar
notions have appeared in the literature, in particular we mention the recent theory of graphops
(graph operators), where families of fiber measures associated to graphops, plays a key role in
this regard [3]. Our work is motivated directly by this theory, but as we have explained above,
staying purely on the level of operator theory as in [25] leads to relatively strong requirements
on the graphop, so a measure-theoretic viewpoint is a natural generalization/alternative.

Definition 3.12. Any measure-valued function in B(X, M (X)) is a digraph measure (ab-
breviated as “DGM”).

Definition 3.13. Let n € B(X, M (X)). We say n is symmetric w.r.t. a reference measure
pux € P(X) if ux ®n, € My (X?) is symmetric. A symmetric DGM is called a GM for short,
which is also called a graphop.

That a GM can be also viewed as a graphop [3], is due to Riesz representation theorem [3].
Yet, it turns out to be crucial from a technical perspective in the context of Vlasov equations,
whether one works directly with measures or via operator-theoretic representations. Indeed,
it is a known theme in PDEs that the choice of solution space is critical, so our setting can
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be viewed as another manifestation of this problem. Furthermore, we remark that the DGM
slightly generalizes the notion of graphops to the asymmetric setting. Other notions in the
literature [3] can be also analogously extended to digraph measures.

Definition 3.14. A DGM 5 € B(X, M (X)) is called a digraphon w.r.t. a reference measure
px € P(X) if px ®ne € My aps(X?). A symmetric digraphon is a graphon [3, Sec.8].

Remark 3.15. Let W € L} (X2, ux ® px) be graphon. In [28], X = [0,1], px is the Lebesgue
measure on X, and it is assumed that W satisfies

(3.4) 1imO W (z+ z,y) — W(z,y)|dy =0, VaelX.
z—r I
Then it is easy to show that x + 7, is continuous since

deL(1z, M) =  sup /fd(m—nm/)
feBLL (X)X

— / F@) W () — W', y))dux (v)
feBL1(X)JIX
W () — W Y xens

as well as (3.4). This demonstrates that our main results that follow assuming only continuity
of DGMs does generalize the result in [28] (except that technically the underlying phase space
is different), where the network has a graphon limit, or continuous graphops which can be
approximated by graphons as in [25].

Let D(X): = {ne B(X,M(X)): sup,cx suppn, < oo}.

Definition 3.16. A DGM n € D(X) is called a digraphing. A symmetric digraphing is a
graphing [31, 3, Sec.9].

In terms of denseness of a graph, a digraphon is dense while a digraphing is sparse [3].
In the following, we provide several examples to show the diversity of DGMs in C(X, M (X)),
in terms of the denseness as well as heterogeneity of the graphs.

A

1
3/4
1/2

1/4

FiGURE 2. Example 3.17. The circle graphop 1, when viewed as a measure
on the product space St x S = T? = [0,1[?, is a uniform measure over two
disjoint circles (one thin and one thick) on TZ.

Example 3.17 (Circle graphop). Let X = S' be the unit circle, identified with [0, 1[ by the
mapping = + e?™%. Define the circle graphop 1 by

Nz = O(et1/a) T 0(z—1/2, «€X.
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By definition, the circle graphop is a graphing, and we can view it as an abstract graph

G = (X, E) with (z,y) € E if and only if z L y. See Figure 2 for its illustration. One can

take 1 as a uniform measure over two disjoint circles on T?.

Example 3.18. (i) Let X = S2. For every z € S?, let z+: = {y € S?2: y L x} be
the circle on S? perpendicular to x and 1, = A1 be the uniform measure over z-.
This definition yields a GM 7: = — 1, that can also be viewed as a graphop, called
the spherical graphop [3]. This graphop is neither a graphing nor a graphon. See
Figure 3(a).

(ii) Let X =[0,1]. For every € X, let
3

3 3 3
Ay = {53371 - 517] Ljo,1/30(%) +{1/2} 1 [1/3,2/3)(2) + 5(1 —x),1— 5(1 — )| Ljz/3,1)(7),

and 1, = Ala,. Hence
c My ans(X), if z€][0,1/3[U]2/3,1],

=) px), it zel1/3,2/3].
Moreover, it is straightforward to verify that

dBL(112,7y) < drv(n2,7my) = 0, as |z —y| =0,
which implies n € C(X; M4 (X)). This DGM 7 is again neither dense nor sparse,
but can be viewed as a measure-a linear combination of an absolutely continuous
measure supported on ([0,1/3]U[2/3,1]) x [0, 1] and a singular measure supported on
[1/3,2/3] x {1/2}. See Figure 3(b).

(iii) Let X =S!. Let C be the Cantor set on [0, 1]. Let F¢. be the distribution function of

the uniform measure (¢ over C. For every x € X, define a uniform measure 7, over a
Cantor-like set (see Figure 4) within [z, 2+ 3[ mod 1 C X by its distribution function

F,. (2) = Fe. ((%(2 —x)>) , z€r,z+3[mod 1.

For every f € BL1(X), extend it to be a periodic function on R, we have

fd(n. —ny) F)dF (50— a))
‘/ /[m,m+3/4[ mod 1 ( 3 >

-/ renr (
[v,y+3/4[ mod 1

3

1

:/01 f(;v—i—%z)—f(y—i—

where d* (z,y) = min{|z—y|, 1 —|z—y|} is the arc length between z and y on X. This
shows that = + 7, is continuous, by the supremum representation of the bounded
Lipschitz metric. Hence n € C(X; M4(X)) is a DGM which can be regarded as a

. . . log 2
uniform measure over a curve of Hausdorff dimension (1 + %) on T2. Moreover, 7

is a continuous (since (¢ is so) but not absolutely continuous measure on T2.

Example 3.19. Let CEl be the inverse measure of (¢, i.e., the quantile function of CEl is Fe.
[48]. Note that (¢ is discrete [48]. In an analogous way as demonstrated in Example 3.18(i),
one can construct the following measure-valued function:

Fu(2) = oo ((%(2 _ x)>) e X
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1/2

0f /3 2/3 1

(a) Example 3.18(i). (b) Example 3.18(ii).

FIGURE 3. Tllustration for Example 3.18(i)-(ii). (a): For every vertex z on
the sphere, 7, is the uniform measure over the circle z*. (b): the shaded
region is the support of the absolutely continuous part of the measure 7 in
Example 3.18(ii) while the thick line between (1/3,1/2) and (2/3,1/2) is the
support of its singular part.

IR NN IR HENR
x HE HE
| |

|
1 2 3
x+% T T+ g T+ 3 T+ g

FIGURE 4. Tllustration of Example 3.18(iii). Construction of a Cantor-like
set on [z +1/4,z + 1] mod 1.

Hence it is easy to verify that n € C(X; M1(X)) is a DGM which can be regarded as a
singular measure supported on countably smooth curves on T2. Note that in contrast to

Example 3.18(iii), 7 is not a continuous measure (in the sense of its joint distribution function)
on T2

Remark 3.20. In general, the space of continuous functions C(X,Y") is not dense in the space
of bounded functions B(X,Y") in the uniform metric. For instance, take X = [0,1] and Y = R.
Let f = 1x\@- Then f cannot be approximated by any continuous function in the supremum
norm. Hence given any & € Paps(Y), let & — 1, = f(z)§. Then n € By, 1(X, My abs(Y)). It
is obvious that 7 cannot be approximated by any sequence in C,, 1(X, M (Y)). This gives
us a clue that using the uniform bounded Lipschitz metric, one may not expect approximation
of VE on a DGM of arbitrary weak regularity (see Section 5).

Remark 3.21. From these examples one can see that given a sequence of graphs, there will
be different ways to represent each finite digraph as a digraph measure (a digraphon or a
digraphing), even when the vertex space X is prescribed. We here provide a specific situation
to illustrate this point. Let WV = (Wz[\;) be the adjacency matrix of the digraph GV for
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every N € N. Assume supycymaxi<;<ny #{j: Wi; # 0}, the supremum of the maximum
degree of the graphs, is finite. Let X = [0,1]. Then one can take the following DMG (which
is a digraphing) as a representation of each W¥:

N
N .
v :ZWZ{\;@/N, zeld, i=1,...,N,
j=1

where IV = [%, % [ fori < N and I§ = [1 — %, 1] . With this representation, one can obtain
the limit of 77WN as a finitely supported measure valued function. In contrast, recall that there
is another graphon representation for each W [31]. However, if represented as a graphon,
then the sequence of graphons converges to the zero digraphon defined on [0,1]2. This also
shows digraphons are limits of dense digraphs, which may not be suitable to characterize

limits of non-dense digraphs.

4. VLASOV EQUATION ON THE DGMSs

In this section, we establish well-posedness of weak solutions to the VE (2.4). To do
this, we first study the equation of characteristics, namely (4.1) below. Then we construct a
fixed point equation via the solution map of the equation of characteristics. Using Lipschitz
properties of the flow of the equation of characteristics, we prove the existence of a unique
solution to the fixed point equation by the Banach contraction mapping theorem. Then, by
establishing the connection between solutions to the fixed point equation and weak solutions
of the VE, we prove the well-posedness of the VE in an indirect way. This idea originally is
due to Nuenzert [35] and we provide a generalization of his method incorporating DGMs and
carefuly associated choices of function spaces.

4.1. Characteristic equation. In this subsection, we will establish the Lipschitz continuity
and continuity of the Vlasov operator V[n,v., h] for the characteristic equation. Recall the
characteristic equation: For every z € X,

(4.1) %qﬁ(t,x) =Vin, v, hl(t,z,¢), te[s,T], ¢(s,2)=¢s(x), for0<s<T,

where V[n, v., h] is the Vlasov operator defined by

Vi bltt0) =3 [ [ it 00w, (00 ) + bt 2.0)

forte T,z € X, and ¢ € R™. We first establish properties of the Vlasov operator.
Proposition 4.1. Assume (A1)-(A5). Then Vn,v.,hl(t,x, ) is

(i) continuous in t,
(ii) locally Lipschitz continuous in ¢ € N for some bounded open set N C R™ uniformly
in (t,x) with Lipschitz constant Ly :

sSup sup |V[777 v, h](ta €T, ¢1) - V[nv v, h](ta €T, ¢2)| < L1|¢1 - ¢2|7
teT zeX
where
Ly =Li(nv): = vl > La(ga)In'll + Lar(h) < oo,
i=1
where Lar(gi) (La(h), respectively) is the Lipschitz constant of g; (h, respectively) restricted
to N. Additionally assume (A6) with the convex compact set Y, then Vn,v., h|(t, x, @) is

(iii) Lipschitz continuous in h with Lipschitz constant 1:

Sup sup sup |V[T]a V~7h1](taxa ¢) - V[T]a V~7h2](taxa ¢)| < ||h1 - h2H005
teT zeX ¢y



VES ON DGMS 25

where

[h1 = hallec = sup sup sup |hi(t, z, ¢) — ha(t,z, ¢)|.
teT z€X ¢y

(iv) Lipschitz continuous in v. with Lipschitz constant Lo:

sup sup [V[V!](t,z,¢) = V[V’](t, 2, ¢)| < Ladoo (vy,17),
z€X peY
where Ly = La(n): =12 . 1(35(91)4‘1)”77 -
(v) continuous in n: Let {nK}KeN = {(n* 1<Z<T}K€N C B(X,M4(Y)), fori =

L..o,r Iflimg oo Doty doo(n®,n™%) = 0, then for every & € B(T, M4 (Y)),

nm//supwn,u B(r,2,6) — VIS, v, B](r, 2, )&, (9)dr =0, VteT,
Y

K—o0 zeX
provided v. € C(T,Cpy 1(X, M (Y))). holds.
The proof of Proposition 4.1 is provided in Appendix A.

Remark 4.2. The technical property in Proposition 4.1(v) will be used in the proof of Pro-
position 4.4(iv) below.

Theorem 4.3. Assume (Al)-(A5). Let ¢o € B(X;R"™). Then for everyx € X andto € T,
there exists a solution ¢(t,x) to the IVP of (2.2) with ¢(to, z) = ¢o(x) for allt € (1,7, ;7. ) C

Ty o) 'x,to/ =
T with (7, 4,74 4,) 3 to such that
(i) either (i-a) 7,5, =T or (i-b) 7,5, < T and hmtTT | (t,x)| = oo holds;
(ii) edther (ii-a) 7,4 =0 or (ii-b) 7., >0 and lim, | (t,x)| = oo holds.
750
wto =T for all

x € X, and there exists a family of transformations {Sﬁs V., h]}t L Y such that

o(t,x) = S g[n,v., hld(s,x), for all s,t € T.
The proof of Theorem 4.3 is provided in Section 8.

For every a > 0, let d, be the metric in Definition 3.10. Define the following operator: For
€ (C(Ta B#XJ(Xv M+(Y)))a da),

In addition, assume (A6) and v. is uniformly supported within Y, then T,

v. — Aln, hl(v.),
((A[n, R)(v.))t)e = (W0)e © SFoln v, h], =€ X,

We will show there exists o > 0 such that A[n, h] is a contraction mapping and hence by
Banach fixed point theorem, the fixed point equation

(4.2) v.=An,hlv., teT.
admits a unique solution. Beforehand, let us investigate properties of A.

Proposition 4.4. Assume (A1)-(A6). Let Ly and Lo be given in Proposition 4.1. Then
Aln, h] is
(i) is continuous int: For everyv. € C(T, By 1(X, M4 (Y))), we have t — (An, hlv.); €
C(T,Bux 1 (X, M(Y))). Inparticular, ifv. € C(T, Cpux 1(X, M (Y))), then Aln, h]v.
€C(T,Chux (X, M(Y))). Moreover, the mass conservation law holds:
(A, v, b)) (V) = (10).(Y), Vze X.
(ii) Lipschitz continuous in v.: For all t € T, and v},v? € C(T, By 1(X, M4 (Y))),

doo ((Aln, hv!)e, (Aln, hv?).)

t
<e" DG (W 1R) + Loy [le™1 @1 / oo (2, v2)e 10747,
0

YT
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(iii) Lipschitz continuous in h: For allt € T, and hy, ha both fulfilling (A3) with h replaced
by hi1, he, respectively,
doo (A[1, b1 (1), Aln, ho] (1)) < Tllv.[le™* [ b1 — hal|o,
where Ly = L3(v.,hg): = Li(v.) + BL(hy)e ()T,
(iv) Absolute continuity. If vo € By 1(X, My aps(Y)), then
(A, v, hlv)s € Buy 1 (X, My as(Y)), Yt eT.
The proof of Proposition 4.4 is provided in Appendix B.

Proposition 4.5. Assume (A1)-(A4) and (A6)-(A7). Let vy € B, 1 (X, M (Y)), and
Ly, Lo, and Ls be given in Proposition 4.4. Then there exists a unique solution v. €
C(T,Bux1(X, ML(Y))) to the fized point equation (4.2). In particular, ifvy € Cpy 1(X, M4 (Y)),
then v. € C(T,Cpuy 1 (X, M4(Y))). Moreover, the solutions have continuous dependence on

(i) the indtial conditions:

doo (v}, v2) < e DFLli Dl (d 2y e T,

where V' is the solution to (4.2) with initial condition v fori=1,2.
(ii) h:

dOO(thath) <

LT p (L1 (v3)+La vt
L [ 1
L3(1/.2)

where V® is the solution to (4.2) with functions h; for i =1,2.
(iii) n: Let {n®}ken = _{(ﬁKfZ)lgigr}KeN C B(X,M4(Y)), fori=1,...,r, such that
Mg oo Y5y doo(n', 1) = 0. Assume vy € Cpuy 1 (X, M4(Y)). Then

lim sup doo (1, ) =0,
K—ooteT

where vE s the solution to (4.2) with DGMs n¥ for K € N.
The proof of Proposition 4.5 is provided in Appendix C.

4.2. VE. In this subsection, we will use properties in the previous subsection to show well-
posedness of VE (2.4).
First, let us define the weak solution to (2.4).

Definition 4.6. Let Y be a compact positively invariant subset of (2.2) given in Theorem 4.3.
Wesay p: T x X xY — R is a uniformly weak solution to the IVP (2.4) if for every z € X,
the following two conditions are satisfied:

(i) Normalization. [ [, p(t,z,¢)d¢dz =1, for all t € T

ii) Uniform weak continuity. ¢ — @)p(t, x, p)d¢ is continuous uniformly in x € X, for
(i) y v f(@)p(t, @, y ;
every f € C(Y).

(iii) Integral identity: For all test functions w € CY(T x Y) with suppw C [0,T[xU and
U CCY, the equation below holds:

~

43 [ [ o) (PG 4 Vg, (000) - T )) asar

+/ U)(O, ¢)p0($7 ¢)d¢ = Oa
Y

where suppw = {(t,u) € T x Y: w(t,u) # 0} is the support of w, and we recall

~

Pl 12,0 = 3 [ [ e 0t 010t ) + bt 0).
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Remark 4.7. Definition 4.6 is well-posed, since from (4.3), by choosing suitable test functions
one can show that

p(t,-) € LL(X XY, ux ®m), forallteT,

provided pg € L1 (X x Y, ux ®m) and p(t, -) solves (4.3). Hence this definition of a uniformly
weak solution can be slightly stronger than the weak solution defined in [35, 28], since (4.3)
is required to hold for every x € X but not just ux-a.e. x € X. This is because for every
t € T, weregard p(t, z, ¢) as densities of every point (1), on the continuous curve {(4); }zex,
instead of the density of a probability in the space P(X x Y).

Now we present the unique existence of solutions to the VE (2.4).

Theorem 4.8. Assume (Al)-(A4) and (A6). Assume po(z,d) is continuous in x € X for
m-a.e. ¢ €Y such that pg € Lﬁr(X XY, ux ® m), then there exists exists a unique uniformly
weak solution p(t,x, @) to the IVP of (2.4) with initial condition p(0,x,¢) = po(z,d), z € X,
pey.

The proof of Theorem 4.8 is provided in Section 8.

5. APPROXIMATION OF TIME-DEPENDENT SOLUTIONS OF VE

In this section, we seek approximations of solutions of the VE in bounded Lipschitz distance
by probability measures with finitely supported piecewise defined measures generated from
solutions to discretized ODEs. More specifically, we construct approximation of the absolutely
continuous solutions of (4.2) by finitely supported probabilities on X x Y on atoms (z7', ¢l (t))
with (o7 (t),..., @R (t)) being the solution of the ODEs whose initial data are distributed
asymptotically converging to the initial distribution of (4.2). In terms of measures, we seek
for approximations by D(Y)-valued step functions on X.

To state the approximation result, let us first recall several recent results on approximation
of probability measures by deterministic empirical measures.

Proposition 5.1. [17, 48] Let ¢ € N and P(R?) be the space of all Borel probability measures
on RY. Let n € P(RY). Assume n is compactly supported. Then there exists a uniformly
bounded sequence {z]n}jzl nineN € R? such that

lim dgy (1", n) =0,
n—oo
where n™ = %E?:l 5z;l is a deterministic empirical approximation of n.

We first provide two one-dimensional examples to illustrate how these empirical approx-
imations are constructed, given a probability measure.

Example 5.2. Let X =[0,1]. Let n € C(X; M4 (X)) be defined in Example 3.18(ii). Hence
57 € P(X), for every x € X. Note that
1— 3$, lf US [Oa 1/3[5
ne(X) =41, if xe(1/3,2/3],
3v—2, if x€)2/3,1].

For every m € N, let

]t = , for i=1,...,m,
m+1
1 n s m+1
Ezjzl‘sgmgwrn%l(l—gz;n)v for Z—l""vLTJrJ_l; )
M =1 612, for ¢=[mHL] 41, 2oy g,

1 n ) _ r2(m+1)
5Zizl5%<1fzr>+ﬁ<1—%<1fmr>>= for i=[=%=],...,
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It is also straightforward to show that

lim dg (mnm%ngﬁ) =0, fori=1,...,m.

n—oo

Indeed, nwm are the best uniform n-approximation of ﬁnmm with at most n atoms [48].

Example 5.3. Let X = S! and 7 be defined in Example 3.18(iii). Moreover, for every n € N,
let ¢(": = %E?:l dy» be the best uniform approximation of the Cantor measure (c [48].
Since supp ¢" CJ0,1[ and the distance on the circle is no greater than that on the real line,
for every z € X, one can show that

n

1
n Z (z+3y)

is a uniform approximation of 7, such that hmnHOO dgL(Mz,m2) = 0.

Lemma 5.4 (Partition of X). Assume (A1). Then there exists a sequence of pairwise disjoint
partitions {AT: i =1,...,m}men of X such that X = U™, A" for every m € N and

lim max Diam A" = 0.
m—oo 1<i<m

The proof of Lemma 5.4 is provided in Appendix D.

Lemma 5.5 (Approximation of the initial distribution). Assume (A1) and (AT). Let
{A"}1<i<m be a partition of X for m € N satisfying

lim max Diam A" = 0.

m—oo 1<i<m

m,n

Let " € A", for v = 1,...,m, m € N. Then there exists a sequence {go (itynty b =
1,...,m,j = 1,...,n}n,meN§ Y such that

lim lim ds
m—00 N— 00

where vg"" € By 1(X, M4(Y)) with

n L m,i
)m. = E ]lA;n(x) " E 69‘anlmﬂ reX,
i=1 j=1

( mnayo)zoa

S 0)e (M dux (@)
Am.i = X (A7) . i px (A7) >0,
(v0)ap (Y), i (A7) = 0.

The proof of Lemma 5.5 is provided in Appendix E.

Lemma 5.6 (Approximation of the DGM). Assume (A1) and (A4)'. For every m € N, let
A" and x]* be defined in Lemma 5.5 fori=1,...,m, m € N. Then for every { =1,...,r

élmlglnﬂ: i=1,....m,j=1,...,n}mnen CY such that

lim lim deo(n®™",n%) =0,

m—00 N—r0oQ

where n>™" € B(X, M4 (Y)) with

)

there exists a sequence {y

n

b
Zmn _Z]].Am Z;Lanélnln 5 .’L‘EX,
=1

Y(i—1)n+j

Ly e (X)dpx @)
(AT , if pux (A7) >0,

Mg (X)), if px (A7) =0.
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0.5

0 0.5 1

FIGURE 5. Example 5.7. m = 10 and n = 7. Red dots: atoms of uniform
n-approximations of 7, for different x.

The proof of Lemma 5.6 is provided in Appendix F.

In what follows, we provide several concrete examples of the deterministic empirical approx-
imation of DGMs with different vertex spaces together with their partitions. All these ex-
amples can be used in the applications in Section 6.

The example below gives a high dimensional X with a reference measure px supported on
a lower dimensional curve.

Example 5.7. Let X = {(z1, 22) € R3 : |z| < 1} be the triangle, and p1x = Al{(z1,25)eX: 21222}
be the uniform measure over the line segment from (0,0) to (1/2,1/2). Hence pux is singular
to the Lebesgue measure m on X. Let n, = |z|\| g, , where E, = {(21,22) € X: 2122 = 2021 }.
Hence E, is a line through x provided z # 0, and Ey = X. It is easy to verify that x — 7,
is continuous. Since suppn, = oo for all z € X \ {0} and n9 = 0, and 1, L px for all
r € X\ Eq21/2 and 1, < px for all 2 € E/2,1/2) \ {0}, we have that 7 is neither a
graphing nor a graphon. For z # 0, the uniform measure

7732%25j s

j=1 nt+1lz|

over the equipartition of the line segment E, is the best uniform approximation of ﬁnz. For

every m € N, we can take the uniform partition such that A™ is no coarser than Alvml)?
and no finer than AIV™1* with {A;nz}lgignﬂ = {A((p/m,q/m),((p+ 1)/k,q/k), (p/k, (¢ +
1)/k))}o<p.g<m—1 of X, consisting of m? congruent triangles, where A(a, b, c) stands for the
triangle with vertices a, b, c. See Figure 5. Hence we can take zI" to be any point in A7\ {0}
and
N Sy l2ldux (@)
Yty = wA J= Lo bng={ T ax@m if - px(47") >0,

=", it px (A7) =0.

In other words, by, ; is the ¢1-norm of the barycenter of A]* w.r.t. px, provided A" has a non-
empty intersection with the line segment F(; /51,2y, and by, ; is the £1-norm of 2" otherwise.
Moreover, there are at most (1 + 2|271[/m]]) triangles A™ with a positive ux-measure (a
non-empty intersection with E; /9 1/2)).

Indeed, one can also take X to be a discrete subset of the Euclidean space and the DGM
is neither sparse not dense.
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Example 5.8. Let X = {1/n}nenU {0} CR. Let px = >, 2714, n € B(X, M4 (X))
be such that 7, = xA[{yex: y>o} for € X, where for convention 0Ax = 0 denotes the trivial
zero measure. Since sup, ¢ x #suppn = oo and supp ux < sup i, we have n € C(X, M1 (X))
is neither a digraphing nor a digraphon. Hence for every m € N, let A" = {1/i} for 1 <i<m
and A" = {y € X:y < 1/m}. Then it is easily seen that maxi<;<,, Diam A™ = 1/m — 0
as m — oo. Let 2] = 1/i fori = 1,...,m. We have n,m» = ﬁzzzlzﬁ/k, fori=1,...,m
Therefore, for all n > m,

01, if v € AP
= F Y 815, ifxec A, 1<i<m,
(220:0 2_]“_1#%) o gy Ouyge if e A

Lemma 5.9 (Approximation of h). Assume (A3) and (AT).
For every m € N, let

Mtz P) = ZnAm h(t,z,¢), teT, zeX, ¢peV.

Then
lim / / sup |h™ (¢, x, @) — h(t,z, $)| dpdt = 0.
Y

m— 00 reX
The proof of Lemma 5.9 is provided in Appendix G.
Now we are ready to provide a discretization of the the VE on the DGM by a sequence of
ODEs. From Lemmas 5.4-5.6, there exists

e a partition {A7"}1<;<, of X and points 2" € A7 for i =1,...,m, for every m € N,
m,n . . .
e a sequence {cp(i_l)nﬂ: i=1,....m7i=1...,n}pmen CY and {am;:i=1,...,
Mmtmen C Ry,
e a sequence {yérfi;lnﬂ: i=1,....mJj=1,....,0 mnen €Y and {brpmi: i =1,...,
Mlmen CRy, for £=1,...,7,
such that

lim lim doo(vy"",10) =0,

lim lim doo(ne’m’”,n) =0, /(=1,...,m,

m—00 N—ro0

lim / / sup |h" (¢, x, @) — h(t, z, ¢)| dodt = 0,
Y

m— o0 reX
where
mn . am i
(513.) m Z ]]-Am 26@(1 Dnts’ TEe X’
bf m,i .

5.1b fmn — ]]. m 6 m,n 5 EX,
(5.1b) Z A Z S T
(5.1c) Mtz P) = Z]lAm t,a",¢), teT,zeX, peV.

Consider the following IVP of a coupled ODE system:

(5.2) (b(i—l)n-i-j =F""(t,¢(-1)n+5>®), 0<t<T,  Gi-1)n+5(0) = Pli—1)n+s>
t=1,....m, 3=1,...,n,
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where ® = (¢(i—1)n+j)l§i§m.,1§j§n and

n

Fm n t w7 Z Z Am, zbf Gm,i9¢,m,p Z ]]-Am élmlv)Ln—i_j) Zgé(tu ’Q/J, ¢(p71)n+q) + hm(t7xzn, ’(/J)

(=1 p=1 qg=1

Proposition 5.10. Then there exists a unique solution ¢"™"(t) = (QSZ’_"I)nﬂ (t)) to (5.2), for
m,n € N.

The proof of Proposition 5.10 is provided in Appendix H.
For t € T, let ¢™"(t) = ((b?z " yntj(t)) be the solution to (5.2). Define

myny . o aml
(5:3) (4"at = Lap (@) Z5¢ET Tonis® T EX:
=1

Theorem 5.11. Assume (A1l)-(A3), (A4)', (A6)-(A7). Assume po(z,d) is continuous in
z € X form-ace. ¢ €Y such that p € LY (X x Y, ux ®m) and

sup || po(z, ')HLI(Y,m) < Q.
rzeX

Let p(t, z, ¢) be the uniformly weak solution to the VE (2.4) with initial condition po. Let v. €
C(T; By 1(X, Maps(Y))) be the measure-valued function defined in terms of the uniformly
weak solution to (2.4):

d(wt). = p(t,x, p)dd, for every t€T and xz€X.

Then vy € Cpuy 1 (X, M1 (Y)), for allt € T. Moreover, let vy"" € By 1(X, M4+(Y)), nt™n €
B(X, M4 (Y)), and h™ € C(T x X x Y,R") be defined in (5.1), and v™" be defined in (5.3).
Then
lim deo (v, ", vt) = 0.

n—oo

The proof of Theorem 5.11 is provided in Section 8.

Remark 5.12. The uniform integrability condition sup,cy [|po(%,)||L1(v,m) < 00 means that
the uniform measure vy lies in B, 1(X, M (Y)). Although the continuity as well as the
uniform integrability of the initial density is technical, it does generalize the results in [28],
see Remark 3.15.

Remark 5.13. The continuity condition for DGMs (A4)’ can be further relaxed to

(A4)" n = (n',...,n") € (B(X,M4(X)))" such that Ul_,{z € X:z ~ n is disconti-
nuous at z} is finite.

Then X = (UfilXj) U (UKL, 2) for some K’ < K, where the function z + 77, is discon-
tinuous at x = zj, while is continuous confined to each subset X;. Hence one can further take
partitions of every X, and then choose an arbitrary point in each subset of the partition to-
gether with these discontinuity points zx to construct the approximation of DGMs and hence
the ODE approximations.

6. APPLICATIONS

In this section, we apply our main results to several models in biology. To save the Arabic
numbers in the labels of assumptions, we point out that the labels of assumptions (together
with X,Y") differ from subsection to subsection.
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6.1. A multi-group epidemic model without demography. In this subsection, we apply
our main results to an SIS epidemic model with heterogeneous group structure.
Assume

(H1) For (u1,usz) € R%, let B(t,u1,u2) > 0 be in general the disease transmission function
which may not respect mass-action kinetics, and (¢, u1, u2) = 0 provided uyus = 0. Moreover,
[ is continuous in ¢, and locally Lipschitz continuous in i, us uniformly in .

(H2) For u € Ry, let v(t,x,u) > 0 be the recovery rate function, and for every z € X,
~(t,z,u) = 0 provided u = 0. Moreover, « is continuous in ¢, and Lipschitz continuous in

u € R4 uniformly in ¢, and continuous in z uniformly in u.
For any fixed N € N, let

(6.1) Y ={ueR}:u +u =N}

(H3) v. € C(T, By ,1(X, M (R?))) is uniformly compactly supported within ¥ C R?.
Under (H1)-(H3), consider a general non-local multi-group SIS model on a DGM n:

0S5,
= |, [, Bt 02,800, (0)d ) + (62 L),

oI,
5 = [ L v Sy i) . 1),

where S, and I, stand for the number of susceptible and infected individuals at location
x € X (or interpreted as in the group with label z).
By (H3), let

-1 1
g(tvwv(b) :B(t7¢25¢1) ) I’L(t,I,QS) :V(taxagbl) )
1 -1

Vi v, bt 2, ) = /X /Y ot §, &)A()y () dns (4) + h(t, z, 6),
and

-~

Vi p.. Bt . 6) = /X /Y oty %, ot y, W) ddne () + h(t, 2, ).

Consider the VE
(6.2)

ap(té;c, 9) + divy (p(t, 2, 0)V[n, p(-), Bl (t, x, ¢)) =0, t€(0,7T], z€ X, mae ¢V,

p(0,-) = po(-)-

From Lemmas 5.4-5.6, there exists

e a partition {A7"}1<i<,, of X and points 2" € A7 for i =1,...,m, for every m € N,

e a sequence {cpg’_"l)nﬂ: i=1,....omj7=1...,n}nmen CY and {ami: i =1,...,
m}men C Ry,

e a sequence {yg‘;"l)nﬂ: i=1,....mJ=1,...;n mney CY and {by;:7 =1,...,

m}meN g ]R-l-a
such that

lim lim doo(vy"",10) =0,
m—00 N—r0o0

lim lim doo(n™",n) =0,

m—00 N—r00
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lim / / sup |h™ (¢, x, @) — h(t,z, d)| dpdt = 0,
Y

m—0o0 reX
where
)G -
(6.3a) : Z Lap (z 65"2’:&)%]" TeX,
=1
(6.3b) : Z Am T 69;? nl)nﬂ r e X,
i=1 j=1
(6.3¢) Mtz P) = Z]lAm h(t,z",¢), teT, zeX, peV.

Consider the following IVP of a coupled ODE system:

(6.4) (lg(ifl)nJrj =F""(t, ¢(i—1yn+5®); 0<t<T, dri—1)n+;(0) = ©i—1)n+s>
t=1,....m, 3=1,...,n,

where (I) = (¢(i71)n+j)lgi§m,1§j§n and

n

m,n - am,ibm, - m,n m m
Fi ' (tv "/Ju (I)) = Z Tp Z ]]-A;” (y(i_l)n+j) Z g(ta 1#7 ¢(p71)n+q) +h (f, z; 7"#)

p=1 Jj=1 q=1

Then by Proposition 5.10, there exists a unique solution ¢™"(t) = (¢g’_"1)n+j (1)) to (6.4),
for m,n € N.
For t € T, define

’ITL n . am [
(65) m Z lAm Z ¢('L n+j ) veX.

Theorem 6.1. Assume (A1), and (H1)-(H2). Then there exists a unique uniformly weak
solution p(t,x, @) to (6.2). Assume additionally po(z,d) is continuous in x € X for m-a.e.
¢ €Y such that pp € LL(X x Y, ux ® m) and

sup [ po(, ')HLI(Y,m) < 0.
rzeX

Let v. € C(T;Buy1(X, Maps(Y))) be the measure-valued function defined in terms of the
uniformly weak solution to (6.2):

d()e = p(t,z,d)do, for every te€T, and z€ X.

Then vy € C(T,Cpx 1 (X, M4 (Y))). Moreover, let v)"" € By 1(X,M4(Y)), n™" € B(X
M (Y)), and h™ € C(T x X x Y,R?) be defined in (6.3), and v"™" be defined in (6.5). Then
nlLIr;Odw(ut ") =0.

Proof. Tt is straightforward to verify that (H1) implies (A2), and (H2) implies (A3) and
(A7). It remains to show (A6) is fulfilled with Y defined in (6.1). This is a simple consequence

of the fact that this SIS model is conservative:

9
= (Su(t) + L:(t) = 0.
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6.2. A multi-group epidemic model with demography. In this subsection we will apply
our main results to an SEIRS epidemic model with demography of heterogeneous group
structure. Before proposing the heterogeneous model, let us first revisit the single-group
SEIRS model [7] with the following flow chart:

bN oR
Loss of immunity
Birth
A BSI/N
S > F
Infection Latency Recovery
Death Death Death Death
Y
dlS d2E

The deterministic model is given by an ODE with mass-action disease transmission:
S =bN — BSI/N +oR — d,S
E =BSI/N —E — doF
I =E —~I —dsI
R=~I —0R—dsR

where b is the birth rate, d; the death rates for different compartments, IV the total population
size, B the transmission rate per capita, :~! the latency period, v the recovery rate, and o
the rate of losing immunity.

In the following, we will generalize the above model to a multi-group model with heterogen-
eous group structure. Let (X, B(x), ux) be a compact probability space satisfying (A1). For
i =1,...,4, define the time-and-location-dependent death rate functions d;: T x X — Ry,
and

d(z) = inf min d;(¢t,z), =€ X.
teT 1<i<4

The other constants become time-and-location-dependent as well. Let A: X — R, be the
influx of newly born healthy susceptibles. Assume

(H1) A € C(X); for : =1,2,3,4, d;(t,z) is continuous in x, and d(z) > 0 for all z € X.
N
(H2) M: =sup,cx d(( )) < 0.

(H3) For (u1,us) € R, let B(¢,u1,u2) > 0 be in general the disease transmission function,
and (¢, u1,us) = 0 provided ujus = 0. Moreover, § is continuous in ¢, and locally Lipschitz
continuous in uy, us uniformly in .

(H4) For u € Ry, let ¢(t,z,u) > 0 be the reciprocal of the latency period function, and for
every © € X, t(t,z,u) = 0 provided v = 0. Moreover, ¢ is continuous in ¢, and Lipschitz
continuous in u € Ry uniformly in ¢, and continuous in z uniformly in w.

(H5) For u € Ry, let v(t,x,u) > 0 be the recovery rate function, and for every z € X,
~(t, z,u) = 0 provided ¢35 = 0. Moreover,  is continuous in ¢, and locally Lipschitz continuous
in w € Ry uniformly in ¢, and continuous in x uniformly in w.

(H6) For u € Ry, let o(t,z,u) > 0 be the rate function of losing immunity, and for every
x € X, o(t,z,u) = 0 provided u = 0. Moreover, ¢ is continuous in ¢, and Lipschitz continuous
in w € Ry uniformly in ¢, and continuous in z uniformly in w.

Let

(6.6) Y ={peRL:|g]h <M} CRY,
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(HT) v. € C(T, Buy 1(X, M4 (R?))) is uniformly compactly supported within ¥ C R%.
Under (H1)-(H7), consider a general non-local multi-group SEIRS model on a DGM #n:

T =A@ = [ [ 90 8000, 00 0) + ot Be) — i),

% = [ [ tba 8400, 000 00) = etz B2) - et 0

% =u(t,x, Ey) —y(t,x, I;) — ds(t,x) I,

821 =y(t,x,I;) — o(t,z, Ry) — ds(t, z)Ry.

By (HT), let
—B(t, 3, 1) A(z) +(t 2, ¢1) — da(t,2)0n
o0, 6) = B(t, vs, ¢1)  h(tod) = —u(t, @, ¢2) — da(t, x)d2 7

0 ut, @, ¢2) —y(t,, ¢3) — ds(t, x)d3
0 V(t,z, ¢3) — o(t, z,¢4) — du(t, 2) ¢4

Vi v, hl(t 2, ) = /X /Y gt %, &)d()y ($)dns (4) + h(t, z, 6),

and

Vi p. bt 2, ¢) = /X /Y oL, 6, )p(t,y, ) dbdn (y) + h(t,, &),
Consider the VE
(6.7)

ap(té;c, 9) + divy (p(t, 2, 0)V[n,p(-), Bl(t, x, ¢)) =0, t€(0,7], z€ X, mae ¢V,

p(0,-) = po(-)-

Again from Lemmas 5.4-5.6, there exists

e a partition {Am}1<z<m of X and points 2" € A7 for i =1,...,m, for every m € N,
e a sequence {cp(Z Dyt &= 1,...,m,j = 1 n}n menN C Y and {ami: i =1,.
m}men C Ry,
. asequence{y (i 1)nﬂ =1,....mj=1,....n mnen CY and {bp i i =1,...,m}Imen C
R+a
such that
lim lim doo(vy"",10) =0,
m—00 N—00
lim lim doo(n™™,n) =0,
m—00 N—00
lim / / sup |h™ (¢, x, ¢) — h(t,z, $)| dpdt = 0,
m—00 Y z€X
where
(6.8a) Ma Z Lap (@ :1“ Z 650;?L"1>n+j’ TeX,
Jj=1
(6.8b) ’ Z Am 7;1 Z 6yE?LTL1)n+j’ zEX,

<.
Il
—
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(6.8¢) Z]lAm t,x™, p), teT,zeX, pev.

Consider the following IVP of a coupled ODE system:

(6.9) (b(i—l)n-i-j =F""(t,¢(-1)n+5>®), 0<t<T,  Gi-1)n+5(0) = Pli—1)n+s>
i=1,....m, j=1,...,n,

where ® = (¢(i_1)n+j)1§i§m,1§j§n and

m

F7 (4, @ EZ e ’pEZIAm ) 29, b 1ynrg) + BT (L 2T ).

Then by Proposition 5.10, there exists a unique solution ¢ " (t) = (¢g’_"1)n+j (1)) to (6.9),
for m,n € N.
For t € T, define

m n X am %
(610) m Z lAm 26¢(1 n+j ) veX.

Theorem 6.2. Assume (Al), and (H1)-(H6). Then there exists a unique uniformly weak
solution p(t,x,d) to (6.7). Assume additionally po(x,d) is continuous in x € X for m-a.e.
¢ €Y such that py € LL (X x Y, ux @ m) and

sup || po(, ')HLl(Y,m) < 0.
rzeX

Let v. € C(T; By 1(X, Mas(Y))) be the measure-valued function defined in terms of the
uniformly weak solution to (6.7):

d()e = p(t,z,d)do, for every te€T, and z€ X.

Then vy € C(T,Cpx 1 (X, M4 (Y))). Moreover, let v)"" € By 1(X,M4(Y)), n™" € B(X
M (Y)), and k™ € C(T x X xY,R?) be defined in (6.8), and v™™" be defined in (6.10). Then
lim doo(v; ", vt) = 0.

n—roo

Remark 6.3. When o = 0, the SEIRS model reduces to SEIR model. Similar results apply to
other types of epidemic models (e.g., SIRS, SIR, SIS models).

Proof. Tt is straightforward to verify that (H3) implies (A2); (H1) and (H4)-(H6) together
imply (A3) and (AT); It is easy to verify that the 7. given in Example 5.8 satisfies (A4)’.
Let

It remains to show (A6) is fulfilled with Y defined in (6.6).

(i) Forpe {z€Y: Z?:l zi = M}, we have v(¢) = (1,1,1,1), and

oSy +E,+ 1, + R,
R

=N, — di(t, $)¢1 — do(t,z)po — ds(t, x)p3 — da(t, x) s

<A, —d(z Z@ A, —d(z)M <0,

(i) For g € {z €Y: 21 =0, >, 2 = M}, we have v(¢) = (-1,0,0,0), and

9(5:)

V[T], V'7h](t7x7w) ’U(¢) = — 5

=—(A t <0
(SurEu,ly,Ry)=0 (@) +(t,2,60)) <
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(ili) For g € {z € Y: 20 =0, 3,525 = M}, we have v(¢) = (0,—-1,0,0), and

Vin,v, bt x,¢) - v(g) = I(E:)

T 0t (8. Eade Re)=y
:—//ﬂw%%MMMWM@SO
XJY

(iv) For g € {z € Y:23=0, 3,32, =M}, we have v(¢) = (0,0,-1,0), and

01,
Vi bl o) =22 e <0

(v) Forpe{z€Y:24=0, > ., 2 =M}, wehave v(¢) =(0,0,0,—1), and

O(R,
V[nu V.,h](t,i[],(b) : U((b) = - (8t ) (SusBa Lo, Ra)=0 = _B(t7$7¢3) S 0.

Hence (A6) is fulfilled. O

Remark 6.4. We remark that for this epidemic model, involved functions are locally Lipschitz
but not globally Lipschitz.

6.3. Lotka-Volterra multi-patch model. Let (X,B(X), xx) be a compact probability
space satisfying (A1). Assume that

(H1) 0 < Wi(u), Wa(u) < u for all uw € R4, and Wy and W are odd functions and locally
Lipschitz.

(H2) nlu 772 € B(X7M+(X))
Let A1, Ay > 0 be an arbitrary positive number satisfying

a L o

6.11 A >—=, Ay>——+ A

( ) 12 A 22— + M

Let Y = {¢ € R2: ¢1 < Ay, ¢2 < Ao} be the cube in the positive cone, which is a convex
compact set.

(H3) v. € C(T,Cpuy 1 (X, M4 (R?))) is uniformly compactly supported within ¥ C R?.

Under (H1)-(H3), consider the general Lotka-Volterra nonlocal patch prey-predator model
[30, 42, 20]:
(6.12)
01 (t,x
%(;t ) _ P1(t, x) (o = B (8, ) — yPa(t, @) +/ / Wi (1 — ¢ (£, 2))d (1) (¥)dnk ()
xJy

8¢2§, ) = ¢a(t,z)(—t + op1(t,x) — Op2(t, x)) + /X /Y Wa (12 — ¢a(t, ))d(v1), (¥)dn2 (y)

where ¢1(t) and ¢2(t) stand for population densities of the prey and predator at time ¢,
respectively, and all given functions and parameters are non-negative.
Let

Wi (b — & 0
gl(djad)): 1( ' 1) ) 92(¢7¢): )

0 Wa (2 — ¢2)

h6) = O (o — Bo1 — v2) 7

Po(—t+ opr — 0¢2)
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and

Vinpnlt.r.0) =3 /X /Y gelt, 6, )p(t, y, W) dpdrt (y) + h(8).

Consider the VE

Op(t ~
9ol 9) | iy, (p(t,x, OV n, (), h](¢)) =0, te(0,T], z€X, mae. ¢ €Y,
(6.13) ot
p(0,-) = po(-)-
From Lemmas 5.4-5.6, there exists
o a partition {A"}1<;<m of X and points " € A7 for i =1,...,m, for every m € N,
e a sequence {<p?;’fl)n+j: i=1,....m7=1...,n}nmen CY and {am ;7 =1,...,

Mm}tmen C Ry,
,m,n .
e a sequence {y(Z gyt =1
m}mGN C R+7 for £ = 15 27

coomy i =1 . ntmnen CY and {bgmii i =1,...,

such that
it i3, o0 70) = 0
lim lim deo(n®™",n) =0, (=1,...,
m—00 N—00
lim / / sup |h" (¢, x, @) — h(t, z, )| dodt = 0,
m—00 Y z€X
where
m,n . “ a’ml
(6.14a) W) = thn 25% oy TEX
6.14b ne™ s = 1am( X
( ) Z AT 2 Oytmin o T e X,
Jj=1
(6.14c¢) Z]lAm t,a ), teT,zeX, pev.

Consider the following IVP of a coupled ODE system:
(6.15) é(ifl)nJrj =F""(t, ¢(i—1yn+;>®); 0<t<T, Pi—1)n+;(0) = ©i—1)n+ys
t=1,....m, 5=1,...,n,

where (I) = (¢(i71)n+j)lgi§m,1§j§n and

m,n “ am,ibf,m, = ,m,m - m m
Fi (t7 ¢7 (I)) = Z Tp Z ]]-Am y(l 1)n+] Z g(t7 ¢7 (b(pfl)nJrq) +h (t7 Z; ﬂﬁ)
p=1 Jj=1 g=1
Then by Proposition 5.10, there exists a unique solution ¢™"(t) = (¢’(7Z’fl)n+j (1)) to (6.15),
for m,n € N.
For t € T, define

m,n R = m am l I
(6.16) W™y = Z Lar (z 25% oy TEX
Theorem 6.5. Assume (A1), (H1)-(H2), and Ay, Ay satisfy (6.11). Then there exists a

unique uniformly weak solution p(t, x, @) to (6.13). Assume additionally po(x, @) is continuous
inx € X form-a.e. p €Y such that py € L}F(X XY, ux ®m) and

sup [ po(, ')||L1(Y,m) < 0.
rzeX
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Let v. € C(T;Bux1(X, Maps(Y))) be the measure-valued function defined in terms of the
uniformly weak solution to (6.13):

d()e = p(t,z,d)do, for every te€T, and z€ X.

Then vy € C(T,Cpy.1(X, M1 (Y))). Moreover, let vy"", n>™™ for £ = 1,2, and h™ be defined
in (6.14), and v"™" be defined in (6.16). Then
nl;rr;o doo (7", 1) = 0.
Proof. First note that (H1) implies (A2). It is readily verified that (A3) and (A7) are
fulfilled since Y is compact. In addition, (A4)" follows from (H2). Hence it suffices to show
that (A6) holds with Y for some ¢, A > 0.
Note that Y = {¢1 = 0} U {2 = 0} U {1 = A1} U {2 = A2}. In what follows, we will

show that
Vin,v,hl(t,z,¢)-v(p) <0, forallteT, xe X, ¢ €Y,

where v(¢) is the outer normal vector at ¢. We prove it case by case.
(i) For ¢ € {p € Y+ g1 = 0}, v(¢) = (~1,0), and

Vi, h)(t 2, 8) - v(6) = — /X /Y Wi (1 — é1)d(ve)y (6)dnt(y) < 0.
(i) For ¢ € {¢: w2 =0}, v(¢) = (0,-1), and
Vi, v B (t 2, 8) - v(6) = — /X /Y Walths — é2)d(ve)y($)dn(y) < 0.
(iii) For ¢ € {p: p1 = A}, v(6) = (1,0). By (HL),
V[n7 v, h](t7 €, (b) : U((b)
“Ai(a - BAy — o) + /X /Y Wa (1 — Ar)d()y (8t ()
<Ai(a—pA) <0,
since A1 > %
(iv) For ¢ € {: o2 = Aa}, v(9) = (1,0). By (HL1),
V[na v, h](tv &€, (b) : U(¢)
—Ao(—t 4 oy — OAy) + / / Wa(ts — A)d(v)y (6)dn2 (y)
XJY
<Ag(—t+ oA — A7) <0,

since Ag > —7 + FA1.
O

Remark 6.6. e Analogous results can be derived for models describing interaction between
an abundant prey and a rare predator with an Allee effect [30], by alternating the
sign of 6 in (6.12) to represent the self-activation (i.e., Allee effect) instead of the self-
inhibition for the predator. In particular, application of our main results covers the
graphon model proposed in [20], where (6.12) with [y [, Wi(¢1 — ¢1(t, 2))d(r)y (1)
dnl(y) replaced by

Dy /X K (2, 5)(61(5,8) — 61 (2, 1))dy
and [y [, Wa(tha — ¢2(t, 2))d(ve)y () dnZ (y) replaced by
D, /X K (2, 9)(éa(y, ) — da(z, £))dy,

with X = [0, 1] and K the adjacency function.
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e When o is negative, the system can be used to model SRNA pathways with hetero-
geneous structure [8], where it was shown that a convex compact positively invariant
set can be constructed.

e The integro-differential equation (6.12) can be regarded as a generalization of the
reaction diffusion Lotka-Volterra model.

6.4. Hegselmann-Krause opinion dynamics model. To model opinion dynamics of multi-
agents, consider the Hegselmann-Krause model [27]:

.1 X
i =% ;Gu@ —9il)(¢—9:), 0<t<T,

$i(0) =pi, i=1,...,N.
where ¢ € R? stands for the opinion of agent i, and G: Ry — R, the interaction function.
Let (X, px) be a compact measurable Polish space satisfying (A1). Assume that
(H1) G: R? — R, is locally Lipschitz continuous.
(H2) 7 € C(X, M (X)).
Let A > 0 be an arbitrary positive real number, and
(6.17) Y={peR% |p| <A, i=1,...,d} CR?
be a cube centered at the origin. Hence Y is a convex compact set.
(H3) v. € C(T, Buy 1(X, M4 (R%))) is uniformly compactly supported within Y.

To generalize this network model, consider the following non-local model with heterogen-
eous structure (1n terms of 1) under (H1)-(H3):

/ / (1 — (6, 2)) (W — 6(t, 2))d()y () (9)

¢(0 T) =
where ¢(t, ) € R%.
Consider the VE

0 ~
a5 2 dive (plt,2. 007 0, pOl(02.0) =0, t€ (O.T) 2 € X, mae g Y.

p(07 ) = pO(')v
where V[n, p(-)]( = ¢> Iy Joa G0 — 6t 2)) (W0 — o(t, 2))p(t, y, ) dpdn, (y).

From Lemmas 5.6, there exists

e a partition {A;”}lgigm of X and points z]* € A" for i =1,...,m, for every m € N,
e a sequence {<P?Z';n1)n+j5 i=1,....m7=1,...,n nmen CY and {ami: i =1,...,
m}meN g ]R-i-a
e a sequence {yal’_"l)nﬂ: i=1,....mj=1,...;n mneny CY and {by,;:7 =1,...,
Mmtmen C Ry,
such that

lim lim doo(vy"", 1) =0,

m—00 N—r0oQ

lim lim doo(n™",n) =0,

m—00 N—r00

lim / / sup |h" (¢, x, @) — h(t, z, )| dodt = 0,
y

m—0o0 reX

where

m,n PO — am Z - m,n
(619&) (VO )I T Z ]]'Azn n Zl 6@(1 1)n+J 6 X’
Jj=
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m,n _ o bm,i .
(6.19b) e _ZL‘?@) - 25y37 o TEX,
J:

(6.19¢) Z]lAm t,x™, p), teT,zeX, pev.

Consider the following IVP of a coupled ODE system:

(620) diynsj = F""(t d—1ynss ®), 0<t<T, dp—1ynri(0) = @1yntss

t=1,....m, j=1,...,n,
where ® = (¢(i71)n+j) 1<i<m,1<5<n and
F (5, @ Z QL S () D9 D i) + T ).
p=1 Jj=1 g=1

Then by Proposition 5.10, there exists a unique solution ¢™"(t) = (¢’(?’_"1)n+j (1)) to (6.20),
for m,n € N.
For t € T, define

m,n .= - m aml m,n
(6.21) (™), _Z;]lAi 25% oy TEX

Theorem 6.7. Assume (A1), and (H1)-(H2). Then there exists a unique uniformly weak
solution p(t,x, ) to (6.18). Assume additionally po(x,P) is continuous in x € X for m-a.e.
¢ €Y such that py € LL(X x Y, ux ®m) and

sup || po(, ')HLl(Y,m) < 0.
rzeX

Let v. € C(T;Bux,1(X, Maps(Y))) be the measure-valued function defined in terms of the
uniformly weak solution to (6.18):

d(vt)s = p(t,z,¢)do, for every te€T, and ze€ X.

Then vy € C(T,Cpyx 1 (X, M4(Y))). Moreover, let v)"" € B, 1(X,M4(Y)), n™" € B(X
M (Y)), and h™ € C(T x X x Y,R2%) be defined in (6.19), and v"™" be defined in (6.21).
Then

lim doo (""", 1) = 0.

Proof. Let g(¢,¢) = G(|¢ — ¢|)(¢ — ¢). It follows from (H1) that g satisfies (A2). Indeed,
(H1) implies @ is locally bounded Lipschitz, and hence for (¢, ¢), (1, ¢) € N, where A is an
open set in R??, we have
Gl = o) (@ = 8) = G(1 = o) (&~ 9)]
<IG(IY = é)(w = 6) = G(lv = oD@ = &) + Gl — SN — ¢) = G — ))& — &)
G =) =Gl —eDl, 55
= Y=l —¢

o7 | | |

<BL(G|n)(1 + Jmax Al =+ ful)ly — W,

<|G(j¢ — oIl — | +

i.e., g is locally Lipschitz in 1. Similarly, one can show g is locally Lipschitz in ¢. Hence
g is locally Lipschitz in (¢, ¢). Moreover, (A3) and (A7) are automatically fulfilled with
a trivial h = 0; (H2) implies (A4)’. Finally we show (AG6) is satisfied with the Y given
n (6.17), under the assumption of (H3). To see this, let D;L ={p €Y:p; = A} and
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Dy ={p€Y:p;=—A},j=1,...,d Hence dY = Ul_,(UD] UD;). Let 1 < j <d. Then
for ¢ € D;-r, v(¢) = e, where (e;)1<j<q forms the standard orthonormal basis of R%. Hence

Vi vtz 8) - v(d) = /X /Y G — d(t, 2)) (5 — A)A()y () () < 0.

Similarly, for ¢ € Dj, v(¢) = —e;, we have

Vi vtz 6) - o(6) = - /X /Y G(I — 6(t,2) ) (%5 + M)Ay ()dna(y) < 0.

This shows that (A6) is satisfied. O

7. DISCUSSION AND OUTLOOKS

The approach in this paper naturally extends to the setting on a compact Riemannian
manifold, e.g., the torus T" or sphere S™, which are typically used in the Kuramoto models
of lower or higher order interactions [6], the swarm sphere model [37], as well as models for
opinion dynamics [15].

Nevertheless, the compactness of the vertex space X is technically crucial. Without this,
there may exist no sequence of partitions of X with the maximal diameters decreasing to zero.
This property is indispensable for the topology induced by d., as the continuity may not be
sufficient to ensure the pointwise convergence of the distances between the fiber measures
1, and their (best) uniform discrete approximations. Nonetheless, such compactness can be
sacrificed, e.g., by adding some other mild condition on the homogeneity as well as uniform
boundedness in total variation norm of n, for large x.

Although we only allow finitely many DGMs for the IPS, one may further consider IPS
on countably many DGMs. This may lead to a deeper understanding how complex the geo-
metry of digraphs (in other words, the interactions among different particles) will change the
dynamics of the IPS. One other crucial matter that may arise is that the union of underlying
vertex spaces may be of infinite dimensional (no longer a set in a Euclidean space).

In addition, the same topic remains open when we lose continuity (up to a finite set of
discontinuity points) of underlying DGMs as well as the initial measure of the VEs in the
vertex variable. Such continuity conditions seem crucial due to the topology induced by the
uniform bounded Lipschitz metric. Since allowing countably many discontinuity points means
the mass of fiber measures 7, for x € X may not be uniformly bounded. Hence the distance
between the DGM 7 (even still in B(X, M (X))) and any finitely supported approximation
(n™™) can be uniformly away from zero. For instance, consider the DGM in Remark 3.20.
This may indicate a nice weaker topology than the uniform weak topology given in this paper
will be helpful in further generalizations.

Moreover, to find a better analytical perspective or to enlarge the space of digraph measures
may allow us to address the MFL of dynamical systems on heterogeneous graphs (particularly
sparse ones). We will leave the above questions for our future work.

8. PROOFS OF MAIN RESULTS

8.1. Proof of Theorem 4.3.

Proof. By Proposition 4.1, the Picard-Lindel6f’s iteration [45, Theorem 2.2] yields the unique
existence of solutions ¢(¢,x) to (2.2); moreover, it is standard to extend the solution ¢(¢, )
to the maximal existence interval (7, , 7';': ) N'T for every x € X and to € T satisfying the
dichotomy in (i)-(ii).

The positive invariance of Y follows directly from (A6), using Bony’s condition [11] (see
also [21, 39, 47]). This further yields that ¢(t,z) € Y for all ¢ € [to,7,,,) N T and thus



VES ON DGMS 43

(i-b) is impossible. This shows (i-a) holds. Since ty € T is arbitrary, the solution maps
{S¢ v, h]}t o7 form a group on Y such that

o(t,x) = S/ [n,v.,hlg(s,x), foralls,teT.

8.2. Proof of Theorem 4.8.

Proof. For vy € By 1(X; My as(Y)) defined in terms of pg, let v. be the unique solution
to the fixed point equation (4.2) associated with v9. Hence by Proposition 4.4(v)-(vi), v €
B 1(X; My aps(Y)) for every t € T. Let

(8.1) p(t,x,¢) = d(v: (1)¢(¢), teT,ze X, mae pecv.
To conclude the proof, (1) we show p(t, z, ¢) is a weak solution to (2.4). (2) For every weak
solution p(t,z, @) to the IVP of (2.4), let

d()z(¢) = p(t, z, d)dedpx (x).

We show that v. € C(T, By 1(X, M4 (Y))), is a solution to the fixed point equation associated
with 9. Then by the uniqueness of solutions to the fixed point equation, we obtain the
uniqueness of weak solutions to the IVP of (2.4).

Step I. We show p(t, z,¢) in (8.1) is a weak solution to (2.4). First, by Proposition 3.9(ii),
t — p(t,x, ¢) is uniformly weakly continuous. Moreover, by Proposition 4.4(v),

/ / p(t,z,¢)dpdx =1, forallteT.
xJy

It remains to verify that p(t,z,¢) solves (4.3). Let w € CH(T x Y) with suppw C
[0, T[xU and U cC Y. Then

/“‘/’8“’t¢ o(t, 2, 6)dodt

(Vt)m(@dt

(( O)I © Sg,t[nv v, h])((b)dt

0,t[77>1’-1h]¢7’_)¢7

/ [ nute, St Hoyda). (0)dt
0 Y
T
_ / / Dyuwt, SZo[n, v., H$)dtd(vo)s (6)
Y JO
—— [ wl0.0)dm). ()
Y
T
- /Y / D (t, S} o[, v, h]9) - VI, v, bl (1,2, 57 [, v.. NJg)dtd (). (6)

Sioln bléné / w(0, §) / / awt du(t,9) | v, B (t, 2, ¢)dtd (1) (0)

—— [ wl0.6)m(z 010 - /l/ V. oo, B)(t, 2, )l 2, ¥)ddt,

i.e., (4.3) holds.
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Step II. Let T x X 3 (t,z) — (1), € M4 (Y) be such that

(8.2)

d(v)z(¢) = p(t,z,0)de, t€T, v€ X, mae g€V,
Since p is a weak solution to (2.4), it is ready to show that v. € C(T,B,,1(X
M (Y))), by Definition 4.6(i)-(ii) as well as Proposition 3.9(i).

Then it remains to show that 1, satisfies the fixed point equation. For z € X, for
every w € CH(T x U) with suppw C [0, T[xU and U CC Y, we have

[ [ 29 a0, 00

_ B Taw(t,@.
== [ vt - [ [ FEEE Vi o)), (0)
—— [ wl0.6)40n).(0)
Y
T
- /Y / Dw(t, 2o, v, B16) - VI, v, Bt 2, SEo[17, ., B]6)dtd (v ) (6)
T
_ / / Dyt S, v.. H$)dtd(vo)s (6)
/ / Dnw(t, STo[n, v, hlB)d(vo)a (@)t
/ / 0 9) ()2 o 5. (@),

Let v = dyw. Since w € CY(T x U) with suppw C [0, T[xU, we have v € C(T x U)
with suppv C [0, T[xU satisfying

// (£, )d(1)a (0)dt = // (£, )d((v0) © S5 [, v ) (6)dlt

Let te T,z € X,and f € C(Y). Let u = 1y and

o(r,¢) =u(r)f(¢), TET, peY.

Since C(T) is dense in L*(7), it is easy to construct mollifiers {u"},en C C(T) of u
with suppu™ C [0,7] and 0 < u™ < 1 such that

T
lim [u"(7) — u(r)|dr = 0.

n—oo 0

Let v™ (7, ¢) = u™(7) f(¢). Then v™ € C(T x U) with suppv C [0, T[xU. Substituting
v™ into (8.2) and taking the limit as n — oo, by Dominated Convergence Theorem,
we have

[ £0dw.0) = [ 1(SElnv Hod00).0)
Y Y
Since z € X and f were arbitrary, we have

(V) = (0)e © S5 4[n, v, 1]

Hence v. is a solution to the fixed point equation.
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8.3. Proof of Theorem 5.11.

Proof. We first show that v. € C(T,C,,1(X, M4 (Y))) and then prove the approximation
result.

o . €C(T,Chuy 1 (X, M4(Y))). Since z — po(x, ¢) is continuous for m-a.e. ¢ € Y and

sup ||po (2, )Lt (viuy) < 00,
rzeX

by Proposition 3.4 and Dominated Convergence Theorem,

deL((v0)z, (M0)y) < llpo(,-) — po(y, )L (viuy) — 0, as |z —y| =0,

which implies that vy € C,, 1(X, M4 (Y)). Since C(T,Cpx,1(X, M4 (Y))) is complete
by Proposition 3.11, applying Banach fixed point theorem as in the proof of Proposi-
tion 4.5 to C(T,Cpy 1 (X, M4 (Y))) as well as using the uniqueness of solutions to VE
yields v. € C(T,Cpy 1(X, M4 (Y))).

e Approximation of the VE. We prove the approximation result in four steps. Roughly,
we first show /™" is the solution to a fixed point equation. Then constructing solu-
tions to two other auxiliary fixed point equations, using continuous dependence of
solutions of the fixed point equation on 7., h, as well as the initial measure, we show

the approximation result by triangle inequalities.
Step I. v/™" defined in (5.3) is the solution to the fixed point equation associated with
n™" and h"™:
(8.3) vt = Alg™n pmn R e,
To prove this, we calculate A[p™" v"™" h™] explicitly and show v™" satisfies
(8.3). By uniqueness of solutions, we prove that v"™ is the unique solution to (8.3).
We express the Vlasov operator first. For x € A",

V™" v hm(t, @, ¢)

= S pn {m,n m(t g
- [ [ anttovae ), want ) + 1,0

s b m.i - m,n m m
_y b g /Y 9elt, 0, AW )y () + W (2, )
/=1 Jj=1

n

. bf,m,i e Qm, m,n - m,n m m
= Z Z Z L ]]'A;" (yfgfi)n+3) Z gl(ta gb(p;l)nJrq (t)v (b) + h (ta Ty, ¢)
/=1 q=1

n 4 n
j=1p=1
=F""(t, ¢, ™" (1)),
where @77 (t) = ((bE’Zfll)nJrj () 1<i<m,1<j<n-
Consider the equation of characteristics for every z € X:
9¢(t, )
ot
and let Sfo[n™ ", ™", h™] be its flow. Let (¢(;"}),,, ;(t))1<i<m.,1<j<n be the solution

to the coupled ODE system (5.2) subject to the initial condition

= V[nm)n’yv’,’n)/n?hm](t’x’gb)’

(<P71n.’n7 R 50:7,”’"7 R %7?;,”1)"4,15 ct %7?;,”1)"4,"5 R} w%il)n+1’ ct <pznn)
We first show that fori=1,...,m, forx € A7*, j=1,...,n,
(8.4) O s () = SE ™™ T WM

Indeed,

t
902;711)”+] + /0 V[nm7n5 nim)nv h’m] (7—7 €T, ¢E72>_711)n+] (T))dT
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t
—T s+ / EIn(r, g (0), @7 ()T = 7 (),

for (b
that

(8.5) V") = (V5" )z 0 Sg ™", 0™, W], @ € X,

and hence (8.3) holds. To see this, pick an arbitrary Borel measurable set B € B(Y),
let f =1p. Then for x € A",

/fd OSOt[ n,n.vn,n7hm]
- / £ o ST ™™ ™ A,

_Om,i mn pmn pm mn
Zf( ol ]Sp(i—l)nﬂ‘)

= () = /,, AT

which shows that (8.5) holds since B was arbitrary and X = U*, A"

1 +;(t) is the solution to (5.2). This verifies (8.4), from which we can conclude
(i—1)n+j

Step II. Construct an auxiliary approximation based on continuous dependence on
DGMs. Since vy € Cpuy,1(X, M4 (Y)), let ™" be the solution to the fixed point
equation confined to C(7,Cpy 1(X, M(Y)))
ot = Alg™m o™ hp™ "
with 75" = vy. By Proposition 4.5(iii),
(8.6) lim lim deo(rg,7,"™) =0,

m—00 N—00
since
lim lim doo(né,ng’m’") =0, /=1,...,n

m—00 N—00

Step III. Construct another auxiliary approximation based on continuous dependence
on h. Let 77" be the solution to the fixed point equation

with )" = 1. By Lemma 5.6 and Lemma 5.9,

sup [l + sup [A™] < o0

m,neN
are uniformly bounded. Hence sup,, .oy [[77""]] < oo is also uniformly bounded.
Moreover, do (7;"",v:) — 0 also implies

sup ||| < oo.
m,neN

By Proposition 4.5(ii),
oo (77", 1"") < Clh = W™ || o,
where

m,n
[PASE O P! T (L@ ™)+ Lo (g™ ™) 7" )T

C = sup < 00.

1
m,neN L (Am " h)
Step IV. Since ™" is the solution to the fixed point equation

Vm,n _ “4[,,7m,n7 ]/.m,n, hm]yfn,n
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with initial condition vy"", by Lemma 5.5 and Proposition 4.5(i),

(8.7)  deo(™™, ™) < T AL N G 0y 50, as n— 0o, m — o

In sum, from (8.6)-(8.7), by triangle inequality it yields that

it doc, ") =0
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APPENDIX A. PROOF OF PROPOSITION 4.1

Proof. Let E, be as in (A5). Then

[ 9 '7h t? 7¢ § 97: t? 7¢ d vt d z‘ h t? 7¢ 9

We prove the properties of the Vlasov operator case by case. For ¢ = 1,...,r, let g; =

(gi,lu ce 7gi,7‘2)'
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(i) Vin,v.,hl(t,z,¢) is continuous in ¢ € T. It suffices to show that for all i =1,...,r
and j = 1,...,72, [y Jar 9ii(t 10, ¢)d(14)y (¥)dnk(y) is continuous in ¢. Take any
sequence (tx)r C T converging to ¢. By (A5) and Proposition 3.9(ii), we have v. is
weakly continuous on 7, and hence [, i ;(t, v, ¢) d(v)y(¢) is continuous in ¢ € T,
for every y € X. Moreover, by (A5) and Proposition 3.9(ii) again,

sup
yeX

/]RT2 gi,j(tk7w7 (b)d(ytk)’lj(w)‘ = sup

yeX

/ 915t 0, D) (v ) ()
E,.

<[gi(+, @)l sup sup (vr)y (R™) < oo,
TET yeX

where by (A1)

Hg’t(agb)HOO = sup sup |gl(7—71/)7¢)| < 0.
TET YEE,.

Hence
[ ettt )00, 0)

is integrable w.r.t. n, since ||n|| < co by (A1) and Proposition 3.6. By Dominated
Convergence Theorem, we have

dn [ gt oae,eie) = [ [ g,

©JX JR"2 X JRm2

(ii) We will show V[n, v., h|(t, x, ¢) is locally Lipschitz continuous in ¢, uniformly in (¢, z).
We first show that

Gltao) =3 [ [ altv 00, (00

is locally Lipschitz in ¢, uniformly in (¢,2). Since E, is compact, and g; are locally
Lipschitz in (¢, ¢), uniformly in ¢t € T, by finite covering theorem, for a neighborhood
N C R™ of ¢, g;(t,9,d) are locally Lipschitz in ¢ with Lipschitz constant Lar(g;),
uniformly in ¢ € E, and t € T, where

‘CN(g'L) =supsup sup sup |gl(ta 1/}5 ¢1) — gl(tvwv ¢2)| < 0.

teTweX $eb, |, . |p1 — @]

1,92 €N

This shows that for ¢1, ¢y € N,

|G(t, 2, ¢1) — G(t,z, p2) S;/X /u, |gi(t, 0, ¢1) — gi(t, 0, ¢2)|d(ve)y (¥)dnl (y)

<D La(ga)ldr — dal (ve)y (R™)ng (X)

i=1
<l Lar(g)ln'llln — o,
i—1

where ||7*]| < oo by Proposition 3.6(i) and ||v.|| < oo by (A5) and Proposition 3.9(ii).
Similarly, for ¢1, ¢a € N,

|h(t,.’[],¢1) - h(t,l’,(bg” < EN(h)|¢1 - ¢2|7
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where

h(t — h(t
L/\/(h) = sup sup sup | ( ,LL’,¢1) ( ,.’L’,(bg)| < 00

teToeX | - |p1 — @]

61,2 €N
Hence V{v.,n, h|(t,z, ¢) is locally Lipschitz in ¢ uniformly (¢, z). Altogether it yields

sup sup |V[777V-7h](t7$7¢1) - V[WvV-vh](t7337¢2)| < Ll(V')M)l - ¢2|7
teT zeX

where

Li(): = vl Y Lar(glin'| + La(h) < oc.
i=1
We assume (A6) for the rest. For all t € T and x € X, we can rewrite V' as

Vi bl(ta.0) =3 [ [ ot 00w, )ik o) + hit.2.0)

teT,zeX, pev.

Since g; and h are local Lipschitz, again by finite covering theorem, when restricted to Y,
they are globally bounded Lipschitz with

|gl(t7 1/117 (bl) B gi(t7w27 ¢2)|

L(g;) = sup sup < 00,
LT (g, 61) # (W2, 62), [Y1 = ol + 61 — 02
(Y1, 61), (P2, d2) € Y2
h(t — h(t
E(h) = sup sup sup | ( ,LL’,T;) ¢(|,£L‘,¢2)| < oo,
teT z€X 61 % b2, 1 2
b1,¢2 €Y
lgillo =sup sup |gi(t,,¢)|, ||hllec = sup sup sup |h(t,z, d)],
teT (¢,p)eY?2 teR z€X p€Y

BL(g:) = llgilloo + £(gs),  BL(h) = [[hllsc + L(R).
(iii) Vn,v., h](t, z, $) is Lipschitz continuous in h, since
|V[775 v., hl](tv €T, (b) - V[T]a v., hQ](tv €T, ¢)| = |h1(ta €L, ¢) - hQ(ta €L, ¢)|7
which implies

sup sup sup |V [n,v., hil(t,z, ¢) = Vn,v., hal(t, 2, 8)| < [|h1 — ho|o-
teT zeX ¢y

(iv) We will show V[n,v., h|(t, x, ¢) is Lipschitz continuous in v.:

(A.1) Sup sup VIt 2, ¢) = VIV](t 2, 0)| < Ladoo (v, 1),

for some positive and finite constant L.
Forallz € X and ¢ €Y,

‘V t I,QS) [ 2](t,$7¢)‘
; /X><Y gi(t, v, ¢)d((v; )y(d’) — (v; )y(1/)))d77; ()

gi(t, w }) it 9, 9) 4

—ZBﬁgl +1/i

() () - <uf>y<w>>] i (v)

9i,i(t, ¥, 0) 2 ;
/ BL(g:) + 1d((Vt )y(¥) = (v )y(¢))‘ dn;.(y)
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<ra 3 O(BL) +1) [ dou (), (), 0)

=1

<72 Z(Bﬁ(gi) + 1), (X) sup deL((v )y, (V] )y) < Ladoo (1, 1),

where Ly: =712, (BL(g:) + 1)||n*|| < oo by (A1). This shows (A.1) holds.

(v) Assume v. € C(T,Cpux 1 (X, M(Y))). We will show V[n,v.,h](t,z,¢) is continuous
in 7. Since v. € C(T,Cpy 1 (X, M4 (Y))), by Proposition 3.9, for every t € T, (1), is
weakly continuous in z: For every f € C(Y), z — (11),(f) is continuous.

Let (") g C B(X, M (Y)) fori = 1,...,7 such that

lim dg (n™ % n') =0, i=1,...,r
K—oo
The rest is to show that for every & € B(T, M (Y)),
lim / / sup |V[n, v, h|(1,z,¢) — VIn™, v, hl(r,z,6)|dé, (4)dT =0, VteT.
K—o0 Y z€X
Note that for every given t € T,

\V n,v., hl(t,z, ¢) — Vin™, v, h](t,z, )|
| it 9)d (ve)y (V) (03 (y) — " (y))

ZZ/ Gij(t,y, ¢)d(n.(y) — i ()],

=1 j=1
where G j(t,y,¢): = (14)y(9:,;(t, -, ¢)). By (A4) and Proposition 3.9, we have ||v.|| <
00.
By v. € C(T,Cpyx,1(X, M4 (Y))) and Proposition 3.9(iii), we have G, ;(t,y, ¢) is
continuous in y for each j =1,...,7rs.

Next, we construct bounded Lipschitz approximations of G; ;(t, -, ¢).
For every n € N| let

Gii(ty, @) = inf (Gij(t,2,¢) +nly —z]), yeX.
It is readily verified that
BL(GL, (t6)) < 0+ sup Gu(t. . 0)] < n+ B
and G7;(t,-,¢) € BL(X) converges to G ;(t, -, ¢) uniformly. Hence for € > 0, there
exists N = N(t,¢) € N such that for all n > N,
sup |G7i(t,y,0) — Gij(t,y,0)| < e.

By Proposition 3.9(11), we have ||v.|| < co. Let
an: =n+ v H sup Bﬁ(gz) < 00.

o !V[n,u h)(t,z, ) = V[, v, h](t,z, )]
SEZ_: <‘/ (ty, ¢)d(nk(y) — nf’i(y))'
H|f <Gi,j<t,y,¢>—Gﬁﬂ(t’y,oﬁ))d(n;;(y)—nfﬂ'(y))])
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<> > <aN o '/ fd(m, —m)

+e(1,(X) + nf’i(X))>

i=1 j=1 feBLa(
r o ro
<> (andsL(, n") + e (X) + 0 (X))
i=1 j=1
T T2
<D0 (e + an)deL(nl ") + 26 (X))
i=1 j=1
=ry Y ((e+an)dsL(nl, ni") + 2en’ (X)),
=1

which further implies that

sup ‘V n, v, h](t, z,¢) — Vin K,V.,h](t,$,¢)’
reX
<ra(e+an) > doo(n',n") + 2er2 > |0,
i=1 i=1

Since

lim Zd (n',n" =0,

K—o0
we can further choose Ky € N large enough such that for all K > K,

ro(e + an) Zdoo(ni,nK’i) <e
i=1

This shows

lim _sup |V [n,v., h(t,x,¢) = VIn', v, h)(t,2,¢)| = 0.
K—o00 gex

For every & € B(T, M, (Y)), it yields from Proposition 3.6(iii)* that
sup&(Y) < o0.
teT

This shows that for K > K,

/Y sup |Vn, v., h](r,z,¢) — VIn™ v, h)(1, z, $)|dé (o)

zeX
e(1+2r ) [n'[)sup&(Y) < oo
i—1 teT
by Dominated Convergence Theorem, we have
lim | sup |Vin v, h](7,2,6) — VI, v, Bl(r, 2, 6)|dé- (6) =0, vreT.

K—oo Jy zex

Since T is compact, it follows from the Dominated Convergence again that

lim / / sup |V [n,v., h](r,z,0) — VIn™, v, hl(r,z,¢)|dé (¢)dr =0, VteT.
Y

K—o0 zeX

4Here we replace the compact space X by the compact interval 7T .
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APPENDIX B. PROOF OF PROPOSITION 4.4

Proof. We will suppress the variables in V[n,v.,h](t,z,v) and S7,[n,v., h] whenever they
are clear and not the emphasis from the context. The properties of A follows from that
of §5,[n,v.,h]. Hence in the following, we will first establish corresponding continuity and
Lipschitz continuity for S{it[n, v., h] and then apply the results to derive respective properties

for A.
(i)

o Let v. € C(T, By 1 (X, M(Y))). We will show
t = Aln, hlv € C(T, By 1 (X, My (Y))).

For every z € X and t € T, since Y is positively invariant under the flow
Stoln,v., h] by Theorem 4.3, we have

Ston, v, BY CY, Y CSFy[nv.,hY,
Sgiln, v, h]ACR™\Y, for any Borel set A C R™ \ §fy[n,v., h]Y.

Hence
(Aln, hve)o(A) = (10)«(S5¢[n, v, hlA) = 0,
which implies that
supp (A[T]a h]Vt)I - Sfo[ﬁv v, h]Y - Ya
i.e., supp (A[n, hlvg). € M(Y'). Moreover, since Y C S§ ;[n,v., h]Y, we have

(Aln, hJv)2(Y) = (#0)a (S5 [0, v, h]Y) = (v0)2(Y),
i.e., the mass conservation law holds. Since v, € B, 1(X, M (Y)), integrating
both sides of (B.1) with respect to p1x on X yields A[n, hlvy € B,y 1(X, M4 (Y)).
Now we show the continuity in ¢. Indeed,
d (A[nu V. h]yta -/4[777 v., h]ys)
= sup dBL(( ) ° Sg,t[na V., h]u (VO)I © S&,s[”? v, h])

reX

=sup sup
T€X fEBL1(Y)

< sup / 1820l v, bl — SZ ol v, h1| d(vo)a(6)

zeX

[ (5o Stolanvblo - £ o S5yln.v-.1l0) d(uow)'

= sup

d(v0)z(0)
reX

<sup [ / (Z | [ Be@aen i) + 5o )) drd().(¢)

Ssup// (ZBC(gi)ni(X)IIV»II+Bﬁ(h)> drd(v0)« ()

zeX JY

/ Vin,v., hl(x, T,STO[’I],U h]g)dr

<l|s — | (Z BL(g:)l|n' [ +Bﬁ(h)> [voll =0,

i=1
as |s — t| = 0. This shows that
t— A[Tlu h]yt S C(Tu BMX,I(X7M+(Y)))'

Finally, we show the continuity in . Assume v. € C(T,Cpy 1(X, M4 (Y))). We
will show A[n, hlv. € C(T,Cpuy1(X, M4 (Y))). Based on the above properties
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of A[n, h], it suffices to show that the continuity of measures in x is preserved:
x> (V)2 © SFy[n, v., h] is continuous. Indeed,

dBL((VO)E o Stm()[nv V-v h]v (VO)y © 812{0[777 V-v h])

= sup
feEBLL(Y)

[ 7080l 110000),(6) — 7 0 S h]¢d(vO)y(¢)‘

< / (5ol v., Bl — Yol v, H6| d(0)a(9)
Y

+ sup
feEBLL(Y)

[ 708 1oa(m)a(0) - <uo>y<¢>>] |

By Proposition 4.1(ii), SZ{ oln, v., hl¢ is Lipschitz continuous with constant 1 +
L,T. Indeed,

|S1’5y,0[777y'7h]¢ _S;{O[/rhyah]@'
t
§|¢ - 90| +/ |V[777V-a h](tayvsgﬁ[nvy-a h](b) - V[WvV-vh](tvyaS;?,o[na Vvh]¢>|d7-
0

t
§|¢_@|+L1/ |S77{10[77,I/.,h]¢—83)0[7’], V~ah]¢|d7-a
0
which implies by Gronwall’s inequality that

|Sg{0[777 V., h](b - 830[777 v, h]@' < eL1t|¢ - 50| < eL1T|¢ - (pl'
Hence
foSty,O[nvy-vh]

14 obiT S Bﬁl(Y)

In addition,

|V[775 v., h](T,.I,S.ﬁo[’I],I/.,h]QI)) - V[T]a v., h](TvyaSg,O[nvy-vh]gb”
S|V[T]a v., h](T,.I,S.ﬁo[’I],I/.,h]QI)) - V[T]a v, h](Tv'rng,O[nvy-vh]d)”
+ |V[777V-a h](Tv'rng,O[T]a Vvh]d)) - V[%V-, h](TvyaSg,O[nvy'vh]gb”

SIS
+ k(T 2,87 [, v., h]¢) — h(T, ;10,‘5«'7‘?)0[777 v., hlo)|
* ;’/X/Ygi(vavsg,o[%u., RJ6)d(vr)- () (2) = 7y (2))|
+ |h(r, 2,82 [n,v, Bld) = h(r,y, S0, v, hlo)|

< Z /X /Y L(g:)|S2 o[n, v., Ko — SY o [0, v., h]p|d(v-). (¢)dn (2)

+ LIS oln, v, ho = 87 ol v, Bl + sup W7, 2, 0) = (7 4, 0]
©

gi(T7 ¢7 Sf,O[n7 v., h]¢) - gi(Tu 1/17 82,0[777 v., h]¢)‘d(Vr)z(¢)d77; (Z)

N Z’/X /Y gi(r. 1, 82 [n, v, @) d(vr) ()l (2) — 1} (2))

i=1
+ sup |h(T7 z, SD) - h(Tu Y, QO)l
peY

< (E(h) + vl ZBE(gi)IInWI) |87 0ln, v, Al — 87 oI, v., B¢
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This implies that
|S{sr,0[777 v, h]¢ - SZO[”? V., h]¢|

t
:/ Vi, e, B (7,2, 8% ofig, v, K1) — Vi, v, Bl(ryy, SY ol v., ) dr
< )+ [lv. ||ZB£ gi)lIn’ |> / ST o[, v, B — SY [0, v., hlpldr

+ sup/ |h(7, 2, 0) — h(T,y, @)|dT
PEY JO

. 9i(m, 9, 8L o[n, v, Bl)d(vr ) (¥)d (1, (2) — 1y (2))|dT.

By Gronwall’s inequality,
|81510[775V7h]¢ 530[777 ]¢|

sup/ |h(7, 2, 0) — h(T,y, @)|dT
saEY

| 9170, 2ol v, HOYA () (0) A0 (2) = 1 (= ))|dr)ecrt,

where Cy = £(h) + || S, BL(g:)||n’[l. This further shows

deL((v0)z © S olns v, 1], (Vo)y © SYoln, v, hl)

//Wn,u,h (7o, 82 o[, ., K1) = V1,02 B](7. 3, S 1, v, B0 |d(v0) (0)dr
+ (1 +e"T)deL((v0)as (10)y)

s<c<h>+|u.|Zs.c(gnnnin) [ [ 18t0116 - 82l iolata. (@)

t

+ lwoll [ sup [h(7, 2, ¢) = h(7,y, )|dT
0 @€Y

t2 / L1 St o)) )i ) = i)l o) (o)

+ (14" )deL((10)a, (10)y)

§<ﬁ<h>+lulZBE@»IIW’H) / / |82 ol v, Bl — SZoln, v, Blld(vo). (¢)dr
+Z//!//W¢,Sfow,h1¢>< ) (@)} (2) = m(2)) | d(vo)s (¢)dr

+ [lwoll sup (7,2, 0) = h(7,y,0)ldT + (1 + e T)dpL((10)as (10)y)
0 @€Yy

= <z<h>+||u.|ZB£<gi>|ni|> | emar([ s ihirap) = bl

peY
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+ zr: /Ot‘/x /Y gi(1,9, 8% oI, v, h)$)d(vy). (¥)d(nk(2) — n;(z))‘dr)
! Z /o /y ‘/X /y 917 Sl v HO) () (W) (2) =7, (2))|d0)a (9}

t
+ IIVoll/ sup |h(7, z,¢) = h(r,y, p)ldr + (1 + ") dL((0)a, (v0)y)-
0 p€

Since v. € C(T,Cpx 1(X, M4 (Y)), by Proposition 3.9(iii), (14), is weakly conti-
nuous in x. Since By (A2), g; is bounded Lipschitz, and SY oln, v, h]¢ is conti-
nuous in ¢, we have g;(7, 1, 53,0[77, v., h|¢) is bounded continuous in ¢. Hence
Jy 9i(1,4, 8 o[n, v, h]¢)d(v-) (%) is continuous in z. Moreover

| /Y Gu(7 6, S o[, H9)A(v)- ()] < BL(g) || < o0

is also bounded on X, since n° € C(X, M4 (X)), using Proposition 3.9(iii) again,
we know

Jim | Sl 1)) -804 (2) = ()] = 0.
Since

/ | / / Gi(7. 16, 2 o, v, WB)A ()= ($)A(r (2)|dr < BL(go) v | nlI T < o,
0 X JY

By Dominated Convergence Theorem,
t
tin [ [ [ our S2g b o)) (000 ) )] ar =0
le=yl=0Jo I/x Jy
Similarly,
¢
i [ | Sl BN ) (a0 () — ) |dlwo). (@)dr = 0
le=yl=0Jo Jyl/x Jy
Moreover, by (A8) as well as the Dominated Convergence Theorem,

t

lim sup |h(7, z, ) — h(7,y,¢)|dT = 0.
lz—y|—=0 Jo pey

Since vy € Cpuy 1 (X, M (Y)),
lim  dpL((10)a, (10)y) = 0.

|z—y|—0
All these limits together yield

lim dL((0)z © S oln, v, hl, (vo)y © SEgn, v, h]) = 0.
|z—y|—0

(ii) To show this Lipschitz continuity, we first need to show that S7,[v.]¢(x) is Lipschitz
continuous in ¢(x). Note that

|Stm,0¢1 (z) — S§0¢2($)|
t
<lor(@) = a(a) + [ V(. Stor (@) = V(o SEocn(e)ldr
Ur(0) = @) + 1av) [ 182061(2) — 5, da(o)lar

By Gronwall’s inequality,
(B.2) [SEod1(2) = Sfoda()| < P (2) — da(a)].
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Similarly, one can show
[S5.101(2) — S d2(2)| < e"|91(2) — a(w)].
Next, we show &7 ,[v.] is Lipschitz continuous in v.. Observe that
daL((10)3 © S5 4[], (v0)3 © S5, [v7])
(B.3) <dgL((10)z 0 ST [V!], (0)3 © S [V2]) + daL((v0); © S5 [v2), (v0)7 © S5, [V2).

We now estimate the first term.

daL((1g)e © S5 [V!], (V)w © S5 [V7])

~ s / A2 0 SED (@) — ()e 0 SE2)(6))
fEBLL(Y)

S~ / ((F 0 SEo (@) — (F 0 870l (@) () ()
feEBLL(Y)JY

< [ 15l 10) = SzobPO)] d08)a(6): = Aale)
Y

g

< /Y / VA (2,82 [1]6) — VIA)(r, 2, 8% o [11]6))dr

),

//\v (72,82 [11]6) — V2| (r, 2, 82 o 0]6)| drd (i) ()

/0 (VI (r 2,82 [1]6) — VI (r, 2, 8% o [12]6))dr

d(p)z(¢)
d(vg)z(¢)

| 002 S20101160) = VIR, S2o[6210)dr| i) 0)

# [ [ VB2, 820216) ~ VI, 201210 drded)
//\v (7,2, 82 o[1116) — VIP2)(r, 2, 82 o [v16)] d () a (@)

//\V |(1, @, 8% [w! o) — VI)(7, 2,82 [V2]9)| d(1g)a (¢)dT
<//;vy (ry2, ) = V)7, 2,)| d(h)e (9)dr

//}V (72,87 o [1]) — V) (r, 2, 8o [0216)| d(vd)a (#)dr,

which implies by Proposition 4.1 that
t
e () <L2/ doo (U2, VA (V1) (Y)dT
L) [ / 82000116 — S2r210ld(r)s (0)dr
<L2||1/1||/ vAdr + Ly (v )/ Az (T)dT.
0

Applying Gronwall’s inequality (see e.g., [28, Lemma 2.5]), we have

t
(B.4) Aao(t) §L2||1/_1||eL1(”~2)t/ doo (U2, 2)e" L1747,
0
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Next, we estimate the second term. For f € BL;(Y), from (B.2) it follows that
L(f o SEolv?]) < LINLSE W) < LN |1f o SEolv?llse < (1 lloc-
Hence BL(f o §F) < L1t For every x € X,

den ()2 © S22, (v0)2 0 SE 1))
- / (f 0 SE2)(@)A(()2 (6) — (1)al()

feEBLL(Y)JY
(B.5) <™ Dldgy (o)}, (v0)7) < "0 dog (15, 1),
Combining (B.4) and (B.5), it follows from (B.3) that
doo (A, Wl , Aln, h]v)

= sup de ((v0); © S5, [V'], ()3 0 S5 ,[v?))

recX

¢
<eL1(tg (VO,VO)+L2||V1||eL1(” )t/ doo (U} V2)6_L1(U'2)Td7'.
0

T T

(iii) Lipschitz continuity of A[n, k] in h.
We first need to establish the Lipschitz continuity for S7,[h]. Tt follows from
Proposition 4.1 that

|S(U)E,t[h1]¢ - Sg,t[h2]¢|

< / (VIm(r, 2, 82, [h]$) — Viha](r. 2,55 1 [ha] ) dr

< / (Via](r, 2, 88 [1]6) — Vi) (.2, S [n]é(x))| dr
+ / Vil (ry 2, S8, [1n]8) — Vikal(r, 2, 83, [ha )| dr
0
< / (s (2, 8% [h] (@) — ha(r, % [n]$(a))] dr

+1a00) [ 185, halo = SE, halo] .

By Gronwall’s inequality, we have

t
|52 [ — S, [hag] <ebrt / s (ry 2, S8 (1)) — ha(r 2, 8% [ha])|dr.

Note that
dBL( OSOt hl] ( ) OSOt[h2])
/ F@)A((0)s © SE[hn] — (v0)e 0 SE,[h2))
f€B£1(Y

= swp [ (o SEoll)®) - (f o STolhal)(9)) d(0). (6)
feBLL(Y)JY
/|Sf0 1] — Siolha]o }d v0)z(P) =: ag(t)

<ol / /Y s (7,2, SE 1 [11]8) — (2, 82 (o)) A (1) (8)d

t
<ebit / /Y s (2, 83 (7)) — ha(r, 2, 83 1)) |d(vo)a(@)dr
0
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el / / [ha(7, 2, 8o [1]6) = ha (7, 2, 7 o [h2]6)|d(v0) (¢)d7
0 JY
Seth/O /}/|h1(7-7$7¢)—I’L2(T,I,¢)|d(u‘r)m(¢)d7-

t
8Lt [ [ 185001m]o = S5 [hal6)ldm). (0)dr
0 Y
which implies that
t t
eIty (1) < / /Y (. 2,) — (2, )| (o ($)dr + C / eIy (r)dr,

where Cy: = BL(hs)e™T. Applying Gronwall’s inequality yields that
t
n(t) e [ [ iy (1,,0) = ha(r.. 0w (0)dr
0 Y

t
(B.6) <l Ry — e / 1dr,
0

where L3 = L3(v., he): = L1(v.) + Cq, which further implies that

doo (Aln, 1] (vi), Aln, ha](ve))
= sup deL((10)z © S§ 4[], (v0)e © S§ 4 [he]) < Tv.[[e™*"||h1 — ha oo
xe

(iv) Absolute continuity. Assume vy € By 1(X, My abs(Y)) = By, 1(X, My abs(R™2)).
For every x € X, let
d(v0)«(¢)

po(z,¢) = Tdp

be the Radon Nikodym derivative of (vg),. Since S§,[n,v., h]|sz .. .y 18 Lipschitz

m-a.e. ¢ € R™,

continuous, by [23, Thm. 3.1], one can extend S§,[n,v., h]|sz ...,y to a Lipschitz

continuous function g‘g’t[n, v., h] from R™ to R™ such that

S&t[n, v, h] = Sgﬁt[n, v.,h] on St”fo[n, v., hlY,

‘C(Sg,t[na Ve, h]) < \/E‘C(Sg,t[na v., h”Sﬁo[n,u.,h]Y)'
By Rademacher’s Differentiability Theorem [23, Thm. 3.2] (see also [19, Thm. 3.4.3]),
we have g‘g)t[n, v., h] is differentiable m-a.e. in R™. Using the change of variables for-
mula for Lipschitz continuous maps in R™ [23, Thm. 3.9], for any Lebesgue integrable
function f on R™2,

(B.7) @) det (5 Sslnvtlo) ao = [ S e,

R72 6¢ T2 ~
€S ,Inv. h) -1 ()
where det(a%gﬁt[n, v.,h]p) is the determinant of the Jacobian of Eg)t[n, v., h] for m-

a.e. ¢ € R™. Let g € C,(R"™) such that suppg C Sfy[n,v.,h]Y. Then It is easy to
show that

f(¢) :g(¢)po($,¢), ¢ €R™,
is integrable on R™. For all ) € R™ \ Y, we have

(S6.¢lm, v, B)) 7 () C R\ 8Fg[n, v, )Y

Since
(85 ¢[n, v, b))~ = Sfgn, v k] on'Y,

(SZC,O[Th V., h])il = Sg,t[n7 V., h] on SzO[Th V., h]K
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substituting this function f into (B.7) yields that

L st den (st ilo ) o
oy h]Y ¢

_ /Y 3 9(&)po(w, ),

(S5 o[mv R =1 (IS o [0, h]Y

/ S g@)nlz9)dy

=57 o[n,v-,h] ()

- /Y 9(8Zolin v, HI(8))po(, SEolin, v, (1)) d)

_ / 9(6)po(w, $)ASE [, v, h](9).
olmv,hlY

This shows
(B.8)
po(x, )dSy ([0, v., h](¢) = po(x, ¢) det (8¢S§t[n’ v. h]¢> dg, m-ae. ¢ € Sfyn, v, hlY.
Since
d(v0)x(9) = po(z, )d¢,  (Aln, hlvt)e = (v0)e © S5 [0, v., h],
we have

d(A[% h]”t)m(d)) = d(VO)m(Sg,t[T]a v., h]¢)
:po(x,Sgﬁt[n, v., h]¢)d8§1t[77, v.,hl¢, for ¢ € St”fo[n, v., hlY,

which implies from (B.8) that
d(A[n, hlve)«(¢) = po(x,Sg 4 [0, v., h]p) det (8(;580 n,v. h]gb) d¢, m-ae. ¢ € Spn, v, hlY,

ie., (AN, hve)s € My abs(Y), x € X with

d(Aln, hve)«(9)

1 S, v, h]¢> , mae peY.

= po(z,Sg ¢[n,v., h]¢) det (8¢

APPENDIX C. PROOF OF PROPOSITION 4.5

Proof. We will again suppress the variables in V[n,v., h(t,2,9) and S%,[n,v., h] whenever
they are clear and not the emphasis from the context.
We first use the Banach contraction principle to show that the solution

v. € C(T, By 1 (X, M (Y)))
o (4.2) exists uniquely. Then by Proposition 4.4(vi), we have
Vi € Bﬂx,l(Xﬂ M+7abs(Y)), YVt € T,

provided vy € By 1(X, My aps(Y)).

It remains to show that A[n, h] is a contraction mapping from (C(7, By ,1(X, M(Y))),
dy,) to itself.

From the proof of Proposition 4.4(i), we have

A, b= (C(T, By 1 (X, My (Y)), da) = (C(T, Byux 1 (X, My (Y))), da)-

It then suffices to show that A[n, h] is a contraction.
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By the mass conservation law given in Proposition 4.4(i), let M = [|v}]| and B, (X,
M (X)) = {p € By a(X, My (X)) [lull < M}, For v? € B 1 (X, M (X)), let a >
Ly (v?) + LoM + 1. Setting v§ = 13 and multiplying e~*! in Proposition 4.4(ii) yields

do(Aln, B)(v1), Aln, ] (v?))

t
<sup Lol 50 [ 02 2)e 210 s
teT 0

T YT

¢
§L2||1/_1|| supe(Ll(”?)f"‘)t/ da(u_l,u,z)ef(Ll(”‘z)fo‘)TdT
teT 0

Ly|lv!|
“a— Li1(v?)

1 1

da(y»lvl/?)< da(V_,V?),

T L4 (LD

i.e., Ais a contraction mapping from C(T, B, (X, M(X))). That the solution v. € C(T,
Cux, (X, ML(Y))) provided vy € Cpuy 1 (X, M4 (Y)) follows from Proposition 4.4(i).
Next, we prove continuous dependence.

(i) Continuous dependence on initial conditions.
Substituting v{ = A[n, h](v?); into Proposition 4.4(ii) yields

t

doo(th,Vtz) <e Li(v 2)td (Vovyo) +L2||V1||GL1(U )t/ doo(l/}-,Vz)e_Ll(u?)TdT.
0

Applying Gronwall’s inequality again to du (1}, Vg)e—Ll(V_z)t vields

doo (U}, v2) < ertE2liNtg )l 02y e T

(if) Continuous dependence of solutions of (4.2) on h.
Let v! € C(T, Byuy,1(X, M1 (Y))) for i = 1,2 such that v} = 1.

gL (1), 0 S5 [V, M), (Vg)x © S 4[V2, hal)
SdBL((VO)l © Sg,t[’/-lv hl]? V& © Sg,t[ulv hQ]) + dBL(Vé © Sg,t[ulv h2]7 V(% o S(J)C,t[y?v hQ])'

It follows from (B.6) that
¢
o (442 0 S5 1 ), (082 © S5l ha)) < 3 — hafl et [ 1
0

It suffices to estimate dp (1) 0SF [V}, hal, (1§)20SF ;[V?, ha]), which follows from
(B.4) that:

t
dev ()} 0 S5 o ol (v} 0 SF, 17, hal) < Lol e 0 [ s (whv2pe 21,
0

Hence

dBL((Vt )za (Vf)m)

t t
<Lal e [ duc(d e O 4 s — haflet [ d
0 0
Since L3 — Ly = BL(ho)eT > 0, by Gronwall’s inequality,
t
o () (7)) eI D1y — o047 [ oo,
0

This shows

doo (v}, 1) < ||u1||e“<h2>°”Te<L1“2“'*1””||h1 — halloo
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(iii) Continuous dependence on 7. Since vy € Cpuy 1(X, M4 (Y)), we have v. € C(T,Cux
(X, M4(Y))). Let v € C(T, Byux,1(X, M4 (Y))) such that vy = { be the solutions
to the fixed point equations

ve = A, hlve, vE = A", hvf, teT.

Assume
. i Kiy _ C_
Klgnoodoo(n N =0, i=1,...,n
In the following, we show
Jim doc (Aln, hlve, Al hvE)y =0, teT.
— 00
By triangle inequality,
dL((1)z, (V) )a) =dL((v0)s © S 4[], (v0)w © S, [n", v])
(C'l) SdBL((VO)ﬂC © Sg,t[nKv V']v (VO)I o S(g)a,t[nKv K])
+ dL((v0)z © S5 o[, v.], (v0)z © SE [0, ).
From (B.4) it follows that

dBL ) OSOt[ aV']v(VO)mosg,t[nKvy-K])
/ SF o™, 216 — SEoln™ X 181d(0) (8) = Bal),
t
(C.2) <Ly gl / oo (v, v Yo Pk W07
0

where the index K in the constants indicates the dependence on K.
We now estimate the second term.

AL () © SZ 411, 1.1, (W0 0 SE [, 1))
- / FA((0)s 0 SE ol 2] — (o) © SE [, 1)

fEBL1(Y)

~ s / ((f 0 S2om v])(@) — (F 0 Sl v])(#)) d(vo)a(6)

FeBL(Y)JY

< [ 1820l 216 = SEoli 110)d(0).(6) = 200
Y

),

S/Y /0 (V[WvV-](Tvxvsf,o[%”-]@—V[n, V.](T,I,Sf)o[nK,y,]Q’)))dT

),

/ / Vi, v)(r, 2, 82 ol v16) — Vin, v)(r, 2, 82 o[, ]6)| drd(v0)a(d)

/0 (Vn,v](r 2,870, 1)) = VIn®™, v](r, 2,850, v]e))dr| d(v).(¢)

d(VO)z (¢)

/ (VI v)(r,2, 870" v]é) = VIn™,v](r, 2,870, v]¢))dr| d(v0)s(¢)

4 /Y / Vin, v (r, 2, 82 o0 v)6) — VIS, v)(r 2, 82 o [, v])| drd(0)s (6)
<Li(v) / /Y 182 o[, 116 — 2o, 16| d(v0)a ()

4 / / Vin, v)(r, 2, 82 o0 v)6) — Vi ) (r, 2, 82 o[, vX16)] d(vo)al(d)dr
0 Y
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[ ViS5 816) = Vi 2,850l 516 dn)a(n

/ [ IV i, Szl K10) = VI, vl SEoln w16 dln)s (@)dr
<Li(v) / A(r)dr + Ly(v / | 80l 036 = 8ol 016 a(wo) (0)ar

+ t | IV, 0) = Vi< vl o) dw k). (0)dr

Lkl / | 1850l v10 = Szl w16 dlen).()dr
—Li(v .>/ 2P + (La() + Ly (v /ﬂm

[ [ Viwda.0) = Vin® w0 4o

To obtain further estimate, let
= [ WVinwdr.6) = Vir€ v 2.6)| dw.)a(0)
Y

By triangle inequality,

| [ IVtwia,) = Vg vl a,0)| ) 0)ar

< /O t (o (r)dr

/Y ‘V[na V.](T,:E, (b) - V[nKa V'](Ta xz, ¢)| d((”‘l{()m((b) - (VT)m(¢)) dr.
Recall that

sup i (V) < sup % (V) 4+ doo (0, n™"), i=1,...,7
zeX rxeX

This shows that there exists some b > 0 independent of K such that
sup(Lu(m,v) + Luse (1)), sup(La(m) + La(n™)) <,

since

T

Dol =™ < Y deo (', ) =0, as K = oo
i=1 i=1

Moreover, it follows from Proposition 4.1(ii) that
VI v(r2,0) = VIrE v)(r.2,0)] = [VInv(re,0) = V™ v](r.2,0)|
SV vl(ra,e) = Vinvl(r,z o) + [V, v](re,e) = V™, v](r,z,9)]
<Ly + Lix)le — ¢ < bl — 4.
Further, by Proposition4.1(ii), one can show that
fr(rz, ) = [Vinvl(r,z,0) = VIn™,v](r, 2, ¢)|
is bounded Lipschitz in ¢ with some constant b > 0 such that

sup sup sup BL(fx (7, z,-)) < b.
KeNTeT zeX



64

CHRISTIAN KUEHN AND CHUANG XU

Hence

[ 1Visirian) = VI s, )] A5 00(6) - ()0
<b /0 deL((VE )z, (vr)z)dr.

This further implies that
Yo (t) <Ly /t Yo (T)dT + b/t Bu(r)dr +3/t deL (V5 ) e, (vr))dr + /t CE(r)dr.
By Gronw(;ll’s inequality, 0vve have i i
Yo (t) < eFrt (b /0 t Bo(T)dT +b /0 t de (V5 e, (7 )2)dT + /O t K (T)dT)

Hence by (C.1), (C.2) and monotonicity of fot e Lirrd (v, vE)(WE)(Y)dr in t, we
have for t € T,

deL((Vt)z, (VtK)r) < Ba(t) +72(t)

t -~
<Ba(t) + el (b/ By(r)dr +
0

t

VK V-,—wT tKTT
do (V)21 (v2)2)d +/O<z<>d)

0

t
<ol [ oo v W) (i
0
t R t t
—|—eL1tb/ Bm(T)dT—i—beth/ dBL((Vf)I,(VT)w)dT—i—eLIt/ ¢K(ryar
0 0 0
t
<(b— Lo / OB (1 5V K, (V)dr
0
t T
+ ety / (b— Ly)||v.| / OmENT=g (v, vE) () (V) dsdr
0 0
N t t
—|—beL1t/ dBL((V,II_()m,(VT)m)dT—FeLIt/ (f(T)dT
0 0

t
<(b— L)1 + e™bt) / O IV (1 ) (), (V) dr
0

¢ ¢
+ belt / dBL((Vf)m, (Vr)e)dT + elt / Cf (r)dr
0 0

t
<(b— La)|w | (1 + bT)ekr! / OV (1, ) (1), (V)dr
0

+ (b= Lo v fI(1 + bT)eth/ I g (0, ) (1 )a (V) = (7)o (V) ldr

T T
0

t t
488 [ day (v, ) )dr et [ (rar
0 0

t
<(b— L) |lw. || (1 + bT)e®- L0t / e 2L vy V) di (Vs ), (V) )dr
0

t t

+ (b= Lo)|lw[|(1 + bT)e" / e O EITd (v, v )dr 4 &P / (o (r)d,
0 0

This further shows

t
wi(t) < L4/ wi (1)? + Lawg (1) + cx,
0
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where Ly = (b— La)||v.||(1 +bT)eT, wi (t): = e~ LDtad (v, v[) is continuous by

max{02L1=b}T gup -« fOT ¢E(r)dr. Applying Lemma I.1

Proposition 3.9, and cx = e
to wi (t) yields

eL4t

T 1 T\ te )
1+ cx (1 — elat) T

wi (t) < cx

prov1ded crg < Tl
The rest is to show limg o cx = 0. For every ¢t € T, define Uy = sup, ¢ x ()2

U(F) = sup(l/t)m(E), VE € B(Y).

Since v, € B(X, M4(Y)), it is easy to show that 7, € M4 (Y). Hence
sup ¢X(7) = | |v 1), 6) — VI, v)(r,,6)| (v )u(6)
TE

< sup/ ‘V[n, v](r,z,¢) — Vn,v](r, z, gb)’ dv;(¢)

zxeX JY

< [ sup [Vinvl(r2.0) = Vg v)(r.2.0)| d9.(0)
Y ze€X
by Proposition 4.1(v) (note that v, € C, 1(X, M (Y))), we have

T T
sup/ Cf(T)dTS/ sup Cf(T)dT

zeX reX

/ [ sup Vi v)r) = Vi vl )| 45 (0 0, as K - o,
Y zeX

ie., limg oo cx = 0. Hence limg o0 sup,c7wi (t) =0, Le.,

lim sup doo (v4, <) = 0.
K—=ooteT

APPENDIX D. PROOF OF LEMMA 5.4

Proof. By (A1), X C R"™ is compact, there exists R > 0 such that X C [-R, R]™. Let
(B")i<i<|m1/ = be the equipartition of [~ R, R]™ into |m/71 | copies of small cubes with

Diam (B™) = Lfﬁ}ﬁj . Since |m!/™|™ < m, one can further partition some of these B/ so

that one obtains a possibly finer partition (E{”)lgigm of [-R, R]"™ with Diam (Bm) L:fll/fij
Let A?zﬁimﬂXfori: 1,...,m. Then

2T1R
[t/

Diam (A7") < — 0, asm — oo.

APPENDIX E. PROOF OF LEMMA 5.5

Proof. Since vy € Cpuy 1(X, M4 (Y)), by Proposition 3.6(1) we have (19),(Y) < oo for all
reX.
First, it is easy to verify that

/X(uo ") (Y)dux (x Z/ 0" )z )#X(x):;am,mx(/l?)
- Z / o)z (Y)dpx (z) = /X(VO)I(Y)d,UX(I):l.

pux (AT)>0
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Since vy € Cpuy 1 (X, M4 (Y)), we have v)"" € B, 1(X, ./\/l+( ))-
By Proposition 5.1, for every m € N and ¢ = 1,...,m, there exists {cp’{; Dntj* 1] o=

1,...,n} CY such that for 1 <1i <m with pux (A7) >O

1 n
lim dg. = — E g pmom =0,
n—oo n - (i—1)n+j

where @y, ; = vym (V). Define 77" € B(X, M+(Y) as follows:

,\ a
D) § Lap () 220 576 € X.
(i—Vn+j5’
i=1

Next, we show

it iyl G070 v0) = 0

It then suffices to show that for every m € N,

(E.1) mlgnOo nhﬂngod @y 1) =0
and

(E.2) lim lim deo(vy"",75"") = 0.

m—00 N—00

We first show (E.1).
By definition,
(/V\(rJn n)y = (VO ,n)zzn, ye Azn’
which implies that for y € A",

doo(v0,7y"™) = sup dBL((VO)yv @™ )y)
yeX

< max (dBL((Vo)y,(VO) ) + G deL((liO)””?, (VS”’")z;n)>>.

1<i<m i Ui

Since z +— (1), is continuous and X is compact, we have x — (1), is uniformly conti-
nuous. Due to this uniform continuity of z — (1), as well as

lim max Diam A" =0,
m—oo 1<i<m
we have
i i do (o) O0)e) = i do (ol 0)) =
Moreover,

max am, ;dsL
1i<m

which yields that

< sup vy (Y)dsL
yeXxX

—~ 3 —~ 9 —~

((Vo)m;n (Vgin)m;n)) ((Vo)zr (Vén’")x;n))

Qm,i Qm,i Qm,i Qm,i

vp)am (""" )am
lim lim max amldBL((AO) : ,( OA ) : )) = lim 0=0.
m—oon—oo 1<i<m am,i am,i m—00
Hence
e g, oo (0 %77) = 0.
Since 1 € Bﬁl(Y) by the uniform continuity of z — (vp),
)o(Y) — (10)y(Y)]
—|/ 1d((v0)z — (M0)y| < dL((10)z, (10)y) — 0, as |z —y| =0, Vz,yeX.

This implies that x — (19),(Y) is uniformly continuous in z.
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Now we show (E.2). By the definition of vy"" and 73", for z € A" with pux (A") > 0,

oL (()er 07 )) = sup [ A = @)

feBL1(Y)

Zf (P(l 1)n+] amz am,i)

L (7)o ¥ Yx ()
wam )

<[ 10000Y) = Gl (V)i () (A7)

%i‘;pm 1) (Y) = (v0)ar (Y)],

For x € A" with ux (A7) =0,
deL((g " )as (75"")a) = 0.

Since © — (19)4(Y) is uniformly continuous in # and max Diam A — 0 as m — oo, we

feBL1 (yv)yn

S|am,i - zL\m,1| =

<i<m
have
doo (V" Dg ") = sup deL((vg "), (Ug"")2) < max  sup [(10)s(Y) = (vo)ay (V)| = 0,
zeX 1<1<mm€Am K
i.e., (E.2) holds. O

APPENDIX F. PROOF OF LEMMA 5.6

Proof. The proof is analogous to that of Lemma 5.5 by simply replacing Y in Lemma 5.5 by
X. O

APPENDIX G. PROOF OF LEMMA 5.9

Proof. Since X is compact, (A3) and (A7) imply that h is uniformly continuous in z. Since

lim max Diam A7* =0,
m—oo 1<i¢<m

for every € > 0, there exists o > 0 such that max;<;<,, Diam A" < ¢ for all m > M for some
MeN,andforteT,¢peY,
|h(t,$,¢)—h(t,y,¢)|<é‘, Iayer |$—y|<0'

Hence for every z € X, we have z € A" for some 1 <14 < m, and |z — z/*| < Diam A" < o,
for all m > M. Then for all m > M,

(W™ (¢, 2,9) — h(t, z,¥)| =[h(t, 27", ) — h(t, 2,9)| <&,
which implies that

sup |h™(t, z,¢) — h(t, z,9)| <&, m > M,
zeX

since z is independent of €. This shows

lim sup |h""(t,2z,¢) — h(t,z,¢)| =0, teT, ¢ €Y.

m— 00 2eX
Moreover, by the definition of h™,

sup [W™"(t,z,¢) — h(t,z,¢)| < 2sup |h(t,z,¢)[, t€T, ¢€Y
zeX zeX

which yields the conclusion by the Dominated Convergence Theorem as well as integrability
of hin (A7). O
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APPENDIX H. PROOF OF PROPOSITION 5.10

Proof. Analogous to the proof of Proposition 4.1, one can show that the vector field of (5.2)
is Lipschitz continuous, and hence unique existence of a local solution to (5.2) is obtained
by Picard-Lindel6f’s iteration [45, Theorem 2.2]. The rest is the same as in the proof of
Proposition 4.1, since Y is positively invariant owing to (A6). |

APPENDIX I. A QUADRATIC GRONWALL INEQUALITY

Lemma 1.1. Let a,b,c >0 and w € C(T,R;). Assume

b
If w satisfies
(L.2) w(t) < a/ot w(s)?ds + b/ot w(s)ds+c¢, teT,

then

beel?

< =
w(t) < b+ ac(l — ebt)’

teT.

Proof. Let u(t) = fotw(s)st + bfotw(s)ds +ec, for t € T. Then u(t) > c for all t € T since
w(t) > 0. Tt follows from (I.2) that for all t € T, w(t) < u(t) and

(1.3) u/(t) < au(t)? + bu(t).
Let v(t) = —u(t)~!. It is easy to verify that
V() <a-bu(t), teT.

Using the auxiliary function h(t) = e”*v(t), one can show that

o(t) < e ((0) + (" ~ 1)),

i.e.,
—u(t)_l < e—bt(_c—l + %(ebt 1))
It then follows from (I.1) that
beebt

w(t) <u(t) < m-

O
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