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Abstract

Livšic theorem asserts that, for Anosov diffeomorphisms/flows, a Lips-
chitz observable is a coboundary if all its Birkhoff sums on every periodic
orbits are equal to zero. The transfer function is then Lipschitz. We prove a
positive Livšic theorem which asserts that a Lipschitz observable is bounded
from below by a coboundary if and only if all its Birkhoff sums on periodic
orbits are non negative. The new result is that the coboundary can be
chosen Lipschitz. The map is only assumed to be C1 and hyperbolic, but
not necessarily bijective nor transitive. We actually prove our main result
in the setting of locally maximal hyperbolic sets for not general C1 map.
The construction of the coboundary uses a new notion of the Lax-Oleinik
operator that is a standard tool in the discrete Aubry-Mather theory.

Keywords: Anosov diffeomorphism, discrete weak KAM theory, cali-
brated subactions, Lax-Oleinik operator, Lipschitz coboundary.

1 Introduction and main results

A Cr dynamical system, r ě, is a couple pM, fq where M is a Cr manifold of
dimension dM ě 2, without boundary, not necessarily compact, and f : M Ñ M
on a Cr map, not necessarily injective. The tangent bundle TM is assumed to be
equipped with a Finsler norm } ¨ } depending Cr´1 with respect to the base point.
A topological dynamical system is a couple pM, fq where M is a metric space
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and f : M Ñ M is a continuous map. We recall several standard definitions.
The theory of Anosov systems is well explained in Hasselblatt, Katok [8], Bonatti,
Diaz, Viana [1].

Definition 1.1. Let pM, fq be a Cr dynamical system and Λ ĎM be a compact
set strongly invariant by f , fpΛq “ Λ. Let dM “ du ` ds, du ě 1, ds ě 1.

i. Λ is said to be hyperbolic if there exist constants λs ă 0 ă λu, CΛ ě 1, and
a continuous equivariant splitting over Λ, @x P Λ, TxM “ Eu

Λpxq ‘ E
s
Λpxq,

"

Λ Ñ GrasspTM, duq
x ÞÑ Eu

Λpxq

"

Λ Ñ GrasspTM, dsq
x ÞÑ Es

Λpxq
are C0,

such that

@x P Λ, TxfpE
u
pxqq “ Eu

pfpxqq, TxfpE
s
pxqq Ď Es

pfpxqq,

@x P Λ, @n ě 0,

#

@v P Es
Λpxq, }Txf

npvq} ď CΛ e
nλs}v},

@v P Eu
Λpxq, }Txf

npvq} ě C´1
Λ enλ

u
}v}.

ii. Λ is said to be locally maximal if there exists an open neighborhood U of Λ
of compact closure such that

č

nPZ

fnpŪq “ Λ.

iii. Λ is said to be an attractor if there exists an open neighborhood U of Λ of
compact closure such that

fpŪq Ď U and
č

ně0

fnpŪq “ Λ.

(Notice that the map f is not assumed to be invertible nor transitive as it is done
usually.)

We also consider a Lipschitz continuous observable φ : U Ñ R. We want to
understand the structure of the orbits that minimize the Birkhoff averages of φ.
We recall several standard definitions.

Definition 1.2. Let pM, fq be a topological dynamical system, Λ Ď M be an
f -invariant compact set, U Ě Λ be an open neighborhood of Λ, and φ : U Ñ R be
a continuous function.
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i. The ergodic minimizing value of φ restricted to Λ is the quantity

φ̄Λ :“ lim
nÑ`8

1

n
inf
xPΛ

n´1
ÿ

k“0

φ ˝ fpxq. (1.1)

ii. A continuous function u : U Ñ R is said to be a subaction if

@x P U, φpxq ´ φ̄Λ ě u ˝ fpxq ´ upxq. (1.2)

iii. A function ψ of the form ψ “ u ˝ f ´ u for some u is called a coboundary.

iv. The Lipschitz constant of φ is the number

Lippφq :“ sup
x,y PU, x ­“y

|φpyq ´ φpxq|

dpx, yq
,

where dp¨, ¨q is the distance associated to the Finsler norm.

Our main result is the following.

Theorem 1.3. Let pM, fq be a C1 dynamical system, Λ ĎM be a locally maximal
hyperbolic compact set, φ : M Ñ R be a Lipschitz continuous function, and φ̄Λ be
the ergodic minimizing value of φ restricted to Λ. Then there exists an open set Ω
containing Λ and a Lipschitz continuous function u : Ω Ñ R such that

@x P Ω, φpxq ´ φ̄Λ ě u ˝ fpxq ´ upxq.

Moreover, Lippuq ď KΛLippφq for some constant KΛ depending only on the hyper-
bolicity of f on Λ. The constant KΛ is semi-explicit

KΛ “ max
!

pNAS ` 1qdiampΩASq

εAS
, KAPS

)

where εAS, KAPS and NAS are defined in 2.3, 2.5, and 4.4.

Corollary 1.4. Let pM, fq be a C1 dynamical system, Λ ĎM be a locally maximal
hyperbolic compact set, and φ : M Ñ R be a Lipschitz continuous function. Assume
the Birkhoff sum of φ on every periodic orbits on Λ is non negative. Then there
exist an open neighborhood Ω of Λ, a Lipschitz continuous function u : Ω Ñ R,
such that

@x P Ω, φpxq ´ u ˝ fpxq ` upxq ě 0.
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A weaker version of Theorem 1.3 was obtained in [13], [14], and [12], where the
subaction is only Hölder. Bousch claims in [2] that the subaction can be chosen
Lipschitz continuous as a corollary of its original approach, but the proof does
not appear to us very obvious. Huang, Lian, Ma, Xu, and Zhang proved in [10,
Appendix A] a weaker version, namely 1

N

řN´1
k“0 rφ ´ φ̄s ě uN ˝ f

N ´ uN for some
integer N ě 1 and some uN Lipschitz but by invoking again [2]. A similar theorem
can be proved for Anosov flows, see [17].

The plan of the proof is the following. We revisit the Anosov shadowing lemma
in section 2, Theorem 2.3, by bounding from the above the sum of the distances
between a pseudo orbit and a true shadowed orbit in terms of the sum of the
pseudo errors. We improve in section 3 Bousch’s techniques of the construction
of a coboundary by introducing a new Lax-Oleinik operator, Definition 3.1, and
showing under the assumption of positive Livšic criteria the existence of a stronger
notion of calibrated subactions, Proposition 3.3. We then check in section 4 that
a locally maximal hyperbolic set satisfies the positive Livšic criteria and prove the
main result. The proof of Theorem 2.3 requires a precise description of the notions
of adapted local hyperbolic maps and graph transforms with respect to a family of
adapted charts. We revisit these notions in Appendix A. Notice that we do not
assume f to be invertible nor transitive.

2 An improved shadowing lemma for maps

We show in this section an improved version of the shadowing lemma that will be
needed to check the existence of a fixed point of the Lax-Oleinik operator.

Definition 2.1. Let pM, fq be a topological dynamical system. A sequence
pxiq0ďiďn of points of M is said to be an ε-pseudo orbit (with respect to the
dynamics f) if

@ i P J0, n´ 1K, dpfpxiq, xi`1q ď ε.

The sequence is said to be a periodic ε-pseudo orbit if xn “ x0.

We first recall the basic Anosov shadowing property.

Lemma 2.2 (Anosov shadowing lemma). Let pM, fq be a C1 dynamical system
and Λ Ď M be a compact hyperbolic set. Then there exist constants εAS ą 0,
KAS ě 1, and λAS ą 0, such that for every n ě 1, for every εAS-pseudo orbit
pxiq0ďiďn of the neighborhood ΩAS “ tx P M : dpx,Λq ă εASu, there exists a point
y PM such that

max
0ďiďn

dpxi, f
i
pyqq ď KAS max

1ďkďn
dpfpxk´1q, xkq. (2.1)
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Equation (2.1) is the standard conclusion of the shadowing lemma. We say
that the orbit py, fpyq, . . . , fnpyqq shadows the pseudo orbit pxiq

n
i“0.

Theorem 2.3 (Improved Anosov shadowing lemma). Let pM, f,Λq as in Lemma
2.2. Then one can choose εAS ą 0, KAS ě 1, λAS ą 0, and y PM so that

@ i P J0, nK, dpxi, f ipyqq ď KAS

n
ÿ

k“1

dpfpxk´1q, xkq expp´λAS|k ´ i|q, (2.2)

n
ÿ

i“0

dpxi, f
i
pyqq ď KAS

n
ÿ

k“1

dpfpxk´1q, xkq. (2.3)

Equations (2.2) and (2.3) are new and fundamental for improving Bousch’s
approach [2]. The heart of the proof is done through the notion of adapted local
charts. In appendix A we recall the notion of adapted local dynamics in which
the dynamics is observed through the iteration of a sequence of maps which are
uniformly hyperbolic with respect to a family of norms that are adapted to the
unstable/stable splitting and the constants of hyperbolicity.

The following Theorem 2.4 is the technical counterpart of Theorem 2.3. We
consider a sequence of uniformly hyperbolic maps as described more rigorously in
Appendix A

fi : Bipρq Ñ Rd, Bipρq Ă Rd “ Eu
i ‘ E

s
i “ Eu

i`1 ‘ E
s
i`1, Ai “ T0fi,

where E
u{s
i are the unstable/stable vector spaces, Ai is the tangent map of fi at

the origin which is assumed to be uniformly hyperbolic with respect to an adapted
norm } ¨ }i and constants of hyperbolicity σs ă 1 ă σu, η ą 0 is the size of the
perturbation of the non linear term

`

fipvq ´ fip0q ´ Ai ¨ v
˘

, ρ ą 0 is the size of
the domain of definition of fi, Bipρq is the ball of radius ρ for the norm } ¨ }i, and
}fip0q}i ď εpρq is the size of the shadowing constant with εpρq ! ρ.

Theorem 2.4 (Adapted Anosov shadowing lemma). Let pfi, Ai, E
u{s
i , } ¨ }iq

n´1
i“0 be

a family of adapted local hyperbolic maps and pσu, σs, η, ρq be a set of hyperbolic
constants as in Definition A.1. Assume the stronger estimate

η ă min
´

p1´ σsq2

12
,
σu ´ 1

6

¯

.

Define λΓ and KΓ by,

expp´λΓq “ max
´σs ` 3η

1´ 3η
,

1

σu ´ 3η

¯

, KΓ “
5

`

1´ expp´λΓq
˘2 .
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Let pqiq
n
i“0 be a “pseudo sequence” of points in the sense

@ i P J0, n´ 1K, qi P Bi

´ρ

2

¯

and fipqiq P Bi`1

´ρ

2

¯

.

Then there exists a “true sequence” of points ppiq
n
i“0, pi P Bipρq, such that

i. @ i P J0, n´ 1K, fippiq “ pi`1, (the true orbit),

ii. @ i P J0, nK, }qi ´ pi}i ď KΓ

n
ÿ

k“1

}fk´1pqk´1q ´ qk}k expp´λΓ|k ´ i|q,

iii.
n
ÿ

i“0

}qi ´ pi}i ď KΓ

n
ÿ

k“1

}fk´1pqk´1q ´ qk}k,

iv. max
0ďiďn

}qi ´ pi}i ď KΓ max
1ďkďn

}fk´1pqk´1q ´ qk}k.

Moreover assume pfi, Ai, E
u{s
i , } ¨ }iqiPZ is n-periodic in the sense

fi`n “ fi, Ai`n “ Ai, E
u{s
i`n “ E

u{s
i , } ¨ }i`n “ } ¨ }i,

assume in addition that pqiqiPZ is a periodic pseudo sequence in the following sense

@ i P Z, qi`n “ qi, qi P Bi

´ρ

2

¯

, fi´1pqi´1q P Bi

´ρ

2

¯

.

Then there exists a periodic true sequence ppiqiPZ satisfying

v. @ i P Z, fippiq “ pi`1, pi`n “ pi,

vi.
n´1
ÿ

i“0

}qi ´ pi}i ď K̃Γ

n
ÿ

k“1

}fk´1pqk´1q ´ qk}k,

with K̃Γ :“ KΓp1` expp´λΓqq{p1´ expp´λΓqq.

Proof. Let P u
i , P

s
i be the projections onto Eu

i , E
s
i respectively. Let

α “
6η

σu ´ σs
, δi “ }fi´1pqi´1q ´ qi}i.

Notice that the proof of items iii and iv follows readily from item ii. We prove
only item ii.

Step 1. We construct by induction a grid of points

Qipj, kq P Bipρq for i P J0, nK, j P J0, n´ iK, and k P J0, iK

in the following way (see Figure 1):
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q0 q1 q2

Q5(0,0)q4q3

f 0(q0) f 1(q1)

f 4(q4)f 2(q2) f 3(q3)
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x
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s q1+E1

s q2+E 2
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s

q4+E 4
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u

x

q2+E 2
u

x

x

xx

xx

x x
x

x

x x

xxx

x

xxxx

Q5(0,4)

Q5(0,3)

Q5(0,2)

Q5(0,1)

Q
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(2
,3

)

Q
3
( 1
, 3

)

Q
3
(0
,3

)

Q
4
(0
,4

)

Q
4
(1
,4

)

Q0(5,0)= p0

p4

p3

p5

q5

Figure 1: A schematic description of the grid Qkpi, jq for n “ 5.

i. For all i P J0, nK, let Gi,0 : Bu
i pρq Ñ Bs

i pρq be the horizontal graph passing
through the point qi,

@ v P Bu
i pρq, Gi,0pvq “ P s

i qi.

For all i P J1, nK and k P J1, iK, let Gi,k : Bu
i pρq Ñ Bs

i pρq be the graph
obtained by the graph transform (see Proposition A.3), iterated k times, of
Gi´k,0,

Gi,k “ pT q
u
i´1 ˝ ¨ ¨ ¨ ˝ pT q

u
i´kpGi´k,0q.

Notice that }Gi,kp0q}i ď ρ{2 and LippGi,kq ď α.

ii. For all i P J0, nK and k P J0, iK, let Qip0, kq be the point on GraphpGi,kq

whose unstable projection is P u
i qi, or more precisely,

Qip0, kq “ P u
i qi `Gi,kpP

u
i qiq.

iii. Let i P J1, nK and assume that the points Qipj, kq have been defined for all
j P J0, n ´ iK and k P J0, iK. Let j P J1, n ´ i ` 1K and k P J0, i ´ 1K, then
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Qi´1pj, kq is the unique point on GraphpGi´1,kq such that

fi´1pQi´1pj, kqq “ Qipj ´ 1, k ` 1q.

For j “ 0, the points Qi´1p0, kq have been defined in item ii.

We will then choose pi “ Qipn´ i, iq.

Step 2. Let hi,j :“ }P s
i

“

Qipj, 0q ´Qipj, iq
‰

}i. We show that, for all i P J1, nK,

hi,0 ď
”

p1` αq `
α

1´ α2

σs ` 3η

σu ´ 3η

ı

δi `
σs ` 3η

1´ α2
hi´1,0.

Proposition A.3 with slope α “ 6η{pσu ´ σsq for the unstable graphs show that

}P s
i

“

Qip0, 0q ´Qip0, 1q
‰

}i ď }P
s
i

“

qi ´ fi´1pqi´1q
‰

}i ` }P
s
i

“

fi´1pqi´1q ´Qip0, 1q
‰

}i

ď δi ` α}P
u
i

“

fi´1pqi´1q ´Qip0, 1q
‰

}i

ď δi ` α}P
u
i

“

fi´1pqi´1q ´ qi
‰

}i ď p1` αqδi.

By forward induction, using Lemma A.8,

Qi´1pj, kq ´Qi´1pj
1, kq P Cu

i´1pαq ñ Qipj ´ 1, k ` 1q ´Qipj
1
´ 1, k ` 1q P Cu

i pαq,

}Qi´1pj, kq ´Qi´1pj
1, kq} ď

1

σu ´ 3η
}Qipj ´ 1, k ` 1q ´Qipj

1
´ 1, k ` 1q}.

Then

}Qi´1p0, 0q ´Qi´1p1, 0q}i´1 ď
1

σu ´ 3η
}P u

i

“

fi´1pqi´1q ´Qip0, 1q
‰

}i

ď
1

σu ´ 3η
}P u

i

“

fi´1pqi´1q ´ qi
‰

}i “
1

σu ´ 3η
δi.

By backward induction, using Lemma A.8,

Qipj, kq ´Qipj, k
1
q P Cs

i pαq ñ Qi´1pj ` 1, k ´ 1q ´Qi´1pj ` 1, k1 ´ 1q P Cs
i´1pαq,

}Qipj, kq ´Qipj, k
1
q} ď pσs ` 3ηq}Qi´1pj ` 1, k ´ 1q ´Qi´1pj ` 1, k1 ´ 1q}.

Then,

hi,0 “ }Qip0, 0q ´Qip0, iq}i “ }P
s
i

“

Qip0, 0q ´Qip0, iq
‰

}i

ď }P s
i

“

Qip0, 0q ´Qip0, 1q
‰

}i ` }P
s
i

“

Qip0, 1q ´Qip0, iq
‰

}i

ď p1` αqδi ` pσ
s
` 3ηqhi´1,1.
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We estimate hi´1,1 in the following way,

hi´1,1 ď }P
s
i´1

“

Qi´1p1, 0q ´Qi´1p0, 0q
‰

}i´1

` }P s
i´1

“

Qi´1p0, 0q ´Qi´1p0, i´ 1q
‰

}i´1

` }P s
i´1

“

Qi´1p0, i´ 1q ´Qi´1p1, i´ 1q
‰

}i´1

ď hi´1,0 ` α}P
u
i´1

“

Qi´1p0, i´ 1q ´Qi´1p1, i´ 1q
‰

}i´1.

}P u
i´1

“

Qi´1p0, i´ 1q ´Qi´1p1, i´ 1q
‰

}i´1

ď }P u
i´1

“

Qi´1p0, i´ 1q ´Qi´1p0, 0q
‰

}i´1

` }P u
i´1

“

Qi´1p0, 0q ´Qi´1p1, 0q
‰

}i´1

` }P u
i´1

“

Qi´1p1, 0q ´Qi´1p1, i´ 1q
‰

}i´1.

}P u
i´1

“

Qi´1p0, 0q ´Qi´1p1, 0q
‰

}i´1 ď
1

σu ´ 3η
}P u

“

fi´1pqi´1q ´Qip0, 1q
‰

}i

}P u
i´1

“

Qi´1p1, 0q ´Qi´1p1, i´ 1q
‰

}i´1 ď α}P s
i´1

“

Qi´1p1, 0q ´Qi´1p1, i´ 1q
‰

}i´1

}P u
i´1

“

Qi´1p0, i´ 1q ´Qi´1p1, i´ 1q
‰

}i´1 ď
1

σu ´ 3η
δi ` αhi´1,1.

Then

hi´1,1 ď
1

1´ α2
hi´1,0 `

α

p1´ α2qpσu ´ 3ηq
δi,

and finally

hi,0 ď
”

p1` αq `
α

1´ α2

σs ` 3η

σu ´ 3η

ı

δi `
σs ` 3η

1´ α2
hi´1,0.

Step 3. We show that, for every i P J0, n´ 1K,

}P u
i

“

Qip0, iq ´Qip1, iq
‰

}i ď
δi`1

p1´ α2qpσu ´ 3ηq
`

α

1´ α2
hi,0.

Indeed, using

}P u
i

“

Qip1, 0q ´Qip1, iq
‰

}i ď α}P s
i

“

Qip1, 0q ´Qip1, iq
‰

}i,

}P s
i

“

Qip0, iq ´Qip1, iq
‰

}i ď α}P u
i

“

Qip0, iq ´Qip1, iq
‰

}i,

9



we obtain

}P u
i

“

Qip0, iq ´Qip1, iq
‰

}i

ď }P u
i

“

Qip0, 0q ´Qip1, 0q
‰

}i ` α}P
s
i

“

Qip1, 0q ´Qip1, iq
‰

}i

ď
1

σu ´ 3η
}P u

“

fipqiq ´ qi`1

‰

}i`1

` α
´

}P s
i

“

Qip0, 0q ´Qip0, iq
‰

}i ` α}P
u
i

“

Qip0, iq ´Qip1, iq
‰

}i

¯

,

}P u
i

“

Qip0, iq ´Qip1, iq
‰

}i ď
δi`1

p1´ α2qpσu ´ 3ηq
`

α

1´ α2
hi,0.

Step 4. We simplify the previous inequalities

σs ` 3η

σu ´ 3η
ď 1, α ď

1

2
, p1` αq `

α

1´ α2

σs ` 3η

σu ´ 3η
ď

13

6
.

Then for every i P J0, n´ 1K,

}P u
i

“

Qip0, iq ´Qipn´ i, iq
‰

}i ď

n´i´1
ÿ

k“0

}P u
i

“

Qipk, iq ´Qipk ` 1, iq
‰

}i

ď

n´i´1
ÿ

k“0

´ 1

σu ´ 3η

¯k

}P u
i`k

“

Qi`kp0, i` kq ´Qi`kp1, i` kq
‰

}i`k

ď

n´i´1
ÿ

k“0

´ 1

σu ´ 3η

¯k´ δi`k`1

p1´ α2qpσu ´ 3ηq
`

α

1´ α2
hi`k,0

¯

.

By using }P s
i

“

Qip0, iq ´Qipn´ i, iq
‰

}i ď α}P u
i

“

Qip0, iq ´Qipn´ i, iq
‰

}i, we obtain
for every i P J0, nK,

}Qip0, iq ´Qipn´ i, iq}i ď
1

1´ α

n
ÿ

k“i`1

´ 1

σu ´ 3η

¯k´i

δk

`
α

1´ α

n´1
ÿ

k“i

´ 1

σu ´ 3η

¯k´i

hk,0,

hi,0 “ }Qip0, 0q ´Qip0, iq}i ď
13

6

i
ÿ

k“1

´σs ` 3η

1´ α2

¯i´k

δk.

Let

σΓ :“ max
´σs ` 3η

1´ α2
,

1

σu ´ 3η

¯

ď expp´λΓq.
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Combining these two last estimates, we obtain

}Qip0, 0q ´Qipn´ i, 0q}i ď
13

6

n
ÿ

k“1

σ
|k´i|
Γ δk `

n´1
ÿ

k“i

σk´iΓ hk,0,

n
ÿ

k“i

σk´iΓ hk,0 ď
13

6

n
ÿ

k“i

σk´iΓ

k
ÿ

l“1

σk´lΓ δl “
13

6

n
ÿ

l“1

σ
|l´i|
Γ

´

ÿ

kěmaxpi,lq

σk´iΓ σk´lΓ

σ
|l´i|
Γ

¯

δl.

In both cases k ě i ě l or k ě l ě i,

σk´iΓ σk´lΓ

σ
|l´i|
Γ

“ σ
2pk´iq
Γ or

σk´iΓ σk´lΓ

σ
|l´i|
Γ

“ σ
2pk´lq
Γ .

We finally obtain for every i P J0, nK,

}pi ´ qi}i ď
13

3

1

1´ σ2
Γ

n
ÿ

k“1

σ
|k´i|
Γ δk.

We conclude by noticing
n
ÿ

i“0

n
ÿ

k“1

σ
|k´i|
Γ ď

1` σΓ

1´ σΓ

.

Consider now a periodic sequence pqjqjPZ. For every integer s ě 1, consider the
restriction of that sequence over J´sn, snK and apply the first part with a shift
in the indices i “ j ` sn. There exists a sequence ppsjq

sn
j“´sn such that, for every

j P J´sn, sn´ 1K, fjppsjq “ psj`1, and

}psj ´ qj}j ď KΓ

sn
ÿ

k“´sn`1

}fk´1pqk´1q ´ qk}k expp´λΓ|k ´ j|q

ď KΓ

n
ÿ

l“1

}fl´1pql´1q ´ ql}l

s´1
ÿ

h“´s

expp´λΓ|l ` hn´ j|q.

Adding the previous inequality over j P J0, n´ 1J, we obtain

n´1
ÿ

j“0

}psj ´ qj}j ď KΓ

n
ÿ

l“1

}fl´1pql´1q ´ ql}l

n
ÿ

j“1

s´1
ÿ

h“´s´1

expp´λΓ|j ` hn´ l|q

ď KΓ

n
ÿ

l“1

}fl´1pql´1q ´ ql}l

ps`1qn´1
ÿ

k“´ps´1qn

expp´λΓ|l ´ k|q.

11



By compactness of the balls Bjp
ρ
2
q one can extract a subsequence over the index s

of ppsjq
sn
j“´sn converging for every j P Z to a sequence ppjqjPZ. Using the estimate

`8
ÿ

k“´8

expp´λΓ|k|q “
1` expp´λΓq

1´ expp´λΓq
,

we have for every j P Z, fjppjq “ pj`1,

}pj ´ qj}j ď KΓ

1` expp´λΓq

1´ expp´λΓq

n
ÿ

l“1

}fl´1pql´1q ´ ql}l.

Moreover
n´1
ÿ

j“0

}pj ´ qj}j ď KΓ

1` expp´λΓq

1´ expp´λΓq

n
ÿ

l“1

}fl´1pql´1q ´ ql}l,

Let be p̃j :“ pj`n. As }p̃j ´ pj}j is uniformly bounded in j and fjpp̃jq “ p̃j`1,
fjppjq “ pj`1, for every j, the cone property given in Lemma A.8 implies p̃j “ pj
for every j P Z and therefore ppjqjPZ is a periodic sequence, pj`n “ pj for every
j P Z.

The proof of Theorem 2.3 is done by rewriting a pseudo orbit under the dy-
namics of f as a pseudo orbit in adapted local charts.

Proof of Theorem 2.3. Let ΓΛ “ pΓ, E, F,A,Nq be a family of adapted local
charts and pσu, σs, η, ρq be a set of hyperbolic constants as defined in A.4. We
assume that η is chosen as in Theorem 2.4. We define Ω “ YxPΛγxpBxpρqq, we
denote by Lippfq the Lipschitz constant of f over Ω, by LippΓΛq the supremum of
Lipxpγxq and Lipxpγ

´1
x q over x P Λ with respect to the adapted norm } ¨ }x. Let

εAS :“
εpρq

p1` LippΓΛqq
2p1` Lippfqq

.

Let ΩAS “ Yx1PΛγx1pBx1pεASqq and pxiq
n
i“0 be an εAS-pseudo orbit in ΩAS. Let

px1iq
n
i“0 be a sequence of points in Λ such that xi P γx1ipBx1i

pεASqq. Then

dpfpx1iq, fpxiqq ď Lippfqdpx1i, xiq ď LippfqLippΓΛqεAS,

dpfpxiq, xi`1q ď εAS,

dpxi`1, x
1
i`1q ď LippΓΛqεAS,

which implies

dpfpx1iq, x
1
i`1q ď rLippΓΛqp1` Lippfqq ` 1s εAS ď εpρq{p1` LippΓqq,

dpfpxiq, x
1
i`1q ď p1` LippΓΛqqεAS ď εpρq{p1` LippΓΛqq,

fpxiq, fpx
1
iq P γx1i`1

pBx1i`1
pεpρqqq.

12



We have proved that, @ i P J0, n ´ 1K, x1i
ΓΛ
Ñ x1i`1 is an admissible transition. Let

qi P Bx1i
pεASq such that γx1ipqiq “ xi. Then qi P Bx1i

p
ρ
2
q and fx1i,x1i`1

pqiq P Bx1i`1
p
ρ
2
q.

Let Eu,s
i “ Eu,s

x1i
, } ¨ }i “ } ¨ }x1i , fi :“ fx1i,x1i`1

“ γ´1
x1i`1

˝ f ˝ γx1i , Ai “ Ax1i,x1i`1
, then

pfi, Ai, E
u{s
i , } ¨ }iq satisfies the hypothesis of Theorem 2.4. There exists a sequence

ppiq
n
i“0 of points pi P Bx1i

pρq such that for every i P J0, n ´ 1K, fx1i,x1i`1
ppiq “ pi`1,

and for every i P J0, nK,

}qi ´ pi}x1i ď KΓ

n
ÿ

k“1

}fx1k´1,x
1
k
pqk´1q ´ qk}x1k expp´λΓ|k ´ i|q,

n
ÿ

i“0

}qi ´ pi}x1i ď KΓ

n
ÿ

k“1

}fx1k´1,x
1
k
pqk´1q ´ qk}x1k ,

max
0ďiďn

}qi ´ pi}x1i ď KΓ max
1ďkďn

}fx1k´1,x
1
k
pqk´1q ´ qk}x1k .

We conclude the proof by taking y “ γx10pp0q,

KAS “ LippΓΛq
2KΓ and λAS “ λΓ.

Using the second part of Theorem 2.4, we improve the Anosov shadowing
property for periodic pseudo orbits (instead of pseudo orbits).

Proposition 2.5 (Anosov periodic shadowing lemma). Let pM, fq be a C1 dy-
namical system and Λ ĎM be a locally maximal hyperbolic set. Then there exists
a constant KAPS ě 1 such that for every n ě 1, for every periodic εAS-pseudo
orbit pxiq0ďiďn of the neighborhood ΩAS :“ tx P M : dpx,Λq ă εASu, there exists a
periodic point p P Λ of period n such that

n
ÿ

i“1

dpxi, f
i
ppqq ď KAPS

n
ÿ

k“1

dpfpxk´1q, xkq, (2.4)

max
0ďiďn´1

dpxi, f
i
ppqq ď KAPS max

0ďkďn´1
dpfpxkq, xk`1q, (2.5)

where KAPS “ KAS
1`expp´λASq

1´expp´λASq
, and εAS, KAS, λAS, are the constants given in

Theorem 2.3.

Proof. The proof is similar to the proof of Theorem 2.3. We will not repeat it.

3 The discrete Lax-Oleinik operator

We extend the definition of the Lax-Oleinik operator for bijective or not bijective
maps and show how Bousch’s approach helps us to construct a subaction (item
ii of Definition 1.2). We actually construct a calibrated subaction as explained
below that is a stronger notion.
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Definition 3.1 (Discrete Lax-Oleinik operator). Let pM, fq be a topological dy-
namical system, Λ Ď M be a compact f -invariant subset, Ω Ą Λ be an open
neighborhood of Λ of compact closure, and φ P C0pΩ̄,Rq. Let C ě 0 be a nonneg-
ative constant, and φ̄Λ be the ergodic minimizing value of the restriction φ to Λ,
see (1.1).

i. The Discrete Lax-Oleinik operator is the nonlinear operator T acting on the
space of functions u : Ω̄ Ñ R defined by

@x1 P Ω̄, T ruspx1q :“ inf
xPΩ̄

 

upxq ` φpxq ´ φ̄Λ ` Cdpfpxq, x
1
q
(

. (3.1)

ii. A calibrated subaction of the Lax-Oleinik operator is a continuous function
u : Ω̄ Ñ R solution of the equation

T rus “ u. (3.2)

The Lax-Oleinik operator is a fundamental tool for studying the set of minimiz-
ing configurations in ergodic optimization (Thermodynamic formalism) or discrete
Lagrangian dynamics (Aubry-Mather theory, weak KAM theory), see for instance
[4, 7, 15, 11]. A calibrated subaction is in some sense an optimal subaction. For
expanding endomorphisms or one-sided subshifts of finite type, the theory is well
developed, see for instance Definition 3.A in Garibaldi [7]. Unfortunately the
standard definition requires the existence of many inverse branches. Definition
3.1 is new and valid for two-sided subshifts of finite type and more generally for
hyperbolic systems as in the present paper.

Following Bousch’s approach, we define the following criteria. A similar notion
for flows can be introduced, see [17].

Definition 3.2 (Discrete positive Livšic criteria). Let pM, f, φ,Λ,Ω, Cq be as in
Definition 3.1. We say that φ satisfies the discrete positive Livšic criteria on Ω
with distortion constant C if

inf
ně1

inf
px0,x1,...,xnqPΩ̄n`1

n´1
ÿ

i“0

`

φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q
˘

ą ´8. (3.3)

The discrete positive Livšic criteria is the key ingredient of the proof of the ex-
istence of a calibrated subaction with a controlled Lipschitz constant. Here Lippφq,
Lippuq, denote the Lipschitz constant of φ and u restricted on Ω̄ respectively.

Proposition 3.3. Let pM, f, φ,Λ,Ω, Cq be as in Definition 3.1. Assume that φ
satisfies the discrete positive Livšic criteria. Then

i. the Lax-Oleinik operator admits a C0 calibrated subaction,
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ii. every C0 calibrated subaction u is Lipschitz with Lippuq ď C.

Notice that conversely the discrete positive Livšic criteria is satisfied whenever
φ admits a Lipschitz subaction u with Lippuq ď C. When C “ 0 and the infimum
in (3.3) is taken over true orbits instead of all sequences, there always exists a
lower semi-continuous subaction (1.2) as it is discussed in [16].

We recall without proof some basic facts of the Lax-Oleinik operator.

Lemma 3.4. Let T be the Lax-Oleinik operator as in Definition 3.1. Then

i. if u1 ď u2 then T ru1s ď T ru2s,

ii. for every constant c P R, T ru` cs “ T rus ` c,

iii. for every sequence of functions punqně0 bounded from below,

T rinf
ně0

uns “ inf
ně0

T runs.

Proof of Proposition 3.3. Define

@x, y P Ω̄, Epx, yq :“ φpxq ´ φ̄Λ ` Cdpfpxq, yq,

and

I :“ inf
ně1

inf
px0,x1,...,xnqPΩ̄n`1

n´1
ÿ

i“0

Epxi, xi`1q.

Part 1. We show that T rus is C-Lipschitz whenever u is continuous. Indeed if
x1, y1 P Ω̄ are given,

T ruspx1q “ upxq ` Epx, x1q, for some x P Ω̄,

T ruspy1q ď upyq ` Epy, y1q, for every y P Ω̄.

Then by choosing y “ x in the previous inequality, we obtain

T ruspy1q ´ T ruspx1q ď Epx, y1q ´ Epx, yq “ C
“

dpfpxq, y1q ´ dpfpxq, yq
‰

ď Cdpy1, yq.

Part 2. Let v :“ infně0 T
nr0s. We show that v is C-Lipschitz, non positive,

and satisfies T rvs ě v. Indeed we first have

@n ě 1, @x1 P Ω̄, T nr0spx1q “ inf
x0,...,xn“x1

n´1
ÿ

i“0

Epxi, xi`1q ě I.

Moreover v is C-Lipschitz since T nr0s is C-Lipschitz thanks to part 1. Finally we
have

T rvs “ T rinf
ně0

T nr0ss “ inf
ně0

T n`1
rvs ě v.
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Part 3. Let u :“ supně0 T
nrvs “ limnÑ`8 T

nrvs. We show that u is a C-
Lipschitz calibrated subaction. We already know from parts 1 and 2 that T nrvs is
C-Lipschitz for every n ě 0. Using the definition of φ̄Λ, we know that, for every
n ě 1 there exists x P Λ such that

řn´1
n“0

`

φ ˝ f ipxq ´ φ̄Λ

˘

ď 0, and using the fact
that T nrvs is C-Lipschitz, we have

T nrvspfnpxqq ď vpxq `
n´1
ÿ

i“0

Epf ipxq, f i`1
pxqq “ vpxq `

n´1
ÿ

k“0

pφ ˝ fkpxq ´ φ̄Λq ď 0,

T nrvspx1q ď Cdpx1, fnpxqq ď CdiampΩ̄q, @x1 P Ω̄.

Since T rvs ě v, we also have T rus ě u. We next show T rus ď u. Let x1 P Ω̄ be
given. For every n ě 1, T rT nrvss “ T n`1rvs ď u, there exists xn P Ω̄ such that

T nrvspxnq ` Epxn, x
1
q ď upx1q.

By compactness of Ω̄, pxnqně1 admits a converging subsequence (denoted the same
way) to some x8 P Ω̄. Thanks to the uniform Lipschitz constant of the sequence
pT nrvsqně1 and the fact that limnÑ`8 T

nrvs “ u, we obtain,

@x1 P Ω̄, T ruspx1q “ inf
xPΩ̄
tupxq ` Epx, x1qu ď upx8q ` Epx8, x

1
q ď upx1q.

We have proved T rus “ u and u is C-Lipschitz.

4 The discrete positive Livšic criteria

Let pM, fq be a C1 dynamical system, Λ Ď M be a locally maximal hyperbolic
compact subset, and φ : M Ñ R be a Lipschitz continuous function. A calibrated
subaction u (3.2) is in particular a subaction (1.2)

@x P Ω̄, u ˝ fpxq ´ upxq ď φpxq ´ φ̄Λ.

Theorem 1.3 is therefore a consequence of Proposition 3.3 provided we prove that
f satisfies the discrete positive Livšic criteria (3.3).

Proposition 4.1. Let pM, f, φ,Λ,Ω, Cq be as in Definition 3.1. Then φ satisfies
the discrete positive Livšic criteria.

For a true orbit instead of a pseudo orbit, the criteria amounts to bounding
from below the normalized Birkhoff sum 1

n

řn´1
i“0

`

φ˝f ipxq´ φ̄
˘

. As we saw in [16],
this is equivalent to the existence of a bounded lower semi-continuous subaction.
To obtain a better regularity of the subaction we need the stronger criteria (3.3).
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We first start by proving two intermediate lemmas, Lemma 4.2 for periodic
pseudo-orbits, and Lemma 4.4 for pseudo-orbits. Denote

Ωpεq :“ tx PM : dpx,Λq ă εu.

We recall that εAS, ΩAS “ ΩpεASq, and KAPS, have been defined in Theorem 2.3
and Proposition 2.5.

Lemma 4.2. Let C ě KAPSLippφq. Then for every periodic εAS-pseudo orbit
pxiq

n
i“0 of ΩAS,

n´1
ÿ

i“0

`

φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q
˘

ě 0.

Proof. Proposition 2.5 tells us that there exists a periodic orbit p P Λ, fnppq “ p,
such that

n´1
ÿ

i“0

dpfpxi, f
i
ppqq ď KAPS

n´1
ÿ

i“0

dpfpxiq, xi`1q.

Then

n´1
ÿ

i“0

`

φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q
˘

ě

n´1
ÿ

i“0

`

φ ˝ f ippq ´ φ̄Λ

˘

`

n´1
ÿ

i“0

`

φpxiq ´ φ ˝ f
i
ppq ` Cdpfpxiq, xi`1q

˘

ě

n´1
ÿ

i“0

`

φ ˝ f ippq ´ φ̄Λ

˘

`

n´1
ÿ

i“0

`

´ Lippφqdpxi, f
i
ppqq ` Cdpfpxiq, xi`1q

˘

ě

n´1
ÿ

i“0

`

φ ˝ f ippq ´ φ̄Λ

˘

ě 0.

Lemma 4.3. Let Nε ě 1 be the smallest number of balls of radius ε{2 that can
cover Ωε. Let pxiq

n
i“0 be a sequence of points of Ωε. Then there exists r P J1, NεK

and times 0 “ τ0 ă τ1 ă ¨ ¨ ¨ ă τr “ n such that,

i. @ k P J1, r ´ 1K, @ l P J0, k ´ 1K, @ j P Jτk, n´ 1K, dpxj, xτlq ě ε,

ii. @ k P J1, r ´ 1K, if τk ě τk´1 ` 2 then dpxτk´1, xτk´1
q ă ε,

iii. either dpxτr´1, xτr´1q ă ε or dpxτr , xτr´1q ă ε.
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Figure 2: The schematic r returns of Lemma 4.3.

Proof. We construct by induction the sequence τk. Assume we have constructed
τk ă n. Define

T :“ tj P Jτk ` 1, nK : dpxj, xτkq ă εu.

If T “ H, choose τk`1 “ τk`1; if T ­“ H and maxpT q ă n then τk`1 “ maxpT q`1,
dpxτk`1´1, xτkq ă ε and for every j ě τk`1, dpxj, xτkq ě ε; if maxpT q “ n then
τk`1 “ n. Since pxτkq

r´1
k“0 are ε apart, r ď Nε.

Lemma 4.4. Let C “ KAPSLippφq and NAS be the smallest number of balls of
radius εAS{2 that can cover ΩAS. Let δAS :“ NAS diampΩASq. Then for every
εAS-pseudo orbit pxiq

n
i“0 of ΩAS,

n´1
ÿ

i“0

`

φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q
˘

ě ´LippφqδAS.

Proof. We split the pseudo orbit pxiq
n´1
i“0 into r ď NAS segments of the form

pxiq
τk`1´1
i“τk

according to Lemma 4.3, for 0 ď k ď r ´ 1 with 0 “ τ0 ă τ1 ă

¨ ¨ ¨ ă τr “ n. To simplify the notations, denote

φi :“ φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q.

Notice that for every i P J0, n´ 1K

φi ě ´LippφqdiampΩASq.

If τk`1 ě τk`2 and k P J0, r´1J then dpxτk , xτk`1´1q ă εAS, pxiq
τk`1´1
i“τk

is a periodic
pseudo orbit as in Lemma 4.2 and

τk`1´2
ÿ

i“τk

φi ě 0,

τk`1´1
ÿ

i“τk

φi ě ´LippφqdiampΩASq.

If τr ě τr´1 ` 2 then either pxiq
τr´1
i“τr´1

or pxiq
τr
i“τr´1

is a periodic pseudo orbit. In
both cases we have

τr´1
ÿ

i“τr´1

φi ě ´LippφqdiampΩASq.

18



If τk`1 “ τk ` 1 then

τk`1´1
ÿ

i“τk

φi “ φτk ě ´LippφqdiampΩASq.

By adding these inequalities for k P J0, r ´ 1K, we have

τr´1
ÿ

i“τ0

φi ě ´LippφqNASdiampΩASq.

We recall that KAPS, εAS, have been defined in Theorem 2.3, Proposition 2.5,
and NAS, δAS, in Lemma 4.4.

Proof of Proposition 4.1. Let pxiq
n
i“0 be a sequence of points of ΩAS. We split

the sequence into disjoint segments pxiq
τk`1´1
i“τk

, 0 “ τ0 ă τ1 ă ¨ ¨ ¨ ă τk ă τk`1 ă

¨ ¨ ¨ ă τr “ n, having one of the following form.
Segment of the first kind: τk`1 “ τk ` 1 and dpfpxτkq, xτk`1

q ě εAS. Then

φpxτkq ´ φ̄Λ ě ´LippφqdiampΩASq, dpfpxτkq, xτk`1q ě εAS.

By choosing C ě LippφqdiampΩASq{εAS, we obtain

φpxτkq ´ φ̄Λ ` Cdpfpxτkq, xτk`1q ě 0.

Segment of the second kind: τk`1 ě τk ` 2 and

"

@ τk ď i ď τk`1 ´ 2, dpfpxiq, xi`1q ă εAS,
dpfpxτk`1´1q, xτk`1

q ě εAS.

Then pxiq
τk`1´1
i“τk

is a pseudo orbit. By using Lemma 4.4 and C ě KAPSLippφq, we
have

τk`1´2
ÿ

i“τk

`

φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q
˘

ě ´LippφqδAS,

φpxτk`1´1q ´ φ̄Λ ` Cdpfpxτk`1´1q, xτk`1
q ě ´LippφqdiampΩASq ` CεAS.

By choosing C ě LippφqpδAS ` diampΩASqq{εAS, we obtain

τk`1´1
ÿ

i“τk

`

φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q
˘

ě 0.
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Segment of the third kind: if it exists, this segment is the last one and pxiq
τr
i“τr´1

is a pseudo orbit. By using again Lemma 4.4

τr´1
ÿ

i“τr´1

`

φpxiq ´ φ̄Λ ` Cdpfpxiq, xi`1q
˘

ě ´LippφqδAS.

Notice that we can choose KΛ :“ maxpKAPS, pNAS ` 1qdiampΩASq{εASq in Theo-
rem 1.3.

Proof of Theorem 1.3. The proof readily follows from the conclusions of Propo-
sitions 3.3 and 4.1.
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Appendices

A Local hyperbolic dynamics

We recall in this section the local theory of hyperbolic dynamics. The dynamics is
obtained by iterating a sequence of (non linear) maps defined locally and close to
uniformly hyperbolic linear maps. The notion of adapted local charts is defined in
A.3. In these charts the expansion along the unstable direction, or the contraction
along the stable direction, is realized at the first iteration, instead of after some
number of iterations. It is a standard notion that can be extended in different
directions, see for instance Gourmelon [5].

A.1 Adapted local hyperbolic map

We recall in this section the notion of local hyperbolic maps. The constants
pσs, σu, η, ρq that appear in the following definition are used in the proof of Theo-
rem 2.4.

Definition A.1 (Adapted local hyperbolic map). Let pσs, σu, η, ρq be positive real
numbers called constants of hyperbolicity. Let Rd “ Eu ‘ Es and Rd “ Ẽu ‘ Ẽs

be two Banach spaces equiped with two norms | ¨ | and } ¨ } respectively. Let
P u : Rd Ñ Eu and P s : Rd Ñ Es be the two linear projectors associated with the
splitting Rd “ Eu ‘ Es and similarly P̃ u : Rd Ñ Ẽu and P̃ s : R Ñ Ẽs be the two
projectors associated with Rd “ Ẽu ‘ Ẽs. Let Bpρq, Bupρq, Bspρq be the balls of
radius ρ on each E,Eu, Es respectively, with respect to the norm | ¨ |. Let B̃pρq,
B̃upρq, B̃spρq be the corresponding balls with respect to the norm } ¨ }. We assume
that both norms are sup norm adapted to the splitting in the sense,

"

@v, w P Eu ˆ Es, |v ` w| “ maxp|v|, |w|q,

@v, w P Ẽu ˆ Ẽs, }v ` w} “ maxp}v}, }w}q.

In particular Bpρq “ Bupρq ˆBspρq, B̃pρq “ B̃upρq ˆ B̃spρq. We also assume

σu ą 1 ą σs, η ă min
´σu ´ 1

6
,
1´ σs

6

¯

, εpρq :“ ρmin
´σu ´ 1

2
,
1´ σs

8

¯

.

An adapted local hyperbolic map with respect to the two norms and the constants
of hyperbolicity is a set of data pf, A,Eu{s, Ẽu{s, | ¨ |, } ¨ }q such that:

i. f : Bpρq Ñ Rd is a Lipschitz map,
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ii. A : Rd Ñ Rd is a linear map which may not be invertible and is defined into
block matrices

A “

„

Au Du

Ds As



,

"

pv, wq P Eu ˆ Es,
Apv ` wq “ ṽ ` w̃,

ñ

"

ṽ “ Auv `Duw P Ẽu,

w̃ “ Dsv ` Asw P Ẽs,

that satisfies
"

@ v P Eu, }Auv} ě σu}v},
@w P Es, }Asw} ď σs}w},

and

"

}Du} ď η, Lippf ´ Aq ď η,
}Ds} ď η, }fp0q} ď εpρq,

where the Lip constant is computed using the two norms | ¨ | and } ¨ }.

The constant σu is called the expanding constant, σs is called the contracting
constant. The constant ρ represents a uniform size of local charts. The constant
εpρq represents the error in a pseudo-orbit. The constant η represents a deviation
from the linear map and should be thought of as small compared to the gaps σu´1
and 1´ σs. Notice that εpρq is independent of η. The map f : Bpρq Ñ Rd should
be considered as a perturbation of its linear part A.

A.2 Adapted local graph transform

The graph transform is a perturbation technique of a hyperbolic linear map. A
hyperbolic linear map preserves a splitting into an unstable vector space on which
the linear map is expanding, and a stable vector space on which the linear map
is contracting. We show that a Lipschitz map close to a hyperbolic linear map
also preserves similar objects that are Lipschitz graphs tangent to the unstable
or stable direction. The operator A may have a non trivial kernel, and we don’t
assume f to be invertible.

Definition A.2. Let pσu, σs, η, ρq, Rd “ Eu ‘ Es “ Ẽu ‘ Ẽs be as in Definition
A.1. We denote by G u the set of Lipschitz graphs over the unstable direction Eu

with controlled Lipschitz constant and height. More precisely

G u
“

!

rG : Bu
pρq Ñ Bs

pρqs : LippGq ď
6η

σu ´ σs
, |Gp0q| ď

ρ

2

)

.

We denote similarly by G̃ u the set of Lipschitz graphs

G̃ u :“
!

rG̃ : B̃u
pρq Ñ B̃s

pρqs : LippG̃q ď
6η

σu ´ σs
, }G̃p0q} ď

ρ

2

)

.

The graph of G P G u is the subset of Bpρq:

GraphpGq :“ tv `Gpvq : v P Bu
pρqu.
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Notice that LippGq,LippG̃q ď 1
2

for every pG, G̃q P G u ˆ G̃ u, thanks to the
assumptions on η. Notice also that the Lipschitz constant of G goes to zero as f
becomes more and more linear, as η Ñ 0, independently of the location of fp0q
controlled by εpρq depending only on pσu, σs, ρq.

Proposition A.3 (Forward local graph transform). Let pσu, σs, η, ρ, εq, Rd “ Eu‘

Es “ Ẽu ‘ Ẽs, and pA, fq be as defined in A.1. Then

i. For every graph G P G u there exists a unique graph G̃ P G̃ u such that
"

@ ṽ P B̃upρq, D! v P Bupρq, ṽ “ P̃ ufpv `Gpvqq,

G̃px̃q “ P̃ sfpv `Gpvqq.

ii. for every G1, G2 P G u and G̃1, G̃2 the corresponding graphs,

}G̃1 ´ G̃2}8 ď pσ
s
` 2ηq |G1 ´G2|8.

iii. the map

pT q
u :“

"

G u Ñ G̃ u,

G ÞÑ G̃,

is called the forward graph transform.

iv. for every G P G u, fpGraphpGqq Ě GraphpG̃q ,

@ q1, q2 P GraphpGq X f´1
pGraphpG̃qq, }fpq1q ´ fpq2q} ě pσ

u
´ 3ηq |q1 ´ q2|.

For a detailed proof of this proposition we suggest the monography by Hirsch,
Pugh, Shub [9].

A.3 Adapted local charts

We consider in this section a C1 dynamical systems pM, fq on a manifold M of
dimension d ě 2 without boundary, Λ ĎM a hyperbolic f -invariant compact set,
and Ω Ą Λ an open neighborhood of Λ of compact closure. Let λs ă 0 ă λu,
CΛ ě 1, and TMM “ Eu

Λpxq ‘ Es
Λpxq as in Definition 1.1. We show that we

can construct a family of local charts well adapted to the hyperbolicity of Λ. The
existence of such a family depends only on the continuity of x P Λ ÞÑ Eu

Λpxq‘E
s
Λpxq

and the C1 regularity of f .

Definition A.4 (Adapted local charts). Let pM, fq be a C1 dynamical system,
U ĎM be an open set, and Λ Ď U be an f -invariant compact hyperbolic set with
constants of hyperbolicity pλu, λsq. A family of adapted local charts is a set of data
ΓΛ “ pΓ, E,N, F,Aq and a set of constants pσu, σs, η, ρq satisfying the following
properties:
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i. The constants pσu, σs, η, ρq are chosen so that,

exppλsq ă σs ă 1 ă σu ă exppλuq

η ă min
´σu ´ 1

6
,
1´ σs

6

¯

, εpρq :“ ρmin
´σu ´ 1

2
,
1´ σs

8

¯

where λu, λs are the constants of hyperbolicity of Λ as in Definition 1.1.
Notice that εpρq ă ρ{8.

ii. Γ “ pγxqxPΛ is a parametrized family of charts such that for every x P Λ,
γx : Bp1q Ă Rd Ñ M is a diffeomorphism from the unit ball Bp1q of Rd

onto an open set in M , γxp0q “ x, and such that the C1 norm of γx, γ
´1
x is

uniformly bounded with respect to x.

iii. E “ pE
u{s
x qxPΛ is a parametrized family of splitting Rd “ Eu

x ‘ Es
x obtained

by pull backward of the corresponding splitting on TΛM by the tangent map
T0γx at the origin of Rd,

Eu
x “ pT0γxq

´1Eu
Λpxq, Es

x :“ pT0γxq
´1Es

Λpxq,

and by Id “ P u
x `P

s
x , the corresponding projectors onto Eu

x , E
s
x respectively.

iv. N :“ p} ¨ }xqxPΛ is a C0 parametrized family of norms. The adapted local
norm is a sup norm adapted to the splitting Eu

x ‘ E
s
x that satisfies

@ v P Eu
x , w P E

s
x, }v ` w}x “ maxp}v}x, }w}xq.

The ball of radius ρ centered at the origin of Rd is denoted by Bxpρq.

v. The constant ρ is chosen so that γxpBxpρqq Ă U and

@x, y P Λ,
“

fpxq P γypBypρqq ñ fpγxpBxpρqq Ď γypBp1qq
‰

.

vi. F :“ pfx,yqx,yPΛ is a family of C1 maps fx,y : Bxpρq Ñ Bp1q which is
parametrized by couples of points px, yq P Λ satisfying fpxq P γypBypρqq.
The adapted local map is defined by

@ v P Bxpρq, fx,ypvq :“ γ´1
y ˝ f ˝ γxpvq.

vii. A :“ pAx,yqx,yPΛ is the family of tangent maps Ax,y : Rd Ñ Rd of fx,y at
the origin, that is parametrized by the couples of points x, y P Λ satisfying
fpxq P γypBypρqq. Let

Ax,y :“ Dfx,yp0q,

where Dfx,yp0q denotes the differential map of v ÞÑ fx,ypvq at v “ 0.
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viii. For every x, y P Λ satisfying fpxq P γypBypεqq, the set of data

pfx,y, Ax,y, E
u{s
x , Eu{s

y , } ¨ }x, } ¨ }yq

is an adapted local hyperbolic map with respect to the constant of hyper-
bolicity pσu, σs, η, ρq as in Definition A.1. We have

Ax,y “

„

P u
y Ax,yP

u
x P u

y Ax,yP
s
x

P s
yAx,yP

u
x P s

yAx,yP
s
x



,

"

@ v P Eu
x , }Ax,yv}y ě σu}v}x,

@ v P Es
x, }Ax,yv}y ď σs}v}x,

,

"

}P s
yAx,yP

u
x }x,y ď η,

}P u
y Ax,yP

s
x}x,y ď η,

"

}fx,yp0q}y ď εpρq,
@v P Bxpρq, }Dfx,ypvq ´ Ax,y}x,y ď η,

where }¨}x,y denotes the matrix norm computed according to the two adapted
local norms } ¨ }x and } ¨ }y.

Definition A.5 (Admissible transitions for maps). Let ΓΛ be a family of adapted

local charts as given in Definition A.4. Let x, y P Λ. We say that x
ΓΛ
Ñ y is a

ΓΛ-admissible transition if

fpxq P γypBypεpρqqq p ô fx,yp0q P Bypεpρqq q.

A sequence pxiq
n
i“0 of points of Λ is said to be ΓΛ-admissible if xi

ΓΛ
Ñ xi`1 for every

0 ď i ă n.

The existence of a family of adapted local norms is at the heart of the Definition
A.4. We think it is worthwhile to give a complete proof of the following proposition.

Proposition A.6. Let pM, fq be a C1 dynamical system and Λ ĎM be a compact
f -invariant hyperbolic set. Then there exists a family of adapted local charts ΓΛ “

pΓ, E,N, F,Aq together with a set of constants pσu, σs, η, ρq as in Definition A.4.

Proof. The proof is done into several steps.

Step 1. We first construct an adapted local norm. We need the following notion
of pn,Rq-chains. Let n ě 1 and R P p0, 1q. We say that a sequence of points in Λ,
px0, . . . , xnq, is an pn,Rq-chain,

@ 0 ď k ă n, fpxkq P γxk`1
pBpRqq.
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An pn, 0q-chain is a true orbit, @ 0 ď k ă n, fpxkq “ xk`1.
Then we choose ∆ P p0, 1q small enough so that,

@x, y P Λ,
“

fpxq P γypBp∆qq ñ fpγxpBp∆qq Ď γypBp1qq
‰

.

We choose N ě 2 large enough such that,
"

2CΛ exppNλsq ď exppNκsq,
2CΛ expp´Nλuq ď expp´Nκuq,

We choose R P p0,∆q small enough such that, for every pN,Rq-chain px0, . . . , xNq,

@ 0 ď k ď N, fkpγx0pBpRqq Ď γxkpBp∆qq.

We equipped Rd with the pull backward by T0γx of the initial Finsler norm on
each TxM that we call } ¨ }‹x. Thanks to the equivariance and the continuity of
Eu

Λpxq ‘ E
s
Λpxq, we may choose R sufficiently small such that,

"

}P s
xN
AxN´1,xNP

s
xN´1

¨ ¨ ¨P s
x1
Ax0,x1P

s
x0
}‹x0,xN

ď exppNκsq,

}pP u
xN
AxN´1,xNP

u
xN´1

¨ ¨ ¨P u
x1
Ax0,x1P

u
x0
q´1}‹x0,xN

ď expp´Nκuq.

The adapted local norm } ¨ }x is by definition the norm on Eu
s ‘ E

s
x defined by,

i. @ v P Eu
x , w P E

s
x, }v ` w}x “ maxp}v}x, }w}xq,

ii. }v}x :“ max1ďkăN suppxk,...,xN q, pN ´ k,Rq-chain, xN“x
´

}v}, }pP u
xN
AxN´1,xNP

u
xN´1

¨ ¨ ¨P u
xk`1

Axk,xk`1
P u
xk
q´1v}‹xk,xN e

pN´kqκu
¯

,

iii. }w}x :“ max1ďkăN suppx0,...,xkq, pk,Rq-chain, x0“x
´

}w}, }P s
xk
Axk´1,xkP

s
xk´1

¨ ¨ ¨P s
x1
Ax0,x1P

s
x0
w}˚x0,xk

e´kκ
s
¯

,

where the supremum is taken over all pN ´ k,Rq-chains pxk, . . . , xNq ending at x
for the unstable norm, and pk,Rq-chains px0, . . . , xkq starting from x for the stable
norm, of any length 1 ď k ă N . Let Bxpεq be the ball of radius ε for the norm
} ¨ }x. We finally choose ρ ă R small enough so that for every x P Λ,

Bxpρq Ď BpRq,

and for every x, y P Λ satisfying fx,yp0q P Bypρq,

@v P Bxpρq, }Dfx,ypvq ´ Ax,y}x,y ă η.

Thanks to the equivariance of the unstable and stable vector bundles, we choose
ρ small enough so that

}P s
yAx,yP

u
x }x,y ă η and }P u

y Ax,yP
s
x}x,y ă η.
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Step 2. We prove the inequalities,

@ v P Eu
x , }Ax,yv}y ě σu}v}x and @ v P Es

x, }Ax,yv}y ď σs}v}x.

We prove the second inequality with σs, the other inequality with σu is similar.
Let v P Es

x of norm }v}x “ 1 and w “ P s
yAx,yv. We discuss 3 cases.

Either }w}y “ }w}, px, yq is an p1, Rq-chain, then

}w}y “ }P
s
yAx,yP

s
xv} “

`

}P s
yAx,yP

s
xv}e

´κs
˘

eκ
s

ď }v}xe
κs .

Or there exists 1 ď k ă N ´1 and an pk,Rq-chain py0, . . . , ykq such that y “ y0

and
}w}y “ }P

s
yk
Ayk´1,ykP

s
yk´1

¨ ¨ ¨P s
y1
Ay0,y1P

s
y0
w}e´kκ

s

.

Then px, y, y1, . . . , ykq is an pk ` 1, Rq-chain of length k ` 1 ă N ,

}w}y “ }P
s
yk
Ayk´1,ykP

s
yk´1

¨ ¨ ¨P s
y1
Ay0,y1P

s
y0
Ax,y0P

s
x}e

´pk`1qκseλ̃
s

ď }v}xe
λ̃s .

Or there exists an pN ´ 1, Rq-chain py0, . . . , yN´1q such that y0 “ y “ and

}w}y “ }P
s
yN´1

AyN´2,yN´1
P s
yN´2

¨ ¨ ¨P s
y1
Ay0,y1P

s
y0
w}e´pN´1qκs .

Then px, y0, . . . , yN´1q is an pN,Rq-chain, and by the choice of N

}P s
xN´1

AxN´2,xN´1
P s
xN´2

¨ ¨ ¨P s
x1
Ax0,x1P

s
x0
Ax,x0} ď eNκ

s

.

We thus obtain

}w}y ď }P
s
xN´1

AxN´2,xN´1
P s
xN´2

¨ ¨ ¨P s
x1
Ax0,x1P

s
x0
Ax,x0}e

´pN´1qκs
}v}

ď }v} eκ
s

ď }v}x e
κs .

In the 3 cases we have proved }P s
yAx,yv}y ď }v}xe

κs or }P s
yAx,yP

s
x}x,y ď σs.

A.4 Adapted local unstable manifold

We review in this section the property of stability of cones under the iteration
of a hyperbolic map. We recall the forward stability of unstable cones, and the
backward stability of stable cones.

Definition A.7 (Unstable/stable cones). Let Rd “ Eu‘Es be a splitting equipped
with a Banach norm | ¨ |. Let α P p0, 1q

i. The unstable cone of angle α is the set

C u
pαq :“

 

w P Rd : |P sw| ď α|P uw|
(

.
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ii. The stable cone of angle α is the set

C s
pαq :“

 

w P Rd : |P uw| ď α|P sw|
(

.

Notice that the unstable cone C upαq contains the unstable vector space Eu and
similarly for the stable cone.

Lemma A.8 (Equivariance of unstable cones). We consider the notations of Def-
inition A.1, where pσu, σs, ρ, ηq are the set of hyperbolic constants, Rd “ Eu ‘ Es

and Rd “ Ẽu‘ Ẽs are two Banach spaces with norms | ¨ | and } ¨ } respectively, and
pA, f, Eu{s, Ẽu{s, | ¨ |, } ¨ }q is an adapted local hyperbolic map. Let

α P
´ 6η

σu ´ σs
, 1
¯

and β :“
ασs ` 3η

σu ´ 3η
.

Then β ď α and, for every a, b P Bpρq “ Bupρq `Bspρq,

i. if b´ a P C upαq, then

fpbq ´ fpaq P C̃ u
pβq and }P̃ u

pfpbq ´ fpaqq} ě pσu ´ 3ηq|P u
pb´ aq|,

ii. if fpbq ´ fpaq P C̃ spαq, then

b´ a P C s
pβq and }P̃ s

pfpbq ´ fpaqq} ď pσs ` 3ηq|P s
pb´ aq|.

We recall the existence of local unstable manifolds. We are not assuming f
invertible. In particular the local stable manifold may not exist. We choose a
sequence of admissible transitions and prove the equivalence between two defini-
tions.

Definition A.9. Let ΓΛ be a family of adapted local charts. Let x “ pxiqiPZ be

a sequence of ΓΛ-admissible transitions, @ i P Z, xi
ΓΛ
Ñ xi`1. Denote fi :“ fxi,xi`1

,

E
u{s
i “ E

u{s
xi and }¨}i “ }¨}xi . Then pfi, Ai, E

u{s
i , }¨}iq is an adapted local hyperbolic

map. The local unstable manifold at the position i is the set

W u
i pxq “

 

q P Bipρq : Dpqkqkďi, qi “ q, @ k ă i, qk P Bkpρq, and fkpqkq “ qk`1

(

,

where Bipρq “ Bu
i pρq ‘ Bs

i pρq is the ball with respect to the adapted local norm
} ¨ }i.

The following theorem shows that, observed in adapted local charts, the local
unstable manifolds have a definite size and the local maps expand uniformly.
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Theorem A.10 (Adapted local unstable manifold). Let ΓΛ be a family of adapted
local charts, and x “ pxiqiPZ be a sequence of ΓΛ-admissible transitions. Let fi “
fxi,xi`1

be the local maps, } ¨ }i be the local norms, and G u
i be the set of Lipschitz

graphs as in Definition A.2,

G u
i :“

!

rG : Bu
i pρq Ñ Bs

i pρqs : LippGq ď
6η

σu ´ σs
, }Gp0q}i ď

ρ

2

)

.

Let 0ui be the null graph in the ball Bipρq, and

Gn
i :“ pT q

u
i´1 ˝ ¨ ¨ ¨ ˝ pT q

u
i´n`1 ˝ pT q

u
i´np0

u
i´nq.

Then

i. pGn
i qně1 converges uniformly to a Lipschitz graph rGu

i : Bu
i pρq Ñ Bs

i pρqs.

ii. The local unstable manifold defined in A.9 coincides with GraphpGu
i q:

W u
i pxq “ GraphpGu

i q “ tv `G
u
i pvq : v P Bu

i pρqu.

iii. The local unstable manifold is equivariant in the sense:

@ i P Z, fipGraphpGu
i qq Ě GraphpGu

i`1q,

or more precisely pT qui pG
u
i q “ Gu

i`1.

iv. The local unstable manifold is Lipschitz:

LippGu
i q ď

6η

σu ´ σs
.

v. The adapted maps are uniformly expanding:

@ i P Z, @ q, q1 P GraphpGu
i q, }fipqq ´ fipq

1
q}i`1 ě pσ

u
´ 3ηq}q ´ q1}i.
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