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We present the integral decomposition for the fundamental solution of the generalized Cattaneo
equation with both time derivatives smeared through convoluting them with some memory kernels.
For power-law kernels t−α, α ∈ (0, 1] this equation becomes the time fractional one governed by
the Caputo derivatives which highest order is 2. To invert the solutions from the Fourier-Laplace
domain to the space-time domain we use analytic methods based on the Efross theorem and find out
that solutions looked for are represented by integral decompositions which tangle the fundamental
solution of the standard Cattaneo equation with non-negative and normalizable functions being
uniquely dependent on the memory kernels. Furthermore, the use of methodology arising from the
theory of complete Bernstein functions allows us to assign such constructed integral decompositions
the interpretation of subordination. This fact is preserved in two limit cases built into the generalized
Cattaneo equations, i.e., either the diffusion or the wave equations. We point out that applying
the Efross theorem enables us to go beyond the standard approach which usually leads to the
integral decompositions involving the Gaussian distribution describing the Brownian motion. Our
approach clarifies puzzling situation which takes place for the power-law kernels t−α for which the
subordination based on the Brownian motion does not work if α ∈ (1/2, 1].

PACS numbers: 05.40.Fb, 02.50.Ey, 05.30.Pr

I. INTRODUCTION

Diffusion influences the course of kinetic phenomena
investigated in many branches of pure physics, chem-
istry, and biology but its applications are by no means re-
stricted to the fundamental problems of Nature. Knowl-
edge of the origin and effects of diffusion mechanisms is
necessary to understand diversity of results obtained in
life, earth and environment sciences as well as in mate-
rials engineering and technological processes. Diffusion
governs behaviour of phenomena occurring both in sim-
ple and complex systems, from the Brownian motion dis-
cussed in the course of the school physics to very special
and advanced problems, like the transport phenomena
in tissues and cells [1–3], spreading infectious diseases
and drug administration [4], using zeolites in catalysis
[5], environmental science [6], materials engineering and
manufacturing new materials [7, 8], and even finances
[9]. Comprehensive information on a diffusion process
under study is not easy to get. Usually it strongly de-
pends on the properties of the system under considera-
tion and routinely its quantitive analyses start from de-
termining the relation between the time t and the mean
square displacement (MSD) 〈x2(t)〉 of diffusing objects.
For the case of Brownian motion it takes the form of the
Einstein-Smoluchowski relation 〈x2(t)〉 ∝ t. The latter
is valid for any t ∈ R+ and besides of the Brownian mo-
tion characterizes also other transport processes classi-
fied, in general, as the normal diffusion. Processes which
exhibit deviations from the Einstein-Smoluchowski rela-
tion, e.g., lead to the relation 〈x2(t)〉 ∝ tµ, µ > 0 (valid
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at least asymptotically for small and/or large time) [10–
12], are classified as the anomalous diffusion and are nick-
named the sub- and superdiffusion in dependence of the
value of µ. For µ ∈ (0, 1) we deal with the subdiffu-
sion whereas the cases µ > 1 are called the superdiffu-
sion. If µ = 2 then the process bears the special name
of ballistic motion. Here it has to be noted that con-
trary to the Einstein-Smoluchowski relation supposed to
be satisfied for all admissible range of time there exist
experimentally observed relations between 〈x2(t)〉 and t
which change their functional shape as the time flows on.
Retrieving such information provides us with some hints
how to choose the type of evolution equation suitable to
describe correctly the process under investigation. Well-
researched approach is to modify the standard diffusion
equation into its fractional counterpart

∂tp(x, t) = B∂2xp(x, t) −→ cD
µ
t p(x, t) = B∂2xp(x, t), (1)

with cD
µ
t being the (Caputo) fractional time derivative

of the order µ, which leads to 〈x2(t)〉 ∝ tµ. This sim-
ple modification is not enough if the behavior of MSD
changes its shape with time - in such a case one has to
go beyond Eq. (1) and consider more complicated evo-
lution equations like the standard or fractional Catta-
neo equations comprising more than one time derivative
term and possibly involving more general forms of the
time smearing than the standard fractional derivatives
do. Adequate example have been studied recently in [13]
and reads

τ

∫ t

0

η(t−ξ)∂2ξ qγ̂(τ ;x, ξ) dξ+

∫ t

0

γ(t−ξ)∂ξqγ̂(τ ;x, ξ) dξ

= B ∂2xqγ̂(τ ;x, t) (2)

where B is the diffusion coefficient. In what follows the
subscript ’γ̂’ is used to emphasize the role played by
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the Laplace transformed function γ(t), namely γ̂(z) =
L[γ(t); z]. The solution qγ̂(τ ;x, t), if it is to be inter-
preted as the probability density (PDF) of finding the
particle in a position x ∈ R at an instant of time t > 0,
must be shown non-negative and normalizable for chosen
memory functions η(t) and γ(t). The memory functions
η(t) and γ(t) express the smearing of the second and first
time derivatives, respectively, and for special choices re-
duce Eq. (2) to more familiar cases: for η(t) = 0 Eq. (2)
becomes the time smeared diffusion equation∫ t

0

γ(t− ξ)∂ξNγ̂(x, ξ) dξ = B ∂2xNγ̂(x, t) (3)

while for γ(t) = η(t) = δ(t), with δ(t) being the Dirac
distribution, Eq. (2) is the standard Cattaneo equa-
tion [14, 15]. The striking feature of the latter is that
its fundamental solution (i.e. evolution of the space lo-
calized time initial condition), similarly to the case of
wave equation, does vanish outside the compact support
∆(x, t) ∈ R ⊗ R+ [16–18]. Thus it appears justified to
ask if already mentioned properties, i.e., the functional
dependence on t which MSD obeys in t and the compact
character of ∆(x, t) are kept for the time smeared Cat-
taneo equation Eq. (2). To judge the problem we shall
consider the power-law memory functions being the most
frequently used type of functions adopted to mimic the
memory effects.

Looking for the answer to the above questions let us
note that Eqs. (2) and (3) differ only by the term contain-
ing the parameter τ . For small τ Eq. (2) formally tends
to Eq. (3), i.e., to the time smeared diffusion equation.
On the opposite, for large τ , the smeared second time
derivative dominates and we can neglect the smeared
first time derivative. So we arrive at the so-called time-
smeared diffusion-wave equation which, if detailed to the
fractional derivative case, was studied in [19–21]. Hence,
Eq. (2), with τ treated as a free parameter, describes all
intermediate cases. This feature should be also reflected
in the limit behaviour of qγ̂(τ ;x, t):

Nγ̂(x, t) = lim
τ→0

qγ̂(τ ;x,t) and (4)

Wγ̂(x, t) = lim
τ→∞

qγ̂(τ ;x, t), (5)

where in the shorthand notation these two limits will be
marked as qγ̂(0;x, t) and qγ̂(∞;x, t).

The solutions Nγ̂(x, t) and Wγ̂(x, t) can be represented
in the form of integral decomposition introduced in Ref.
[22]. The characteristic property of such a formalism is
that one replaces their physically observed dependence on
the space coordinate x and the physical (laboratory) time
coordinate t by the braided distributions of the space co-
ordinate x evolving according to an internal (operational)
time ξ which, in turn, is assumed to be stochastically de-
pendent on the clock measured laboratory time t. Inte-
gral decomposition entwines both distributions, threated
as independent, through the integral taken over internal,
or operational, time ξ. From the widely known results,

e.g, [23–26], we learn that Nγ̂(x, t) can be given by

Nγ̂(x, t) =

∫ ∞
0

N(x, ξ)f0(ξ, t) dξ, (6)

where

N(x, t) = e−x
2/(4Bt) /

√
4πBt (7)

and

f0(ξ, t) = L−1[γ̂(z) e−ξzγ̂(z); t]. (8)

As presented in [19, Eq. (11)] for the case of the wave-
diffusion equation and its solution Wγ̂(x, t) the integral
decomposition has the form of Eq. (6) but instead of
f0(ξ, t) one has

f∞(ξ, t) = L−1{zη̂(z) exp[−ξz2η̂(z)]; t}. (9)

Note that subscripts ’0’ and ’∞’ in Eqs. (8) and (9)
are used in the context of previously discussed limits of
the generalized Cattaneo equation. Within the investiga-
tion of diffusion phenomena rooted in the stochastic pro-
cesses approach it is said that f0(ξ, t) or f∞(ξ, t) subor-
dinate the normal distribution if all functions involved in
the game: N(x, ξ), f0(ξ, t) and f∞(ξ, t) are independent
PDFs given by non-negative, normalized, and infinitely
divisible functions. These conditions are satisfied by the
normal distribution N(x, t). Nevertheless, the problem
arises with the functions f0(ξ, t) and f∞(ξ, t) which may
or may not obey all these conditions. Consequently, it
is needed to distinguish two classes of f..(·,−)’s - if they
are independent PDFs satisfying all just mentioned re-
quirements then due to [23, 26] are named “safe” func-
tions; in the opposite case they are called “dangerous”.
Besides of being independent on N(x, ξ) the sufficient
condition for the functions f0(ξ, t) and f∞(ξ, t) to be the
“safe” ones is fulfilled if zγ̂(z) or z2η̂(z) belong, for z re-
stricted to R+, to the class of the so-called completely
Bernstein functions (CBF) which definition is quoted in
the Appendix A. Concluding this part of our considera-
tions: usage of subordination approach works correctly if
f0(ξ, t) or f∞(ξ, t), respectively, are PDFs independent
on N(x, ξ) and are given by the completely Bernstein
functions. It is important to fully clarify the problem
because subordination is the cornerstone of the stochas-
tic processes framework and is based on introducing the
operational time ξ(t). The later in fact the operational
time means a time-like parametrization of the composite
(parent) process X(ξ(t)) given by the Brownian motion
with jumps stochastically distributed in the operational
time ξ(t).

Throughout the paper we use the relation between
memories η(t) and γ(t) which comes out, as a constraint,
from consistency conditions put on the smearing of the
first and second time derivatives. These relations have
been derived in [13] and according to them if the memory
function γ(t) is made responsible for the time smearing
of the first time derivative then

η(t) =

∫ t

0

γ(ξ)γ(t− ξ) dξ, η̂(z) = γ̂2(z) (10)
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represents the smearing of the second time derivative.
Authors of many theoretical and experimental studies
concerning termoelasticity [28], anomalous transport in
complex media [29–31], chemical reactions [32, 33] are
used to model the memory functions by the power-law
functions η(t) ∝ t1−2α and γ(t) ∝ t−α, α ∈ (0, 1]
which in the Laplace domain read η̂(z) = z2(α−1) and
γ̂(z) = zα−1. In such a case f0(ξ, t) is always “safe”, i.e.,
correctly defined PDF but, as shown in Ref. [19], f∞(ξ, t)
is not “safe” PDF for α ∈ (1/2, 1]. Thus, for α ∈ (1/2, 1],
the integral decomposition of the fundamental solution to
the generalized Cattaneo equation based on the normal
distribution must not be treated any longer as a subor-
dination. From the other side, as shown in Ref. [13], this
solution is non-negative and normalizable. In what fol-
lows we will present the solution to this puzzle and pro-
pose an alternative integral decomposition which keeps
f0(ξ, t) but instead of N(x, ξ) it involves the fundamen-
tal solution of the Cattaneo equation if α ∈ (1/2, 1].

The paper is organized as follows. In Sec. II we study
two ways to obtain the integral decompositions suitable
for the generalized Cattaneo equation. Following the
first, usually adopted, one we arrive at the product of
the normal distribution and the function which is not al-
ways “safe” PDF. Within the alternative approach the
use of Efross theorem allows one to find integral decom-
position in which the normal distribution is replaced by
the solution of the standard Cattaneo equation. We show
that in such a case we get the integral which integrand
is the product of functions being “safe” PDFs. Thus,
our integral decomposition expresses the subordination
approach. In Sec. III, taking the appropriate limit of τ ,
we present the passage from the integral decomposition
introduced in the paper into the known examples of inte-
gral decomposition got for the solutions of the anomalous
diffusion and diffusion-wave equations. In Sec. IV our
construction of integral decompositions is illustrated on
three examples characterized by important role played
by the memory effects - either the strictly localized case
or the power-law memory functions or mixture of these
two. Results of the paper are resumed and discussed in
Sec. V while Sec. VI contains concluding remarks con-
cerning prospective applications of the Efross theorem
based integral decompositions used as a tool to inves-
tigate both some fundamental problems as well as hot
topics recently emerging in the anomalous diffusion. The
paper is completed by five appendixes devoted to expla-
nation of mathematics used throughout the text.

II. INTEGRAL DECOMPOSITION

It is an obvious statement that any integral decompo-
sition relied on factorization of the space and time co-
ordinates is not unique. Using integral decompositions
to describe anomalous diffusion and non-Debye relax-
ations is commonly justified by physical and mathemati-
cal considerations based on modeling these phenomena

by stochastic processes underlying them [34, 35]. In-
tegral decompositions represent joint probabilities and
provide us with the correct answer if the integrals un-
der study are not only non-negative and normalizable on
R+ but also result from composition of infinitely divisi-
ble distributions [26, 36]. Namely this condition allows to
equip them with probabilistic interpretation and to use
methods elaborated within the theory of stochastic pro-
cesses, among them the subordination approach [26, 36].
In what follows we shall show how to construct, with-
out recalling probabilistic tools, integral decompositions
which represent non-negative normalizable solutions to
diffusion equations of the type Eq. (2).

A. Integral decomposition preserving the N(x, ξ)
distribution

Eq. (6) with Eqs. (8) or (9) put in are special cases of
the solution to Eq. (2). In the Fourier-Laplace domain
it reads

ˆ̃qγ̂(τ ; k, z) =
z−1M̂γ̂(z)

M̂γ̂(z) +Bk2
, (11)

where

M̂γ̂(z) = τ [zγ̂(z)]2 + zγ̂(z). (12)

The symbols ’∼’ and k are related to the Fourier trans-
form whereas ’∧’ and z correspond to the Laplace trans-
form. Using b−1 =

∫∞
0

exp(−bξ) dξ to get rid of the
denominator in Eq. (11) we are able to rewrite Eq. (11)
as

ˆ̃qγ̂(τ ; k, z) =

∫ ∞
0

e−ξBk
2

z−1M̂γ̂(z) e−ξM̂γ̂(z) dξ. (13)

The term exp(−ξBk2) corresponds, by the inverse
Fourier transform, to the normal distribution N(x, ξ),
whereas taking the inverse Laplace transform of the z
dependent term we get

qγ̂(τ ;x, t) =

∫ ∞
0

N(x, ξ) fτ (ξ, t) dξ (14)

where

fτ (ξ, t) = L−1[z−1M̂γ̂(z) e−ξM̂γ̂(z); t]. (15)

The function fτ (ξ, t) tends to f0(ξ, t) for τ → 0 and
to f∞(ξ, t) for τ → ∞. To show that fτ (ξ, t) is “safe”
PDF means to prove that it is normalized, non-negative,
and infinitely divisible. Normalizability is easily seen,∫∞
0
fτ (ξ, t) dξ = L−1[z−1; t] = 1. Non-negativity of

fτ (ξ, t) comes out from the Bernstein theorem presented
in Appendix A. Due to this theorem fτ (ξ, t) is non-

negative if z−1M̂γ̂(z) exp[−ξM̂γ̂(z)], z ∈ R+, is given
by a completely monotone function (CMF), i.e. non-
negative function whose all derivatives exist on R+
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and alternate [27]. Because the product of CMFs is
CMF then the Laplace transform of fτ (ξ, t) is CMF if

z−1M̂γ̂(z) and exp[−ξM̂γ̂(z)] are CMFs. Both of these

conditions are ensured for M̂γ̂(z) being CBF. The com-

pletely Bernstein character of M̂γ̂(z) guarantees also that
fτ (ξ, t) is an infinitely divisible distribution, see Ap-
pendix B. Thus, we end up with the conclusion that if
M̂γ̂(z) is CBF then fτ (ξ, t) is infinitely divisible PDF so
it may be claimed that it subordinates N(x, ξ).

Let us check if the above statement appears conclu-
sive for some special cases of Eq. (2). For the stan-
dard Cattaneo equation with η̂(z) = γ̂(z) = 1 we have

M̂1(z) = τz2 + z which is not CBF. So the appropriate
fτ (ξ, t) in not PDF and it does not subordinate N(x, ξ).
As the next example we take Eq. (2) with the power-law

memory functions. Now M̂γ̂(z) = τz2α + zα is CBF only
if α ∈ (0, 1/2] whereas for the remaining values of α, that
is α ∈ (1/2, 1], it is not CBF. It means that for this ex-
ample fτ (ξ, t) is a “safe” PDF only for α ∈ (0, 1/2] and
it is “dangerous” if α ∈ (1/2, 1]. Thus, it exhibits the
behavior of f∞(ξ, t) presented in [19].

The above examples show that the integral decompo-
sition given by Eq. (14) must not be always treated as
the subordination of two processes. We shall propose
another type integral decomposition within which, still
keeping f0(ξ, t) present, we will use another parent pro-
cess instead of Gaussian distribution characteristic for
the Brownian motion.

B. Integral decomposition preserving f0(ξ, t)

To obtain the integral decomposition different than Eq.
(14) we first calculate the Fourier transform of Eq. (11).
That gives

q̂γ̂(τ ;x, z) =
z−1[M̂γ̂(z)]1/2

2
√
B

exp
{
− |x|√

B
[M̂γ̂(z)]1/2

}
,

(16)
which can be rewritten as

q̂γ̂(τ ;x, z) = γ̂(z)F (x, g(z)), (17)

where

F (x, g) =
1

2a

1/(2τ) + g√
g2 − 1/(4τ2)

e−
|x|
a

√
g2−1/(4τ2) (18)

and g is a shorthand of g(z) for simplifying the notation.
The non-negative constant a is equal to (B/τ)1/2 while
the auxiliary function g(z) reads

g(z) = zγ̂(z) + 1/(2τ). (19)

Using the Efross theorem [37–41] enables us to calcu-
late the inverse Laplace transform of Eq. (17). Here,
we only sketch the derivation leaving its details to Ap-
pendix C. According to the Efross theorem Eq. (17) can

be written as

qγ̂(τ ;x, t) =

∫ ∞
0

L−1[F (x, g); ξ]L−1[γ̂(z) e−ξg(z); t] dξ

=

∫ ∞
0

L−1[F (x, g); ξ] e−ξ/(2τ) L−1[γ̂(z) e−ξzγ̂ ; t] dξ

=

∫ ∞
0

L−1[F (x, g); ξ] e−ξ/(2τ) f0(ξ, t) dξ, (20)

where f0(ξ, t) is given by Eq. (8). The product of
L−1[F (x, g); ξ] and exp[−ξ/(2τ)] leads to the solution of
the standard Cattaneo equation qC(τ ;x, t). Namely, from
the properties of the Laplace transform given by Eq. (C6)
we write down this product as L−1[F (x, g + 1/(2τ)); ξ].
Hence, it can be expressed as

1

2a

1/τ + g√
g2 + g/τ

exp
(
− |x|

a

√
g2 + g/τ

)
, (21)

which according to Eq. (16) for M̂1(g) = τg2 + g gives
q̂1(τ ;x, g) = q̂C(τ ;x, g). That enables us to propose the
another kind of the integral decomposition for the gener-
alized Cattaneo equation, that is

qγ̂(τ ;x, t) =

∫ ∞
0

qC(τ ;x, ξ)f0(ξ, t) dξ. (22)

where f0(ξ, t) has been defined in Eq. (7).
To claim that f0(ξ, t) subordinates qC(τ ;x, t) we

should show that the solution of the Cattaneo equation
qC(τ ;x, t) is an infinitely divisible PDF. To show that
we shall use the connection between CBF and an in-
finitely divisible PDF presented in Appendix B. The non-
negativity as well as the normalizability of qC(τ ;x, t) was
extensively studied in Ref. [13]. Both these properties

are ensured by the fact that [M̂1(z)]1/2 is CBF which
also guarantees that qC(τ ;x, t) is an infinitely divisible.
Thus the solution of the Cattaneo equation qC(τ ;x, t) is
the “safe” PDF. From the other side the same conclusion
can be derived from the central limit theorem if we con-
sider the behaviour of |x| larger than O(

√
t) [42]. The

random walk model which corresponds to the Cattaneo
and/or generalized Cattaneo equation can be found in,
e.g., [13, 43–46].

The solution of the Cattaneo equation qC(τ ;x, t) =
L−1[q̂C(τ ;x, z); t] for general initial conditions is known
for a long time, see e.g. [16, Eq. (102)] and [17, Eq.
(7.4.28)] which for qC(τ ;x, 0) = δ(x) and q̇C(τ ;x, t)|t=0 =
0 reduces to

qC(τ ;x, t) =
1

2
e−t/(2τ)[δ(x− at) + δ(x+ at)]

+ Θ
(
t− |x|

a

)e−t/(2τ)

4τa

[
I0

( 1

2τa

√
a2t2 − x2

)
+

at√
a2t2 − x2

I1

( 1

2τa

√
a2t2 − x2

)]
,

(23)

found in, e.g., [18, 47, 48]. Notation used in Eq. (23)
is standard: the δ-Dirac distribution is denoted as δ(·),
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Θ(·) means the Heaviside step function and the modified
Bessel function of the first kind are marked as I0(·) or
I1(·).

Hence, because qC(τ ;x, t) and f0(ξ, t) are “safe”
PDF’s, then Eq. (22) can be interpreted as the subordi-
nation and from this place we shall use it as a represen-
tation of qγ̂(x, t). We mention that the passage between
Eqs. (14) and (22) exists and relies on the change of func-
tions which contain parameter τ : once it is fτ (ξ, t) while
another time it is pC(τ ;x, ξ). Details of this passage are
presented in Appendix D.

III. TWO LIMITS

A. The limit τ → 0: passage to Nγ̂(x, t)

The passage from qγ̂(τ ;x, t) to Nγ̂(x, t) can be done
by demonstrating that for τ → 0 qC(τ ;x, t) reduces to
the normal distribution N(x, t). To show that for τ → 0
qC(τ ;x, t) tends to N(x, t) let us observe that the term
containing δ-Dirac distributions decreases exponentially
for small τ and the Heaviside step function Θ does not
vanish only if t ∈ R+ and its nonzero value is equal to
1. Hence, we conclude that in Eq. (23) considered for
small τ only the terms with Bessel functions are essential.
Namely, for τ � 1 we have

qC(τ ;x, t) ∝ e−t/(2τ)

4τa

[
I0
(

1
2τa

√
a2t2 − x2

)
at√

a2t2 − x2
I1
(

1
2τa

√
a2t2 − x2

)]
(24)

Next, we use the asymptotic formula for τ � 1 derived
in Appendix E:

Iν

(
1

2aτ

√
a2t2 − x2

)
∝
√

τ

πt

(
1− x2

a2t2

)ν/2
× exp

(
− x2

4tτa2
+

t

2τ

)
, ν > 0. (25)

That allows us to reduce Eq. (24) to the normal distri-
bution N(x, t). Here we would like to mention that the
same result was obtained for |x| � at and aτ small and
compared with the mean free path of diffusing objects. In
such a case the arguments of modified Bessel functions,
as well as these functions themselves, rapidly start to be
large. Hence, the first line in Eq. (23) containing the
δ-Dirac distributions becomes negligible. For the modi-
fied Bessel functions once again we use the formula (25).
Step by step calculations for |x| � at may be found in
[47, Subsec. V.C.].

Resumming, we can conclude that limτ→0 qC(τ ;x, t) =
lim|x|�at qC(τ ;x, t) = N(x, t), Eq. (22) reduces to Eq.
(14) and Eq. (4) is reconstructed.

B. The limit τ →∞: passage to Wγ̂(x, t)

Let us notice that for large τ the argument of modi-
fied Bessel functions starts to be small such that in the
limit τ →∞ the square bracket in Eq. (23) is constant.
Moreover, it is multiplied by exp[−t/(2τ)]/(4aτ) which
vanishes in this limit. The only survivors are terms with
δ-Dirac distributions which we rename as

W (x, t) =
1

2
[δ(x− at) + δ(x+ at)]. (26)

In the above one immediately recognizes non-negative,
normalized and infinitely divisible fundamental solution
of the wave equation. Thus the integral decomposition
(22) in the limit of τ →∞ reads

Wγ̂(x, t) =

∫ ∞
0

W (x, ξ)f0(ξ, t) dξ

=
1

2a
[f0(x/a, t) + f0(−x/a, t)].

(27)

Because of W (x, ξ) and f0(ξ, t) are ”safe” PDFs we con-
clude that Eq. (27) represents the subordination ap-
proach.

IV. f0(ξ, t) AND qγ̂(x, t) – EXAMPLES OF
MUTUAL CORRESPONDENCE

(a) Eq. (8) for γ̂(z) = 1 reads

f0(ξ, t) = L−1[exp(−ξz); t] = δ(ξ − t).

Substituting it into Eq. (22) we obtain q1(τ ;x, t) =
qC(τ ;x, t) supported in the compact domain ∆(x, t). It
is clear that the standard Cattaneo equation is local in
time and it does not involve any memory effects.

(b) Here we pass to the example which, in contradistinc-
tion to (a), involves the memory. As an exactly solvable
illustrative model we take the commonly used power-law
memory γ(t) = t−α/Γ(1−α), with α ∈ (0, 1]. Its Laplace
transform is γ̂(z) = zα−1. That gives

f0(α; ξ, t) = L−1[zα−1 e−ξz
α

; t] =
t

αξ
gα(ξ, t), (28)

studied e.g., in [13, 55]. Two argument one-sided Lévy
stable distribution gα(ξ, t) = L−1[exp(−ξzα); t] can be
written with the help of the one argument one-sided Lévy
stable distribution, namely gα(ξ, t) ≡ ξ−1/αgα(tξ−1/α)
which expresses the self-similarity property. The explicit
form of the inverse Laplace transform in Eq. (28), for
α = l/k such that l < k are integers, was found in [56, 57].
Recall that the one-sided Lévy stable distribution gα(σ)
is nonzero for σ > 0 and it vanishes for σ ≤ 0 [56]. The
nonzero values of gα(σ) for α = l/k can be expressed

in terms of the Meijer G function Gm,np,q

(
z
∣∣ (ap)
(bq)

)
[56, Eq.
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(2)]. Explicitly this relation reads

gl/k(σ) =

√
kl

(2π)(k−l)/2
1

σ
Gk,0l,k

( ll

kkσl

∣∣∣∆(l, 0)

∆(k, 0)

)
(29)

and appears very handful, both in analytic and numerical
calculations, as the Meijer G function is implemented in
the computer algebra systems like Mathematica or Maple
which makes its use quite friendly. According to com-
mon convention the special list of n elements is equal to
∆(n, a) = a/n, (a+1)/k, . . . , (a+n−1)/n which is placed
as the upper parameters (it is the list ∆(l, 0)) as well as
the lower ones (it is the list ∆(k, 0)).

The power-law memory function γ(t) ∝ t−α, i.e.,
γ̃(z) = zα−1, allows us to rewrite the generalized Cat-
taneo equation as the fractional Cattaneo equation with
the (Caputo) fractional time derivatives of order α,

cD
α
t . To simplify the notation we denote qzα−1(τ ;x, t)

as q(α, τ ;x, t). Thus the fractional Cattaneo equation
takes the form

τ cD
2α
t q(α, τ ;x, t) + cD

α
t q(α, τ ;x, t) = B∂2xq(α, τ ;x, t)

(30)
with α ∈ (0, 1]. For α = 1 it looses the fractional
character and becomes the standard Cattaneo equa-
tion. Observe that α = 1/2 separates Eq. (30) into
two distinguishable, “safe” and “dangerous”, cases. For
α ∈ (0, 1/2] the highest order of the Caputo fractional
derivative is at most 1 ( which characterizes the ordinary
diffusion equation) and for α < 1/2 the order of both
derivatives is smaller than 1. For α ∈ (1/2, 1] the order
of one of the Caputo fractional derivative is larger than
1 while the order of the second one is smaller than 1.
That leads to different properties, namely the different
MSDs and random walks models underlying these equa-
tions as it has been discussed in [13, 45]. For α < 1/2
and in the limit of small/large t Eq. (30) leads to the
MSDs charactecteristic for subdiffusion - thus we shall
call it the subdiffusion-type equation. Recall that the so-
lution of the standard subdiffusion equation, e.g. Eq.(1)
for µ < 1, is well known and is presented as the integral
decomposition given by Eq. (6) [26, 35]. In the case of
Eq. (30) we get fτ (ξ, t) instead of f0(ξ, t). Thus, we
have Eq. (14) from which we can go directly to the in-
tegral decomposition (22) as may be shown making the
calculation presented in Appendix D for γ̂(z) = zα−1.

According to Eq. (22) the solution q(α, τ ;x, t) is rep-
resented by the integral taken over ξ ∈ R+, i.e., on
the whole positive semi-axis. Restrictions implied by
qC(τ ;x, ξ) concern the relation between the laboratory
space coordinate x and internal time ξ. Such introduced
functional dependence between x and ξ is nonzero only on
a compact domain but the second term which enters the
integrand, namely the subordinator f0(ξ, t), is nonzero
for all ξ, t > 0. This leads to a new relation between the
coordinates x and t, by no means sharing the property
which qC(τ ;x, t) does obey, i. e., being non-zero only on
a compact support. It means that q(α, τ ;x, t) is nonzero
for x ∈ R. This statement is illustrated in Fig. 1 pre-
senting the plot of q(α, τ ;x, t) as the function of x and

t = 2. To get the plot shown in Fig. 1 we have calculated
the integral decomposition given by Eq. (22) using the
Mathematica 12 software. Performing the calculations
we used the function gα(σ) expressed by the Meijer G
function given by Eq. (29) for α = l/k, l, k = 1, 2, . . .
which gives

f0(l/k; ξ, t) =
k3/2l−1/2

(2π)(k−l)/2
1

ξ
Gk,0l,k

( llξk
kktl

∣∣∣∆(l, 0)

∆(k, 0)

)
. (31)

FIG. 1. The density q(2/3, τ ;x, 2) for various τ . The
red dashed curve (no. II) represents limτ→0 q(2/3, τ ;x, t) =
N(2/3;x, 2) given by Eq. (32) where we set B = 1. The green
dot-dashed curve (no. III) exhibits limτ→∞ q(2/3, τ ;x, 2) =
W (2/3;x, 2) which is given by Eq. (33) with a = 1. The
blue solid curve (no. I) illustrates the solution of general-
ized Cattaneo equation (22). The function f0 is given by the
representation Eq. (31).

In Fig. 1 we present also the special cases of q(α, τ ;x, t)
obtained by taking its limits of τ → 0 and τ → ∞.
For τ � 0 we can use Eq. (6) in which N(x, ξ) =

(2
√
B)−1f0(1/2; |x|/

√
B, ξ). Then, we employ [55, Eqs.

(29)-(32)]. That allows one to find

N(α;x, t) = (2
√
B)−1f0(α/2; |x|/

√
B, t), (32)

equal to [58, Eq. (16)]. Eq. (32) can be also obtained
by using the technique presented in [58, 59]. For τ � 1,
with a = (B/τ)1/2, Eq. (27) reads

W (α;x, t) = (2a)−1f0(α; |x|/a, t). (33)

For a = 1 it is equivalent, e.g., to [20, Eq. (9)] or
[21, Eq. (33)], which employ the Mainardi function
Mα(u) = u−1−1/αgα(u−1/α)/α. Eqs. (32) and (33),
although at the first glance look quite similar, in fact
differ significantly. The difference, clearly seen in Fig. 1,
has its origin in the value of the first parameter which is
either α/2 in Eq. (32) or α in Eq. (33). For the solutions
to the (standard) anomalous diffusion equation given
by Eq. (32) we always observe one maximum localized
at x = 0 while for the diffusion-wave equation we get
either one or two maxima. The number of maxima in
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question depends on the value which the parameter α
takes on: for α ∈ (0, 1/2] we deal with one maximum
localized at x = 0 while for α ∈ (1/2, 1] we have two
maxima localized at x = ±xm (the curve no. III in Fig
1; xm = 1.463). Here we remind that such behaviour was
noticed and discussed e.g. in [20, 60] in the context of
propagation velocity characterizing diffusion phenomena.

(c) The solution q1(τ ;x, t) of the example (a) is defined
on the compact support. This situation becomes op-
posite, as seen from (b), when the memory effects, in
fact meaning the time non-locality, come to play. To in-
vestigate this change we will consider the example (b)
perturbed by the non-negative constant parameter ε,
i.e., a linear combination of memories which define ex-
amples (a) and (b). Such new memory has the form
γ̂(z) = zα−1 + ε where α ∈ (0, 1] and ε ≥ 0. That leads
to

f0(α, ε; ξ, t) = L−1[(zα−1 + ε) e−ξz
α

e−ξεz; t]

= Θ(t− εξ)
(
t

αξ
− ε1− α

α

)
gα(ξ, t− εξ), (34)

where the inverse Laplace transforms have been calcu-
lated applying twice the Laplace convolutions once for
zα−1 exp(−ξzα) and another time for exp(−ξzα). The
occurrence of Θ(t − εξ) guarantees that the second ar-
gument of gα(ξ, t− εξ) is non-negative. Consequently, it
changes the infinite range integral given by Eq. (22) into
the integral over the finite range. Thus, we get

qzα−1+ε(τ ;x, t) ≡ q(α, τ, ε;x, t) =

∫ t/ε

0

qC(τ ;x, ξ)

×
(

t

αεξ
− 1− α

α

)
gα(ξ, t− εξ)dξ. (35)

Because this integral is defined in the finite region and
qC(τ ;x, ξ) contains the δ-Dirac distributions as well as
the Heaviside step function we get the relation between
x and t in which |x| ≤ at for ε = 1. Hence, we can
suspect that q(α, τ, ε;x, t) for ε > 0 is nonzero only in
the finite subset of x. The size of this subset enlarges
as the evolution goes on and its dimension depends on
the time t passed, as well as on the constants a and ε.
The above relation between x and t disappears for ε→ 0
and q(α, τ, 0;x, t) becomes nonzero for all x ∈ R, i.e., we
arrive at the example (b). Analytic calculations of Eq.
(35) are difficult to be done so we present only numeri-
cal results obtained using Mathematica 12. Results are
plotted on Fig. 2 obtained for rational α = l/k and Eqs.
(23) and (29) employed.

In Fig. 2, besdes of the example of q(α, τ, ε;x, t) for
ε > 0 (the blue curve, no. I), there are also presented
its two special cases in which we consider the limits of
q(α, τ, ε;x, t) for τ → 0 and τ → ∞. In the first case
the PDF q(α, 0, ε;x, t) is equal to Eq. (35) where in-
stead of qC(τ ;x, ξ) sits N(x, ξ). This limit is denoted as
N(α, ε;x, t) and it is presented in Fig. 2 by the red curve

FIG. 2. The figure represents the PDF q(2/3, τ, 1;x, 2) (the
blue solid curve, no. I) and its limits with respect to τ . For
small τ it goes to N(2/3, 1;x, 2) (the red dashed curve, no.
II) and for large τ it tends to W (2/3, 1;x, 2) (the green dot-
dashed curve, no. III). The function f0 is calculated using Eq.
(34) in which the one-sided Lévy stable distribution gl/k(σ),
0 < l < k, is given by Eq. (29).

no. II. In the next limit we have q(α,∞, ε;x, t) denoted
as W (α, ε;x, t). It is given though Eq. (27) in which f0
is equal to Eq. (34) . The PDF W (α, ε;x, t) is illustrated
by the green curve with no. III.

V. DISCUSSION

The main results of the paper may be resumed two-
fold. Firstly, we shed new light on the subordination
approach and present its modification naturally appear-
ing in the description of anomalous diffusion. Secondly,
we provide an explicit example of the memory functions
γ̂(s) which if put into generalized, time smeared, Catta-
neo equation lead to solutions sharing the basic property
obeyed by solutions of the standard Cattaneo equation,
namely it do vanish outside the compact region ∆(x, t),
i.e. qγ̂(τ ;x, t) = 0 if x, t /∈ ∆(x, t).

The integral decompositions of solutions to the
diffusion-like equations are rooted in procedures which
allow to transform solutions found in the Fourier/Laplace
domain to the physical (x, t) space. If merged with princi-
ples of the subordination approach the integral decompo-
sitions serve as a tool which makes it possible to prove the
probabilistic character of such obtained solutions. How-
ever, as has been warned in recent papers, this claim has
to be treated carefully. The reason is that integral de-
compositions constructed according to the standard pro-
cedures are not always sufficient to confirm the proba-
bilistic interpretation of qγ̂(τ ;x, t) in a complete and cor-
rect way [19, 24, 26]. The commonly proposed integral
decompositions are assumed to reflect the fact that the
Brownian motion, described by the normal distribution
N(x, ξ) parametrized in physical space x and operational
time ξ, is subordinated by a random process which links
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the physical and operational times through the relation
given by an infinite divisible distribution fτ (ξ, t). Despite
the fact that the normal distribution N(x, ξ) satisfies all
conditions needed to be a suitable PDF there exist exam-
ples for which the second component of such a way ob-
tained decomposition, namely the function fτ (ξ, t), is not
the PDF [19]. In our paper we propose another type of
integral decomposition within which, instead of the nor-
mal distribution N(x, t), there appears the fundamental
solution of the standard Cattaneo equation qC(τ ;x, t).
The latter satisfies all requirements to be a suitable PDF
and using it allows us to keep the subordinator f0(ξ, t)
which usually accompanies N(x, t). Correctness and va-
lidity of such introduced modification of the subordina-
tion approach is confirmed by showing that in the limits
of small and large τ the PDF qγ̂(τ ;x, t) reconstructs solu-
tions Nγ̂(x, t) and Wγ̂(x, t) of the time smeared diffusion
and wave equations.

The second important result flows out from the anal-
ysis of three examples presented in the paper and il-
lustrating the role played by memory functions. Our
examples allow us to suspect which shape the memory
functions should have in order to judge if the solution
of generalized Cattaneo equation pγ̂(τ ;x, t) has non-zero
values only in the compact region and vanishes outside
of it. Thus, we propose the answer on the open prob-
lem about vanishing of the solution of the anomalous
diffusion and/or diffusion-wave equations. As the first
example we consider the standard Catteneo equation in
which the second and first time derivatives are strictly lo-
calized. Solution to this equation q1(τ ;x, t) ≡ qC(τ ;x, t)
is nonzero for any x ∈ ∆(x, t). The situation changes
radically if we introduce the memory functions η(t) and
γ(t). For the predominantly used model of memory func-
tions, i.e. η ∝ t1−2α and γ(t) ∝ t−α, α ∈ (0, 1], the
PDF qzα−1(τ ;x, t) = q(α, τ ;x, t) is always nonzero for
x ∈ R. Analogical situation takes place for both limit
cases, τ → 0 and τ → ∞ - the solutions N(α;x, t) as
well as W (α;x, t) are nonzero for all x ∈ R. Different
behaviour we face if consider the second example per-
turbed by a strictly localized term - this we model by
introducing memories η(t) = εδ(t) + t1−2α/Γ(2 − 2α)
and γ(t) = εδ(t) + t−α/Γ(1 − α), ε ≥ 0, anytime with
α ∈ (0, 1]. Obviously, putting ε = 0 we come back to the
second example and to the generalized Cattaneo equation
which solution is nonzero for x ∈ R. For ε > 0 the solu-
tion behaves differently: qzα−1+ε(τ ;x, t) ≡ q(α, τ, ε;x, t)
does not vanish only for x ∈ ∆(x, t/ε). Such com-
pact region appears in the limit of τ → ∞ for which
q(α,∞, ε;x, t) = W (α, ε;x, t) but does not happen for
τ → 0 in which q(α, 0, ε;x, t) equals N(α, ε;x, t).

Sec. III A extends results of the seminal paper [47].
It shows that for |x| � at it is not possible to differen-
tiate between the plots of solutions to standard anoma-
lous diffusion [12, 21] and generalized Cattaneo equations
[13, 29, 30, 45, 46]. Having this at hand one cannot
show which of patterns fits the experimental data bet-
ter. Thus, if we are limited to just mentioned range of

x, we are unable to decide which random walk model,
either continuous time random walk (CTRW) or, alter-
natively, continuous time persistent random walk (CT-
PRW) is more appropriate to describe phenomena under
consideration. These models differ by the probability
densities. In CTRW the random walker arrives to the
localization (x, t) moving along one channel whereas in
CTPRW it may arrive to (x, t) through two channels.
This dichotomy results in the differences of waiting time
and jump PDFs. In CTRW the waiting time PDF in

the Laplace domain reads ψ̂(s) = [1 + τs2γ̂2(s) + sγ̂(s)]

whereas in CTPRW we have ψ̂± = [1 + 2τsγ̂(s)]−1

[13]. The CTRW and CTPRW models differ also by the
jump PDFs, in CTRW it depends only on the position x
whereas for CTPRW it depends both on the position x
and time t.

VI. CONCLUSIONS

In our opinion observations made in Sec. IV and Diss-
cusion justify to formulate the conjecture:

This is the appearance of the δ-Dirac distri-
bution in memory function η(t) (so involv-
ing the constituent leading to strictly localized
second time derivative) which ensures that the
generalized Cattaneo equation can be inter-
preted in terms of the wave equation. In such
a case its solutions share properties charac-
teristic for the wave-like propagation and are
nonzero only in a compact region defined by
motion of the wave fronts.

The above expresses the claim that the second time
derivative present in the evolution equation prevents any
particle to spread out beyond the compact region simi-
larly like it takes place for the Cattaneo equation [61].
We are going to verify this conjecture by checking for
which forms of memory function (if any besides of one
discussed in Sec. IIIA) the wave behavior of pγ̂(τ ;x, t)
may be observed. We expect that further analysis of wave
phenomena seen in solutions to the Cattaneo equation,
like the Doppler studied recently in Ref. [72], will appear
helpful to understand better wave properties of solutions
to the generalized Cattaneo equation.

Figs. 1 and 2 illustrate the cusp-containing and bi-
modal behavior (occurring in dependence to the value of
τ) of solutions relevant for examples (b) and (c) of Sec.
IV. Such patterns have been noted in semi-relativistic
time evolution equations investigated in classical and
quantum mechanics, to mention the Salpeter equation
[49, 53, 62–64]. In studies of anomalous diffusion cusp-
containing and bimodal behavior of PDF-interpreted so-
lutions have appeared useful and quite popular in con-
siderations dealing with the so-called Brownian but non-
Gaussian models [50, 65–67, 75–77]. Our approach sug-
gests possible modifications of results presented in [49–
52] devoted to the concept of diffusing diffusivity model
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being recently a hot topic in anomalous diffusion research
stimulated by tracking of single particle diffusion. In dif-
fusing diffusivity models the diffusion coefficient B of the
tracer particle is supposed to evolve in time and its time
behaviour is (usually) assumed to take the shape which
the coordinate of a Brownian particle in a gravitational
field has. In such a case the distribution function P (x, t)
of a system of traced particles is given by

P (x, t) =

∫ ∞
0

N(x, t|B)pB(B) dB, (36)

where N(x, t|B) ≡ N(x, t) is used to denote explicitly
the dependence on B. The PDF pB(B) is usually as-
sumed to be exp(−B/〈B〉)/〈B〉 with 〈B〉 being the ef-
fective diffusivity. Hence, P (x, t) is given by the Laplace
distribution, see [50, 75, 76]. Currently investigated mod-
ifications of Eq. (36), discussed in [50, 51, 54], rely on
changing pB(B) but keeping N(x, t|B). Based on results
presented in our paper we would like to propose another
modification of Eq. (36), namely to substitute pγ̂(τ ;x, t)
instead of N(x, t|B) but still preserve the exponential
form of pB(B). This will lead to the cusp-containing and
bimodal behaviour which appropriately chosen memory
function may cause that diffusion will be restricted to the
compact region.
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Appendix A: The completely monotonic and
completely Bernstein functions

The function ĥ(s), s ∈ R+, is a completely Bernstein
function (CBF) if:

1. ĥ(s) and its derivative [ĥ(s)]′ are non-negative func-

tions and, moreover, all derivatives of [ĥ(s)]′ alter-

nate [27], namely

(−1)n−1ĥ(n)(s) ≥ 0, n = 1, 2, . . . ;

2. ĥ(s) and s/ĥ(s) have the representation given by
the Stieltjes transform [27].

Alternative criterion says that ĥ(s) is CBF if s/ĥ(s) is
CBF [27].

The completely monotonic function (CMF) Ĥ(s) are
non-negative function of a non-negative argument whose
all derivatives exist and alternate, i.e.

(−1)nĤ(n)(s) ≥ 0, n = 0, 1, . . . .

The Bernstein theorem uniquely and mutually con-
nects CMF with the non-negative function defined on
R+ by the Laplace transform:

Ĥ(s) =

∫ ∞
0

e−stH(t) dt,

where Ĥ(s) is CMF [68–70].

Appendix B: The relation between the infinitely
divisible distribution and the Bernstein-class

functions: BF as well as CBF

The relation between the CBF and infinitely divisible
function is expressed by [27, Lemma 9.2]. It say that
the measure g on [0,∞) is infinitely divisible iff L[g;λ] =
exp[−f(λ)] where f is CBF.

Appendix C: The Efross theorem

We quote here the Efross theorem [37–41] which is the
generalization of the convolution theorem for the Laplace
transform. According to it if G(z) and g(z) are analytic

functions, L[h1(x, ξ); z] = ĥ1(x, z) and

L[h2(ξ, t); z] =

∫ ∞
0

h2(ξ, t) e−zt dt = Ĝ(z) e−ξk̂(z),

then

Ĝ(z)ĥ1(x, k̂(z)) =

∫ ∞
0

[∫ ∞
0

h1(x, ξ)h2(ξ, t) dξ
]

e−zt dt.

Thus, we can conclude that

L−1[Ĝ(z)ĥ1(x, k̂(z)); t] =

∫ ∞
0

h1(x, ξ)h2(ξ, t) dξ. (C1)

We illustrate this theorem by deriving Eq. (22). As

ĥ1(x, z) we take F (x, z) from Eq. (18). That gives
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h1(x, ξ) = L−1[F (x, z); ξ]. This inverse Laplace trans-
form can be calculated by using the formulas placed in
[71, Appendix A] and/or [72, Appendix B]. Namely,

L−1[(z2 − λ2)−1/2 exp[− |x|a (z2 − λ2)1/2]; ξ}

= Θ(ξ − |x|a )I0[ 1
2τ (ξ2 − x2

a2 )1/2] (C2)

and

L−1[z(z2 − λ2)−1/2 exp[− |x|a (z2 − λ2)1/2]; ξ}

= δ(ξ − |x|a ) + Θ(ξ − |x|a )
λξ

(ξ2 − x2

a2 )1/2

× I1[ 1
2τ (ξ2 − x2

a2 )1/2], (C3)

where λ = (2τ)−1. Due to the property of δ-Dirac distri-
bution we have that δ(ξ−|x|/a) = aδ(aξ−|x|) gives two
peaks at x− aξ and x+ aξ. Thus, it can be expressed as
a[δ(x− aξ) + δ(x+ aξ)] and

h1(x, ξ) = eξ/(2τ) qC(x, ξ). (C4)

According to Subsec. II B we have that Ĝ(z) = γ̂(z) and

k̂(z) = g(z) given by Eq. (19). That leads to

h2(ξ, t) = L−1[γ̂(z) e−ξzγ̂(z)−ξ/(2τ); t]

= e−ξ/(2τ) f0(ξ, t),
(C5)

where we used the property of inverse Laplace transform
saying that

L−1[Ĥ(z + λ); t] = e−tλ L−1[Ĥ(z); t]. (C6)

Inserting Eqs. (C4) and (C5) into Eq. (C1) we derive
qγ̂(τ ;x, t).

Appendix D: The passage between Eqs. (14) and (22)

Eq. (14) in which we insert Eq. (15) where M̂γ̂(z)

leads to Eq. (12). If we separate zγ̂(z) from M̂γ̂(z) then
we can express fτ (ξ, t) as

fτ (ξ, t) = L−1{γ̂(z)[1 + τzγ̂(z)] e−ξzγ̂(z)[1+τzγ̂(z)]; t}.

Using the Efross theorem in which k̂(z) = zγ̂(z), Ĝ(z) =

γ̂(z), and ĥ1(ξ, y) = (1 + τy) exp[−ξy(1 + τy)], we repre-
sent fτ (ξ, t) in the form

fτ (ξ, t) =

∫ ∞
0

L−1[(1 + τy) e−ξy(1+τy);u] du

× L−1[γ̂(z) e−uzγ̂(z); t]. (D1)

Then, we rewrite Eq. (14) as

qγ̂(τ ;x, t) =

∫ ∞
0

L−1[(1 + τy)

×
∫ ∞
0

N(x, ξ) e−ξy(1+τy) dξ;u] f0(u, t) du, (D2)

where the integral over ξ goes inside the first inverse
Laplace transform in Eq. (D1). Due to [74, Eq.

(2.3.16.2)] we get
∫∞
0

e−a/ξ−bξ ξ−1/2 dξ =
√
π/b e−2

√
ab.

This formula allows one to rewrite Eq. (D2) as

qγ̂(τ ;x, t) =

∫ ∞
0

L−1{F [x, y + 1/(2τ)];u}f0(u, t) du,

(D3)
where F (x, g) is given by Eq. (18). Thereafter, we can
repeat calculation in Eq. (20) in which instead of zγ̂(z)
we have y and we use property Eq. (C6). At the conse-
quence of it we obtain the integral decomposition given
by Eq. (22).

Appendix E: Derivation of Eq. (25)

We start with the series definition of modified Bessel
function of the first kind. That allows us to write

Iν( 1
2aτ

√
a2t2 − x2)

=
∑
n≥0

[t/(4τ)]2n+ν

n!Γ(ν + n+ 1)

(
1− x2

a2t2

)n+ ν
2

. (E1)

Applying now the binomial sum to {1 − [x/(at)]2}n we
can express the modified Bessel function in Eq. (E1) as

(
1− x2

a2t2

)ν/2∑
n≥0

n∑
r=0

[t/(4τ)]2n+ν

Γ(ν + n+ 1)

(− x2

a2t2 )n−r

r!(n− r)!
. (E2)

Then, we observe that the double sum
∑
n≥0

∑n
r=0 can

be rewritten in the form
∑
r≥0

∑∞
n=r. Setting n− r = j

we have

(
1− x2

a2t2

)ν/2∑
j≥0

1

j!

(
− x2

4τa2t

)j
×
∑
r≥0

[t/(4τ)]2r+ν+j

Γ(ν + j + r + 1)r!
(E3)

The series definition of the modified Bessel function Iν(·)
allow us to write

Iν( 1
2aτ

√
a2t2 − x2)

=
(

1− x2

a2t2

)ν/2∑
j≥0

1

j!

(
− x2

4τa2t

)j
Iν+j

( t

2τ

)
,

which agree with [73, Eq. (5.8.3.1)]. Using the asymp-
totic form of modified Bessel function for large t/(2τ),
which boils down to Iν [t/(2τ)] = [τ/(πt)]1/2 exp[t/(2τ)],
we obtain Eq. (25).
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[56] K. A. Penson and K. Górska, Exact and explicit prob-
ability densities for one-sided Lévy stable distributions,
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