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The Hohenberg-Mermin-Wagner (HMW) theorem states that infrared (IR) fluctua-

tions prevent long-range order which breaks continuous symmetries in two dimensions

(2D), at finite temperatures. We note that the theorem becomes physically effective

for superconductivity (SC) only for astronomical sample sizes, so it does not prevent

2D SC in practice. We systematically explore the sensitivity of the magnetic and SC

versions of the theorem to finite-size and disorder effects. For magnetism, finite-size

effects, disorder, and perpendicular coupling can all restore the order parameter at

a non-negligible value of Tc equally well, making the physical reason for finite Tc

sample-dependent. For SC, an alternative version of the HMW theorem is presented,

in which the temperature cutoff is set by Cooper pairing, in place of the Fermi energy

in the standard version. It still allows 2D SC at 2–3 times the room temperature

when the interaction scale is large and Cooper pairs are small, the case with high-Tc

SC in the cuprates. Thus IR fluctuations do not prevent 2D SC at room temperatures

in samples of any reasonable size, by any known version of the HMW argument. A

possible approach to derive mechanism-dependent upper bounds for SC Tc is pointed

out.

Keywords: Mermin-Wagner theorem, infrared fluctuations, 2D systems, superconductivity,

disorder, finite-size effects

I. INTRODUCTION

The Hohenberg-Mermin-Wagner (HMW) theorem [1, 2] is probably the best-known math-

ematically exact result in the theory of phase transitions. It forbids ordered phases which

break continuous symmetries in less than three dimensions, by showing that they are desta-

bilized by infrared (IR) fluctuations. The formal prerequisite for the argument is due to

Bogoliubov [3]: because the static susceptibility of a many-body system can be written as

a scalar product in a certain operator vector space, the Cauchy-Schwartz inequality in that

space yields rigorous inequalities for the static response functions of arbitrary operators.

With well-chosen probes and a summation over momenta [1, 4], the theorem follows.

Despite its wide dissemination in textbooks and the research literature [4–8], we have

been able to find only one comment, in unpublished lecture notes by Leggett [9], on the

actual numbers appearing when the theoretical bound is evaluated: a 2D sample would

http://arxiv.org/abs/2107.09714v2
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have to be “the size of the Moon’s orbit” for its superconductivity (SC) to be suppressed

below the temperatures at which it is observed in three dimensions. The reason is easy to

spot. In the formalism, the energy cost of the IR fluctuations suppressing Tc is not set by

the SC mechanism, as one might imagine, but by the much larger Fermi energy. Because

the HMW suppression is only logarithmic in the size of the sample in 2D, it cannot preclude

2D SC in reasonably-sized samples even at twice the room temperature.

Two-dimensional SC is of considerable practical interest since the discovery of

high-Tc SC in cuprates [10]. These are strongly anisotropic materials with ionic layers

between 2D metallic planes. Later, 2D heterostructures were fabricated in which a single

plane was superconducting without any suppression of Tc [11, 12]. Similarly, SC thin films

of FeSe were found to superconduct at ∼ 70 K [13, 14]. In these cases, one could still harbor

the suspicion that the insulator adjacent to the active layer somehow helped to stabilize SC.

Most recently, such reservations became implausible by the observation of undiminished SC

at ∼ 100 K in exfoliated BSCCO [15].

Concerning the magnetic version of the HMW theorem, a number of authors have dis-

cussed difficulties in observing suppression of magnetism in 2D in concrete settings, both

experimentally [16, 17] and numerically [18]. One way to put these issues on a physical

footing is to use disorder to recover the order parameter in 2D in a controllable manner [18–

22]. Such disorder-induced order is expected because the HMW theorem assumes an exact

continuous symmetry of the Hamiltonian, which is manifestly broken by a random field. The

surprise in practice was the fragility of the HMW result: even a small amount of disorder

recovered the ordered state. However, the exact formal argument [22] for such random-field-

induced order (RFIO) was specialized to the classical random-field XY model, leaving the

general case to be inferred.

In this work, we first analyze the HMW theorem for the XXZ model with disorder,

establishing a generic rationale for the above-mentioned observations for magnetism. Our

investigation of possible ways to gap the IR fluctuations, required by the magnetic HMW

mechanism, does not prejudice other mechanisms. In particular, the so-called Imry-Ma

argument [23] may (or may not [22, 24, 25]) be relevant in a given physical situation. Next,

we show why the original HMW formulation for SC is robustly independent of model details,

as long as the interaction is local, or almost local, in real space. This observation encompasses

all variations of the HMW theorem proven separately over the years [7, 8, 26–30]. After that,

we present a new variation of the HMW argument which probes the interaction scale, instead

of the Fermi energy. It is valid in any dimension, and independent of the size of the sample.

Rough evaluation in 2D gives upper limits of Tc on the high end, comparable to the finite-size

HMW bound, when Cooper pairs are small. The approach is still based on the amplitude

of the order parameter, which is qualitatively different from the reduction kBTc < EF/8 of

the infinite-size HMW bound, obtained by considering phase stiffness [31]. Finally, we point
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out a possible way forward, to derive mechanism- and material-dependent upper bounds for

the SC Tc by refining the present reasoning.

II. FINITE-SIZE AND DISORDER EFFECTS

A. Finite-size effects in the XXZ model

Let us consider a system of localized spins described by the XXZ model:

H = −
∑

ij

Jij

(

Sx
i S

x
j + Sy

i S
y
j

)

−
∑

ij

Jz
ijS

z
i S

z
j − B VMx , (1)

where B is the external symmetry-breaking field and Mx = V −1
∑

i e
−iK·RiSx

i the staggered

magnetization. The Bogoliubov inequality

|〈[A,Q]〉|2 ≤ 1

2
β
〈

{A,A†}
〉 〈[

[Q,H], Q†
]〉

, (2)

where braces are anticommutators, β is the inverse temperature, and Q and A are arbi-

trary operators. To probe IR fluctuations of some broken symmetry, Q is chosen to be

a modulation of its generator and A is tuned so that 〈[A,Q]〉 gives the corresponding or-

der parameter. For the XXZ model, the appropriate choices are Qk =
∑

i e
−ik·RiSz

i and

Ak,K = V −1
∑

i e
i(k−K)·RiSy

i which yield [Ak,K, Qk] = iMx.

To obtain from (2) a useful bound on 〈Mx〉B, one has to divide (2) by 〈[[Q,H], Q†]〉
and sum it over momenta k of the first Brillouin zone. That way the orthogonality of

the ei(k−K)·Ri factors from Ak,K ensures the intensive bound
∑

k∈BZ〈{Ak,K, A†
k,K}〉B ≤

2n2S2, where n = N /V is the concentration and N the number of unit cells. That Qk

is a generator of symmetry implies that
[

[Qk,H], Q†
k

]

∝ k2, and indeed a rigorous bound

V −1〈[[Qk,H], Q†
k]〉B ≤ nJ(k2/k2

BZ) + |B〈Mx〉B| can be derived in which kBZ is the effective

radius of the first Brillouin zone and J = S(S+1)
N

∑

ij k
2
BZ(Ri−Rj)

2|Jij| the effective spin-spin

coupling constant. Thus we obtain the HMW inequality [2]

|〈Mx〉B|2 ≤
βnS2

1

N
∑

k∈BZ

1

nJ(k2/k2
BZ) + |B〈Mx〉B|

. (3)

By taking the thermodynamic limit V → ∞, the sum in the denominator diverges in the

limit B → 0 in 1D and 2D, forbidding a finite value of the magnetization 〈Mx〉0 that is

within the XY plane of symmetry.

Although the use of periodic boundary conditions apparently limits the above argument

to very large systems, finite, and even fractal [32], lattices can be treated with minimal

technical modification. One simply introduces a basis ϕk(Ri) in Ak,K and Ck which is not a
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plane wave, but tuned to the lattice [32]. The key formal properties of ϕk(Ri) for the above

argument are that ϕk(Ri) → 1 as k → 0, and that the density of the discrete wave-vectors

k near 0 grows sufficiently fast in the thermodynamic limit. Thus Eq. (3) still holds, with

an appropriate understanding of
∑

k∈BZ and kBZ, and the only physical effect of finiteness

on the HMW arguments is the appearance of an infrared cutoff, namely kmin = kBZ/
√
N in

2D. The sum in the denominator can then be replaced with an integral for finite 2D samples

as well,
1

N
∑

k

→ 1

N

∣

∣

∣

∣

∣

k=0

+
2

k2
BZ

∫ kBZ

kmin

dk k , (4)

turning Eq. (3) into an inequality with |〈Mx〉B| on both sides. This inequality is equivalent

to |〈Mx〉B| ≤ Mmax, where Mmax is determined by a transcendental equation which can be

solved in the limit B → 0, giving:

M2
max ≈

2βJ

ln(N /2) + ln(βJ)
·M2

sat . (5)

In 1D, the corresponding B → 0 solution is given by

M3
max ≈

4βJ

π2
√
N

·M3
sat , (6)

where Msat = nS is the saturation magnetization. In the derivation of the above, let us only

note that one needs to use a finite, but physically infinitesimal, value of B to probe symmetry

breaking. Technically, we have used B =
√
N ·(kBT/VMsat) so that NJ ≫ V BMsat ≫ kBT .

Clearly, finite-size effects do not affect the HMW outcome in 1D, because
√
N ∼ 104 is still

a very large number for macroscopic N ∼ N
1/3
A . In 2D, however, finite size affects the HMW

outcome qualitatively, because lnN
2/3
A ≈ 37, effectively replacing the IR divergence with an

order-of-magnitude reduction. Given that magnetic critical temperatures are typically a few

hundred Kelvins in transition-metal compounds, in 2D the HMW argument only predicts a

marked suppression of magnetic order, far from vanishing.

B. Disorder in the XXZ model

When any perturbation δH is added to the XXZ Hamiltonian (1), the original denomi-

nator in Eq. (3) becomes

1

N
∑

k∈BZ

1

(nJk2/k2
BZ) + ∆B(k) +

∣

∣B〈Mx〉B,δH

∣

∣

, (7)

where ∆B(k) = V −1
∣

∣〈[[Qk, δH ], Q†
k]〉B,δH

∣

∣ and the index δH indicates thermal averaging in

the presence of δH . Thus, formally, any perturbation that breaks the continuous symmetry
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of the magnetization, generated by Q0, gives a finite ∆B(0) 6= 0, which cuts off the k2 term,

invalidating the HMW theorem.

Physically, let us consider the site-disorder model

δH = −
∑

i

hi · Si , (8)

where hi is a random local field. For definiteness, its planar component is considered to lie

on the unit circle, |hi‖| = 1, placing the model in the RFIO limit [22]. The crossover to

the Imry-Ma limit [23] by widening the amplitude distribution is beyond the scope of this

article. In the present case, ∆B = V −1
∣

∣〈δH‖〉B,δ

∣

∣, where δH‖ includes planar components of

the hi only, and δ indicates disorder-averaging. The salient observation is that the disorder

effectively competes with the interaction scale J in cutting off the IR divergence:

|〈〈Mx〉〉|2 ≤
βJ

ln(1 + nJ/∆0)
·M2

sat (9)

in 2D, and

|〈〈Mx〉〉|2 ≤
2

π

√

∆0

nJ
· βJ ·M2

sat (10)

in 1D. The double angular brackets denote the Bogoliubov quasi-average 〈〈M〉〉 = limB→0 limV→∞〈M〉B.

A similar pattern is observed as with finite-size effects, with the role of the size of the system

taken over by the ratio between the magnetic coupling and the disorder scale. This ratio is

evidently much smaller than Avogadro’s number, so it is easy to imagine a 2D system with

a small amount of disorder, say nJ/∆0 ∼ 100, for which IR fluctuations suppress Tc by less

than an order of magnitude below J .

The competition between disorder and finite-size effects appears in Eq. (7), before the

integration which introduces dimensionality. Disorder cuts off the quadratic term, meaning

that dirty samples can be larger and still avoid the asymptotic HMW regime, irrespective

of dimension. In the context of simulations, this result is a model-independent validation of

the observation that weak disorder, or even numerical error, efficiently stabilizes the order

parameter in 2D.

In a layered system, the order parameter can also be restored by a weak interlayer coupling

J⊥ ≪ J , for which the denominator in Eq. (9) similarly reads ln(1 + J/J⊥). Suppression of

the isotropic 3D Tc by weak interlayer coupling competes with the 2D disorder effect on an

equal footing, because the ratio J/J⊥ can easily be both greater and smaller than nJ/∆0.

Because the competition between mechanisms occurs in the denominator of the sum (7),

which is itself in the denominator of Eq. (3), the largest scale ends in the numerator. Suppose,

for illustration, that two mechanisms are at work in the same sample, one of which would

limit kTc < ∆1, and the other kTc < ∆2, if acting alone. The two acting together have the

net effect

kTc < max(∆1,∆2) , (11)
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because the larger scale gaps the other. This result runs contrary to the naive impression

that the “stricter” criterion should be applied.

III. SUPERCONDUCTIVITY

A. Interaction in real space

We consider a layered two-dimensional system with localized impurities, electron-electron,

and electron-phonon interactions, whose Hamiltonian is

H = H0 + Vint . (12)

The non-interacting part is

H0 =
∑

kσ

ǫkσc
†
kσckσ +

∑

̺σ1σ2

ε̺σ1σ2
f †
̺σ1

f̺σ2
+
∑

kλ

~ωkλb
†
kλbkλ , (13)

where the three terms refer respectively to mobile carriers, impurities at fixed arbitrary

positions ̺, and phonons. Vint contains all possible hybridizations and interactions among

them, subject to the limitation that they are local in real space and time, i.e. admit the

usual fermion continuity equation. From the microscopic point of view, this limitation is

quite mild, because all bare interactions considered in standard many-body theory are local

in this sense.

1. The HMW argument.

The operators to be used in Bogoliubov’s inequality (2) are:

Qk =
∑

Rσ e
−ik·Rc†RσcRσ +

∑

̺σ e
−ik·̺f †

̺σf̺σ , (14)

Ak,r = N−1
∑

R eik·RcRσ1
cR+rσ2

, (15)

where N is the number of unit cells within the 2D layers, while σ1, σ2, and r are fixed and

arbitrary. Clearly, Qk is a modulation of the number operator, while the commutator of Ak

with Qk produces the microscopic gap operator

[Ak,r, Qk] = (1 + e−ik·r)∆K
σ1σ2

(r) . (16)

The operator ∆K
σ1σ2

(r) can be summed over K, r, σ1, and σ2 to obtain every possible

(singlet, triplet, s, p, dx2−y2 , pair momentum K, etc.) superconducting gap operator ∆,

thus generalizing previous results [8, 26–30]. Summing Bogoliubov’s inequality (2) over k,

one obtains the SC analogue of Eq. (3):
∣

∣

〈

∆K
σ1σ2

(r)
〉

κ

∣

∣

2 ≤ ℓ β

2

N
∑

k

|1 + eik·r|2
(ǫIRk2/k2

BZ) + |κ|Dκ

, (17)
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where ℓ is the number of layers, κ is the symmetry-breaking field conjugate to ∆, same

as B in Eq. (3), and Dκ is a corresponding expectation value of ∆. The infrared energy

scale ǫIR is determined by the bound (N ℓ)−1
∣

∣〈[[Qk,H], Q†
k]〉

∣

∣ ≤ ǫIRk
2/k2

BZ. It is a sum of

two positive terms: one due to particle dispersions and another from hybridization with

impurities. The particle-dispersion term is always finite, while the impurity hybridization

V ̺R
σ1σ2

(f †
̺σ1

cRσ2
+ c.c.) must fall off sufficiently rapidly, N−1

∑

̺,R|̺−R|2
∣

∣V ̺R
σ1σ2

∣

∣ < ∞, for

the impurity term to be finite. The electron-electron and electron-phonon interactions drop

out in [Q,H] because they are local in space. Because |1 + eik·r|2 6= 0 at k = 0, the IR

divergence is unchecked in 1D and 2D when κ → 0, so the HMW theorem follows.

2. Physical considerations.

Technically, hopping terms and couplings to them are non-local, but even such interac-

tions do not invalidate the above conclusion. They are merely subject to the same caution

as impurity hybridization, namely that their range falls off fast enough. Hence the HMW

theorem in its original formulation is quite robust with respect to model variations. To

ascertain how physically relevant it is, we rewrite the bound (17) in a more intuitive form:

∣

∣

〈

∆K
σ1σ2

(r)
〉

κ

∣

∣ ≤
√

THMW

T
· 1 , (18)

where THMW is the HMW temperature and 1 is the saturation value of
〈

∆K
σ1σ2

(r)
〉

. Special-

izing to 2D, assuming a parabolic dispersion, and taking some care with numerical factors,

one finds kBTHMW ≈ (ℓ/4)(~2k2
BZ/2m∗)〈n〉/ ln(kBZL), where 〈n〉 = 〈N〉/(N ℓ) is the total

number of carriers per unit cell and L is the linear size of the sample. Therefore, the HMW

bound is physically relevant only for temperatures T > THMW, when enough IR modes

are excited to suppress the SC order. The conclusion, which applies to all previous HMW

arguments concerning SC [1, 7, 8, 26–30] as well, is that in 2D

Tc < 4THMW = ℓ · TF/ ln(kBZL) , (19)

where TF is the Fermi temperature. Inserting TF ∼ 104 K, kBZ ∼ Å−1, and L ∼ 1 cm, one

finds the bound to be in the ∼ 500 K range, which is comparable to the bound kBTc < EF/8,

obtained by considering phase stiffness in an infinite system [31].

The true significance of the finite-size effect becomes evident in the converse exercise:

kBZL < exp(TF/Tc). One would need L ∼ 1033 m, much larger than the observable universe

(∼ 1027 m), for Tc in a single layer to be forced below ∼ 100 K, the value observed in

optimally doped cuprates.
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B. Interaction in momentum space

The critical junction in the above derivation is that the commutator [Qk, Vint] vanishes,

because interactions are local and therefore commute with the local number operators ap-

pearing in Qk (14). The f-sum rule (N ℓ)−1
〈

[[Qk,H], Q†
k]
〉

. ǫIRk
2/k2

BZ follows, which is

physically the statement that boosting the electrons by ~k results in a second-order-in-k

energy increase of the form ℓN ǫIRk
2/k2

BZ. As a quick way to derive this quadratic depen-

dence, write Q̂k = N̂ − ik · X̂ +O(k2), where N̂ = Q̂0 =
∑

R n̂R and X̂ =
∑

R R n̂R. The

double commutator is immediately

[[Qk,H], Q†
k] = [[k · X̂,H],k · X̂] +O(k3) , (20)

because [N̂ ,H] = 0 of course follows from local number-conservation. Therefore, the HMW

argument is model-independent, as long as the interactions, or disorder, conserve the particle

number locally, and boosting the electrons of the system increases the energy by an extensive

amount. All later proofs thus necessarily reproduce its physically most counter-intuitive

aspect, that one probes high-energy IR fluctuations of the non-interacting Fermi sea, instead

of the superconducting mechanism.

Having understood that, we develop an alternative argument which probes fluctuations

associated with Cooper pairing, as expressed in the reduced BCS Hamiltonian:

H =
∑

kσ

ǫkc
†
kσckσ +

1

N
∑

k1k2

Vk1k2
c†k1↑

c†−k1↓
c−k2↓ck2↑ . (21)

The reduced BCS Hamiltonian breaks the standard HMW argument because the interaction

is non-local in real space, violating local continuity. It causes ǫIR in Eq. (17) to diverge

with (kBZL)
2 in the thermodynamic limit, as typical for long-range interactions. In the

remainder of this section, we adapt the technical steps of the original argument to the BCS

pair interaction, leaving the physical discussion to the end.

The operator Q is constructed to commute with the kinetic energy now, and A adjusted

so that [A,Q] gives the gap operator as before:

QR =
∑

k

eik·R
(

c†k↑ck↑ + c†−k↓c−k↓

)

, (22)

AR,K = N−1
∑

k

e−ik·RSK(k)ck+K↑c−k↓ , (23)

[AR,K , QR] = (1 + eiK·R)∆K , (24)

where SK(k) is a Cooper-pair structure factor which allows a finite pair momentum K for

the sake of generality.

The analogue of Eqs. (3) and (17) reads, in any dimension,

|〈∆K〉κ|2 ≤ IK · β
{

1

N
∑

R

|1 + eiK·R|2
Vκ(R) + |κ|Dκ

}−1

, (25)
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where IK = N−1
∑

k|SK(k)|2 is a kinematic factor. In contrast to small values of k in the

HMW argument, there is nothing special about small R here, so the total sum does not

diverge in the thermodynamic limit in any dimension. Thus, Eq. (25) does not constrain

the order parameter to vanish. Nevertheless, the upper bound for Tc it provides is sharper

than in the original formulation for samples of reasonable size when the Cooper pairs are

small, as we show below.

The term Vκ(R) is an average of the interaction operator,

Vκ(R) =
8

N 2

∑

k1k2

sin2[(k1 − k2) ·R/2] |Vk1k2
|〈c†k1↑

c†−k1↓
c−k2↓ck2↑〉κ , (26)

while Dκ averages the order parameter like in Eq. (17). A more transparent form is obtained

after angularly averaging |1 + eiK·R|2 in 2D and 3D,

|〈〈∆K〉〉| ≤
√

Tpair

T
·∆K

sat , (27)

where ∆K
sat = |N−1

∑

k
SK(k)〈ck+K↑c−k↓〉T=0| is the saturation value of the order parameter

at T = 0, while Tpair is the upper bound temperature

kBTpair =
IK

(∆K
sat)

2
· 8

N 2

∑

k1k2

|Vk1k2
|〈c†k1↑

c†−k1↓
c−k2↓ck2↑〉 . (28)

In the thermodynamic limit, both Vκ(R) and kBTpair tend to intensive constants. Thus the

upper bound (27) is independent of the size of the sample. For more general interactions,

the above is easily generalized to

kBTpair =
IK

(∆K
sat)

2
· 8

N 2

∑

qk1k2

∑

σ1σ2

|Vq|〈c†k1+qσ1
c†k2−qσ2

ck2σ2
ck1σ1

〉 . (29)

1. Evaluation of the upper bound temperature.

First, we estimate the ratio

IK

(∆K
sat)

2
=

N−1
∑

k
|SK(k)|2

∣

∣

∣
N−1

∑

k
SK(k)〈ck+K↑c−k↓〉T=0

∣

∣

∣

2 . (30)

It is reasonable to set the Cooper-scattering structure factor SK to zero outside a shell of

thickness δkgap on the surface of the Fermi sphere, leading to

IK

(∆K
sat)

2
∼ kBZ

δkgap
∼ ξP , (31)
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where ξP is the size of a Cooper pair (Pippard scale) in units of the lattice constant. Here,

we have taken into account that 〈ck+K↑c−k↓〉T=0 ∝ ∆SC/
√

(ǫk − EF )2 +∆2
SC ∼ 1 within

δkgap from the Fermi surface, where the microscopic gap ∆SC 6= 0.

Next, we take the BCS interaction to be the usual schematic −V0 within a range of ±~ωD

around EF , and introduce the dimensionless coupling constant λ = Ag(EF )V0, where A is

the surface of the unit cell and g(EF ) the (intensive) level density at the Fermi energy. Then

kBTpair ∼ ξP · 8 · V0 · [Ag(EF )~ωD]
2 ∼ 10ξP · λ

2(~ωD)
2

V0
. (32)

When the actual numbers for some classical 3D superconductors [33] are inserted, one

finds that the intensive bound (32) still allows 2D SC by a wide margin, primarily because

Cooper pairs are so large, ξP ∼ 1000. For hafnium, Ag(EF ) ≈ 0.8 eV−1, λ ≈ 0.14 and

~ωD ≈ 22 meV, which gives Tpair ≈ 4000 K, while for aluminium, Ag(EF ) ≈ 0.5 eV−1,

λ ≈ 0.4 and ~ωD ≈ 36 meV, giving Tpair ≈ 15000 K. The measured values of the SC Tc are

0.13 K and 1.2 K, respectively.

A similar conclusion pertains to high-Tc superconducting cuprates, even though their

Cooper pairs are small, ξP ∼ 1–3, and the critical temperatures are much larger, in the

∼ 100 K range. The SC mechanism for them is not known at present. There is broad

consensus that it is not phononic, but the schematic BCS Hamiltonian is still applicable

if the SC involves Cooper pairs. One can replace ~ωD with an electronic scattering scale

∼ 100 meV, V0 with an effective Mott or charge-transfer local scale Ueff ∼ 3–5 eV, and λ with

∼ 1 for a strong coupling. One obtains an upper bound Tpair ∼ 1000 K, which is surprisingly

reasonable, given the crudity of the estimates.

IV. DISCUSSION

The textbook Cooper pair attraction is not local in real space, so it is not a true micro-

scopic interaction. Because it retains only the one scattering channel of the full interaction

which gives rise to the SC instability, it is the effective macroscopic interaction, which

dominates all other scattering channels when the transition is approached from above. Ho-

henberg’s original argument, which relied only on the equation of continuity, did not make

any assumption about the microscopic origin of the SC order parameter.

The explicit invocation of Cooper pairing in this work opens the way for the HMW

argument to probe the SC mechanism. It chooses a specific macroscopic (low-temperature)

realization of the generic microscopic (high-temperature) original argument. Unlike the

original argument, this specialization does not include e.g. polaronic models, where the SC

order parameter appears by bound-pair formation, instead of Cooper scattering.

The Cooper-pair attraction used here is schematic. It should not be surprising that it

gives a rather loose bound for Tc, because it has to accommodate all possible SC Tc’s based
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on the Cooper instability. To make the same point conversely, if such a purely schematic

interaction had given a limit on Tc much lower than the observed values, that would have

indicated an error in the reasoning.

The same approach can in principle be improved. Specifics of the crystal symmetry and

the scattering channel can be introduced via the Cooper-pair form factor. The modulation

QR which probes the fluctuations of the scatterer density can also be adapted to reflect a

particular idea or measurement. One can envisage the HMW argument gradually migrating,

with successive refinements, from the mathematical realm of no-go theorems to the physical

reality of concrete materials and samples. In this context, our estimate being closer to

observation for cuprates than for metals could mean that neglecting retardation effects in

the interaction (21) is more realistic for the former, as argued in particular by Anderson [34].

The suppression of 3D SC in thin films of elemental BCS superconductors proceeds by a

different mechanism than in the HMW argument. The minimal film thickness for Meissner

shielding in clean superconducting metals is an effective penetration depth λeff = 3

√

λ2
LξP ,

where λL is the London penetration depth [35]. In aluminium, λeff ∼ 1000 Å, or 250 lattice

spacings, indicating that the sample needs to be macroscopic in all three dimensions in order

to provide enough phase space for SC. By contrast, a SC cuprate layer of single-unit-cell

thickness has a perfect Meissner response [11].

It is well known that the Berezinskii-Kosterlitz-Thouless (BKT) mechanism [36–39] allows

for sharp phase transitions in 2D with power-law decays in the spatial correlation functions,

instead of their saturating asymptotically at finite values as in true long-range order. BKT

fluctuations associated with vortex pairs appear in both low- (BCS) and high-Tc (cuprate)

SC thin films, with the BKT transition always observed as a separate phenomenon within

the SC regime [40, 41]. Hence the BKT mechanism is not sufficient to stabilize 2D SC in

general, although it may affect properties of the SC state near the critical temperature [40].

V. CONCLUSION

The main result of the present work is that no special pleading, such as substrate effects

or the Berezinskii-Kosterlitz-Thouless mechanism, is necessary in 2D to account for either

magnetism or superconductivity in light of the HMW theorem. The precise meaning of this

statement is different in the two cases.

For magnetism, the infrared fluctuations affect Tc in 2D samples of reasonable size suffi-

ciently to reduce it by an order of magnitude. In the presence of disorder or weak interlayer

coupling, however, these fluctuations become significantly less effective in suppressing mag-

netic order. Infrared fluctuations are thus not a universal explanation for the reduction of

Tc in any given 2D system. It is not possible to state a priori why Tc > 0 in a given 2D film,

nor how much it should be reduced relative to its value in the bulk. A particular analysis
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of the sample at hand, comparing finite-size effects with interlayer-coupling and disorder

scales, is required. In general, the mechanism which suppresses Tc the least will prevail.

For SC, the theorem is ineffective in 2D for all physically possible sample sizes. The

reason for the ineffectiveness is that the cost of infrared fluctuations in the local number

density is set by the kinetic-energy scale, which is very high in metals. These infrared modes

are not sufficiently excited at SC onset temperatures to affect the SC order parameter in 2D,

making the original HMW bound physically void. Bulk values of Tc observed in atomically

flat films [11] and exfoliated layers [15] should not be surprising at all. Rather, the surprise

is that they were considered puzzling for so long.

The upper limit for the SC Tc we find is in the thousand-Kelvin range, so its practical

significance is qualitative. While the original HMW theorem in principle allows a 2D SC

order parameter as a finite-size effect, the present formulation eliminates the worry that

infrared fluctuations will compromise Cooper pairing as a particular mechanism to realize

it. No physically reasonable value for the SC Tc in 2D is precluded by any known version

of the HMW argument as of this writing. We conclude that all physical and chemical

considerations for the appearance of 2D SC take precedence over dimensionality. We hope

that this result will stimulate the search for high-temperature SC in fabricated 2D materials.

ACKNOWLEDGMENTS

A careful reading of the manuscript by O. S. Barišić is gratefully acknowledged. This

work was funded by the Croatian Science Foundation under Project No. IP-2018-01-7828.

[1] P. C. Hohenberg. Existence of long-range order in one and two dimensions. Phys. Rev.,

158:383–386, Jun 1967.

[2] N. D. Mermin and H. Wagner. Absence of Ferromagnetism or Antiferromagnetism in One- or

Two-Dimensional Isotropic Heisenberg Models. Phys. Rev. Lett., 17:1133–1136, Nov 1966.

[3] N. N. Bogoljubow [sic]. Quasimittelwerte in Problemen der statistichen Mechanik. Physikalis-

che Abhandlungen aus der Sowjetunion, 6:1–24; 113–138; 229–252, 1962.

[4] Bertrand I. Halperin. On the Hohenberg–Mermin–Wagner Theorem and Its Limitations. Jour-

nal of Statistical Physics, 175(3):521–529, May 2019.

[5] Axel Gelfert and Wolfgang Nolting. The absence of finite-temperature phase transitions in

low-dimensional many-body models: a survey and new results. Journal of Physics: Condensed

Matter, 13(27):R505–R524, jun 2001.

[6] A. L. Kuzemsky. Bogoliubov’s vision: Quasiaverages and broken symmetry to quantum pro-

tectorate and emergence. International Journal of Modern Physics B, 24(08):835–935, 2010.



13

[7] B. I. Sadovnikov and V. K. Fedyanin. Bogolyubov’s inequalities in systems of many interacting

particles with broken symmetry. Theoretical and Mathematical Physics, 16(3):901–919, Sep

1973.

[8] Axel Gelfert. On the role of dimensionality in many-body theories of magnetic long-range

order. arXiv, 2001.

[9] A. J. Leggett. Long-range order in (quasi-) 2D systems (Lecture 9). Lecture notes “Physics in

Two Dimensions”, University of Illinois at Urbana-Champaign course Physics 598, Fall 2013.

[10] J. G. Bednorz and K. A. Müller. Possible high-Tc superconductivity in the Ba-La-Cu-O system.

Zeitschrift für Physik B Condensed Matter, 64(2):189–193, Jun 1986.

[11] A. Gozar, G. Logvenov, L. Fitting Kourkoutis, A. T. Bollinger, L. A. Giannuzzi, D. A. Muller,

and I. Bozovic. High-temperature interface superconductivity between metallic and insulating

copper oxides. Nature, 455(7214):782–785, Oct 2008.

[12] G. Logvenov, A. Gozar, and I. Bozovic. High-temperature superconductivity in a single copper-

oxygen plane. Science, 326(5953):699–702, 2009.

[13] Qing-Yan Wang, Zhi Li, Wen-Hao Zhang, Zuo-Cheng Zhang, Jin-Song Zhang, Wei Li, Hao

Ding, Yun-Bo Ou, Peng Deng, Kai Chang, Jing Wen, Can-Li Song, Ke He, Jin-Feng Jia, Shuai-

Hua Ji, Ya-Yu Wang, Li-Li Wang, Xi Chen, Xu-Cun Ma, and Qi-Kun Xue. Interface-induced

high-temperature superconductivity in single unit-cell FeSe films on SrTiO3. Chinese Physics

Letters, 29(3):037402, Mar 2012.

[14] Jian-Feng Ge, Zhi-Long Liu, Canhua Liu, Chun-Lei Gao, Dong Qian, Qi-Kun Xue, Ying Liu,

and Jin-Feng Jia. Superconductivity above 100 k in single-layer FeSe films on doped SrTiO3.

Nature Materials, 14(3):285–289, Mar 2015.

[15] Yijun Yu, Liguo Ma, Peng Cai, Ruidan Zhong, Cun Ye, Jian Shen, G. D. Gu, Xian Hui Chen,

and Yuanbo Zhang. High-temperature superconductivity in monolayer Bi2Sr2CaCu2O8+δ.

Nature, 575(7781):156–163, Nov 2019.

[16] L. J. De Jongh and A. R. Miedema. Experiments on simple magnetic model systems. Advances

in Physics, 50(8):947–1170, 2001.

[17] Melvin Pomerantz. Experiments on literally two-dimensional magnets. Surface Science,

142(1):556 – 570, 1984.

[18] J. Wehr, A. Niederberger, L. Sanchez-Palencia, and M. Lewenstein. Disorder versus the

mermin-wagner-hohenberg effect: From classical spin systems to ultracold atomic gases. Phys.

Rev. B, 74:224448, Dec 2006.

[19] A. Niederberger, T. Schulte, J. Wehr, M. Lewenstein, L. Sanchez-Palencia, and K. Sacha.

Disorder-induced order in two-component bose-einstein condensates. Phys. Rev. Lett.,

100:030403, Jan 2008.

[20] A. Niederberger, M. M. Rams, J. Dziarmaga, F. M. Cucchietti, J. Wehr, and M. Lewenstein.

Disorder-induced order in quantum XY chains. Phys. Rev. A, 82:013630, Jul 2010.



14

[21] Nicholas Crawford. On random field induced ordering in the classical xy model. Journal of

Statistical Physics, 142(1):11–42, Jan 2011.

[22] Nicholas Crawford. Random field induced order in low dimension. EPL (Europhysics Letters),

102(3):36003, may 2013.

[23] Yoseph Imry and Shang-keng Ma. Random-field instability of the ordered state of continuous

symmetry. Phys. Rev. Lett., 35:1399–1401, Nov 1975.

[24] Hitesh J. Changlani, Norm M. Tubman, and Taylor L. Hughes. Charge density waves in

disordered media circumventing the imry-ma argument. Scientific Reports, 6(1):31897, Aug

2016.

[25] A. A. Berzin, A. I. Morosov, and A. S. Sigov. Phase diagram for the o(n) model with defects

of “random local field” type and verity of the imry–ma theorem. Physics of the Solid State,

59(10):2016–2022, Oct 2017.

[26] Gang Su, A. Schadschneider, and J. Zittartz. Absence of superconducting long-range order in

low-dimensional hubbard models. Physics Letters A, 230(1):99 – 104, 1997.

[27] Gang Su and Masuo Suzuki. Nonexistence of dx2−y2 superconductivity in the hubbard model.

Phys. Rev. B, 58:117–120, Jul 1998.

[28] Canio Noce and Mario Cuoco. Absence of long-range order in the one- and two-dimensional

Anderson lattice model. Phys. Rev. B, 59:7409–7412, Mar 1999.

[29] Gang Su. Investigation of the adequacy of the two-dimensional t-J model for high-temperature

superconductivity. Phys. Rev. B, 72:092510, Sep 2005.

[30] Canio Noce. Quantum disorder in the periodic Anderson model. Phys. Rev. B, 71:092506, Mar

2005.

[31] Tamaghna Hazra, Nishchhal Verma, and Mohit Randeria. Bounds on the superconducting

transition temperature: Applications to twisted bilayer graphene and cold atoms. Phys. Rev.

X, 9:031049, Sep 2019.

[32] Davide Cassi. Phase transitions and random walks on graphs: A generalization of the mermin-

wagner theorem to disordered lattices, fractals, and other discrete structures. Phys. Rev. Lett.,

68:3631–3634, Jun 1992.

[33] Zhibin Lin, Leonid V. Zhigilei, and Vittorio Celli. Electron-phonon coupling and electron heat

capacity of metals under conditions of strong electron-phonon nonequilibrium. Phys. Rev. B,

77:075133, Feb 2008.

[34] Philip W. Anderson. Is there glue in cuprate superconductors? Science, 316(5832):1705–1707,

2007.

[35] Alfred Brian Pippard and William Lawrence Bragg. An experimental and theoretical study

of the relation between magnetic field and current in a superconductor. Proc. R. Soc. Lond.,

A216:547–568, 1953.

[36] V. L. Berezinskii. Destruction of long-range order in one-dimensional and two-dimensional



15

systems having a continuous symmetry group I. Classical systems. Sov. Phys. JETP, 32(3):493–

500, 1971.

[37] V. L. Berezinskii. Destruction of long-range order in one-dimensional and two-dimensional

systems possessing a continuous symmetry group. II. Quantum systems. Sov. Phys. JETP,

34(3):610–616, 1972.

[38] J M Kosterlitz and D J Thouless. Long range order and metastability in two dimensional

solids and superfluids. (Application of dislocation theory). Journal of Physics C: Solid State

Physics, 5(11):L124–L126, jun 1972.

[39] J M Kosterlitz and D J Thouless. Ordering, metastability and phase transitions in two-

dimensional systems. Journal of Physics C: Solid State Physics, 6(7):1181–1203, apr 1973.

[40] Mintu Mondal, Sanjeev Kumar, Madhavi Chand, Anand Kamlapure, Garima Saraswat, Vi-

vas C. Bagwe, John Jesudasan, Lara Benfatto, and Pratap Raychaudhuri. Evolution of

Kosterlitz-Thouless-Berezinskii (BKT) transition in ultra-thin NbN films. Journal of Physics:

Conference Series, 400(2):022078, dec 2012.

[41] S. N. Artemenko, I. G. Gorlova, and Yu. I. Latyshev. Magnetoresistance of a layered high-Tc

superconductor below the Berezinskii-Kosterlitz-Thouless transition. Physica C: Superconduc-

tivity and its Applications, 193(1):47–54, 1992.


	Physical limitations of the Hohenberg-Mermin-Wagner theorem
	Abstract
	I Introduction
	II Finite-size and disorder effects
	A Finite-size effects in the XXZ model
	B Disorder in the XXZ model

	III Superconductivity
	A Interaction in real space
	1 The HMW argument.
	2 Physical considerations.

	B Interaction in momentum space
	1 Evaluation of the upper bound temperature.


	IV Discussion
	V Conclusion
	 Acknowledgments
	 References


