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The false vacuum decay has been a central theme in physics for half a century with applications to
cosmology and to the theory of fundamental interactions. This fascinating phenomenon is even more
intriguing when combined with the confinement of elementary particles. Due to the astronomical
time scales involved, the research has so far focused on theoretical aspects of this decay. The purpose
of this Letter is to show that the false vacuum decay is accessible to current optical experiments
as quantum analog simulators of spin chains with confinement of the elementary excitations, which
mimic the high energy phenomenology but in one spatial dimension. We study the non-equilibrium
dynamics of the false vacuum in a quantum Ising chain and in an XXZ ladder. The false vacuum
is the metastable state that arises in the ferromagnetic phase of the model when the symmetry
is explicitly broken by a longitudinal field. This state decays through the formation of “bubbles”
of true vacuum. Using iTEBD simulations, we are able to study the real-time evolution in the
thermodynamic limit and measure the decay rate of local observables. We find that the numerical
results agree with the theoretical prediction that the decay rate is exponentially small in the inverse
of the longitudinal field.

The possibility that our universe, as it cooled down,
may have settled into a metastable state (false vacuum)
that may eventually decay was proposed by Coleman in
1977 and has been since then one of the most popular-
ized ideas of physical cosmology [1–4]. The decay would
happen through bubble nucleation, i.e. the formation of
bubbles of true vacuum that rapidly expand: the prob-
ability for this process to occur is extremely small, and
studying this phenomenon is notoriously challenging due
to its intrinsic non-perturbative character.

Recently, the possibility of using tools from quantum
technologies for studying problems of strongly coupled
quantum field theories has attracted a lot of interest [5–
8]. On the one hand, tensor-network approaches are
promising candidates for studying non-equilibrium prop-
erties that cannot be accessed with traditional Monte
Carlo simulations. These approaches have been success-
fully applied to 1 + 1 and 2 + 1 dimensional lattice gauge
theories [9–16] but they suffer from limitations with di-
mensionality. Therefore, there has been an increasing in-
terest in the toolbox of quantum simulators [17–23]. The
hope is that controllable quantum systems in table-top
experiments will help us understand difficult problems in
quantum field theory, including, for example, the decay
of the false vacuum [24–28].

In this context, one-dimensional quantum spin models
represent the ideal framework for benchmarking quantum
simulators: they can host particle confinement [29, 30], a
property that can be observed in the non-equilibrium dy-
namics after a quantum quench [31–33]; it has also been
suggested that their real-time evolution can reveal in-

FIG. 1: Illustration of bubble formation (false vacuum is in
blue, true vacuum in red). The process that leads to the

resonant bubble goes throughO(˜̀) off-resonant states: a small
bubble is (virtually) created and expanded until it reaches

the resonant size ˜̀. As a consequence, the matrix element
that drives the false vacuum decay is exponentially small in
˜̀∝ h−1

z .

teresting phenomena including collisions of particles and
bubble nucleation [34–39].

Here, we propose to study the decay of the false vac-
uum in quantum spin models using simulations of real-
time dynamics after a quantum quench.

False vacuum decay— To illustrate the phenomenon
of false vacuum decay we consider a prototypical model
for confinement, the quantum Ising chain in transverse
and longitudinal field, with Hamiltonian

H(hx, hz) = −
∑
i

(
σzi σ
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i+1 + hxσ

x
i + hzσ
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where σαi are Pauli operators, and the amplitudes hx and
hz are the transverse and longitudinal field, respectively.

For hz = 0 the model has a Z2 symmetry that is
spontaneously broken for |hx| < 1 (ferromagnetic phase).
In this phase there are two ground states characterized
by opposite magnetizations 〈σzi 〉 = ±M , with M =
(1− h2x)1/8 [40]. The model is diagonalized with a map-
ping to free fermions: the corresponding excitations in
the ferromagnetic phase are kinks that interpolate be-
tween domains with opposite magnetization [41]. The
kinks can propagate freely and have dispersion relation

ω(θ) = 2
(
1− 2hx cos θ + h2x

)1/2
. (2)

For a longitudinal field hz 6= 0, the Z2 symmetry is
explicitly broken and the degeneracy between the two
ground states is split by an extensive quantity∼ 2hzMN ,
where N is the number of sites in the chain: the state
with magnetization aligned with the external field (the
true vacuum) is the ground state of the model, while
the one with opposite magnetization (the false vacuum)
is a metastable state. The nature of the excitations is
also drastically modified: the longitudinal field induces
a linear potential between the kinks, confining them into
mesons [29]. The confinement strongly affects many as-
pects of the non-equilibrium dynamics [31–36, 42–52].

The false vacuum is at high energy, so it can resonantly
decay into the continuum of multi-meson states. While
this decay is a very complicated process, the basic mech-
anism can be understood as the formation of bubbles of
true vacuum in the system. Creating a bubble of size `
requires the energy given by the masses of the two kinks
lowered by 2hzM`. When this energy becomes zero, the
bubble is resonantly excited. This bubble can then fur-
ther decay through other resonant processes. However,
for hz sufficiently small, the phenomenon of bubble for-
mation is very slow. This slowness can be understood by
the following simple heuristic argument. A resonant bub-
ble of size ˜̀ results from the frequent creation of a small
bubble (of size of order 1) that then should expand until it
reaches the resonant size ˜̀� 1 (see Fig. 1). This expan-
sion is a high-order process in the perturbation theory in
hz and, as a consequence, the matrix element for exciting
the resonant bubble is exponentially small in ˜̀∝ h−1z .

The decay of the metastable false vacuum in the Ising
chain has been studied in Ref. 53, where the following
expression of the decay rate per site was obtained [72]:

γ =
π

9
hzM exp

(
− q

hz

)
(3)

with q = |f(−i lnhx)|/M and f(θ) = 2
∫ θ
0
ω(α) dα. Note

that q and M only depend on hx. This rate γ can be
interpreted as the number of resonant bubbles that are
created per unit time divided by the number of sites.
In agreement with the argument explained above, the

decay is non-perturbative in the longitudinal field, with
an exponential dependence on h−1z .

We note that an analogous mechanism drives the phe-
nomenon known as string breaking. String breaking is
typically understood as the saturation of the effective in-
teraction between two static charges (or kinks, in this
case) at large distance, due to the screening effects of
other charges: in other words, the string that extends
between the two static charges is broken by the creation
of dynamical charges. In the model we are studying,
the string corresponds to a false vacuum domain and the
string breaking effect corresponds to the formation of a
bubble in the domain. The dynamics of string breaking
has been studied in this model, in other spin chains, and
lattice gauge theories [21, 54–68], and similar expressions
for the decay rate were found.

Quench protocol and methods— The goal of this Let-
ter is to show that a window of Hamiltonian parameters
of the Ising spin chain (hx, hz) exists such that the false
vacuum decay can be observed through numerical simu-
lations of the non-equilibrium dynamics after a quantum
quench. The quench protocol is the following: i) we pre-
pare the system in the ferromagnetic state with all the
spins in the σzi = 1 direction; ii) we evolve the system in
imaginary time with the Hamiltonian H(hx,−hz) using
infinite volume time evolving block decimation (iTEBD)
until we achieve a good convergence to the ground state;
iii) we quench −hz → hz and evolve in real time. Us-
ing this protocol, we are able to prepare the false vac-
uum of H(hx, hz) and study its evolution in real time
using iTEBD. The state preparation ii) is obtained us-
ing a Trotter step δt = 10−3, and the imaginary time
evolution stops when the relative change of the energy
density is smaller than 10−16. The real time evolution
after the quench iii) is performed with a Trotter step
δt = 10−2. The bond dimension χ is set to 512. We
checked the stability of the numerical simulations with
respect to changes in χ and δt.

We stress that in our quench protocol the false vacuum
decay drives the system toward a thermal state, that has
a finite energy density with respect to the true vacuum.
Only in the limit hz → 0 this state tends to the true
vacuum.

Time scales— Before embarking on the analysis of
the numerical data, we should have a clear picture of all
the time scales entering in the quench dynamics of our
model. Starting from the false vacuum, the first pro-
cess happening is the creation of off-resonant bubbles.
During this (relatively) short-time transient, say up to
time τr, the system remains effectively frozen in the false
vacuum until the resonant bubbles start being produced.
However, here we are not interested in this transient but
only in the growth of the resonant bubbles, because this
is the process that leads to the false vacuum decay de-
scribed by the rate (3). For the accurate measurement
of this rate, we need a clear separation of this time scale
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from the successive ones. Indeed, at very late time, when
most of the false vacuum decayed, since the system is at
finite energy density, it starts thermalizing through the
propagating states that originate from the decay of the
resonant bubbles: the late time dynamics is governed by
the thermal state corresponding to the energy of the pre-
quench state (only for very small hz this is close to zero
temperature, i.e. the true vacuum). We denote with
τD the time scale for the onset of thermalization; unfor-
tunately, we do not know how to estimate τD, but its
determination lies beyond the scope of this Letter.

We emphasize that Eq. (3) is expected to work well un-
der the assumption of a clean separation of time scales,
i.e. τr � γ−1 � τD. For the Hamiltonian (1), such
separation of time scales is guaranteed in the regime
hz � 1 and hx not too close to 1. The requirement
hz � 1 is obvious, since as hz grows all the above time
scales τr, γ

−1, τD become of order one and there cannot
be any separation. Moreover, if hx gets too close to 1,
the masses of the kinks become very small and the as-
sumption that the false vacuum preferably decays into
one-domain states (resonant bubbles) is no longer justi-
fied.

In conclusion, the false vacuum decay is expected to be
described by Eq. (3) in the limit of small hz and hx not
too close to 1. However, as the fields are reduced, the
time scale γ−1 soon becomes extremely large (which is
the reason why false vacuum decay is generically an elu-
sive phenomenon, see also [69]). Thus the main difficulty
of the numerical analysis is to find a window of the Hamil-
tonian parameters such that there is an optimal balance
between a reasonable separation of times scales (to have
a time range in which Eq. (3) describes something) and
its numerical accessibility. We found that such balance
is obtained for rather small hz (of the order of 10−2),
but with hx relatively large hx ∼ [0.7, 0.9]: a smaller
hx makes the decay time (γ−1) too long and a larger hz
destroys completely the time-scale separation.

Results— To estimate the decay rate, we analyze the
following two observables

F (t) =
〈σzi (t)〉+ 〈σzi (0)〉

2〈σzi (0)〉
, (4)

G(t) = 1− ||ρ(t)− ρ(0)||1, (5)

where ρ(t) is the two-site density matrix at time t and
||ρ(t)−ρ(0)||1 is the trace distance between the two den-
sity matrices. Both quantities can be easily computed in
iTEBD, and satisfy F (0) = G(0) = 1, while they van-
ish in the true vacuum. The time evolution of F (t) is
fully encoded in the magnetization and, consequently, is
expected to decay with a rate

γF ' γ ˜̀=
f(π)

18
exp

(
− q

hz

)
, (6)

where the size of the resonant bubble is ˜̀ = f(π)
2hzMπ (see

Ref. 53). Note that for small hz, this rate is much larger
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FIG. 2: False vacuum decay in the quantum Ising chain. The
time evolution of F (t) and G(t), in Eqs. (4) and (5), is shown
for hx = 0.8 and different values of hz after the quench −hz →
hz. The dot-dashed lines are the exponential fits in the decay
region performed to extract the decay rates γF and γG.

than γ, so the time scale needed to observe the decay in
our simulation is significantly reduced.

As an illustrative example for the determination of the
decay rates of F and G, in Fig. 2 we report their evolution
at fixed hx = 0.8 and different values of hz on a semi-log
scale. It is evident that after a short transient, all the
data show a distinct exponential decay (linear behavior
on semi-log scale).

For all the considered values of hx and hz, we per-
formed an exponential fit O(t) = AOe

−γOt, with O =
F,G. The fit is done in a time range t0 < t < t1 and
then we check the stability of the fit for small variations
of t0, t1. The resulting decay rates γF,G are plotted in Fig.
3-a,b,c as functions of h−1z again on semi-log scale. The
exponential dependence on 1/hz, expected from Eq. (6),
is very clear in the data. We fitted these rates with

γO = kOe
−qO/hz , O = F,G. (7)

In Fig. 3-d we report the obtained coefficients qF ,
qG: they are compatible with each other and they both
agree very well with the theoretical prediction q =
|f(−i lnhx)|/M in the full range of hx considered. The
prefactors kF and kG in Eq. (7) turn out to be different
from what predicted by Eq. (6) (the data in Fig. 3-
a,b,c are shifted compared to the dashed line). However,
this shift is not surprising at all because we know that
(i) the prefactor depends on the specific observable (e.g.,
compare Eqs. (3) and (6)), (ii) we expect it to be more
affected by the approximations done in the derivation of
Eq. (6).

XXZ ladder— To show the general validity of our
analysis, we consider a second model presenting confine-
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FIG. 3: Decay rates in the quantum Ising chain. In panels (a),(b),(c) we show the decay rates γF , γG, obtained from the fits
of F (t), G(t) as in Fig. 2. The continuous lines are the fits of the exponential dependence of the rates in 1/hz. The dashed
line represents the theoretical prediction (6). From the fits the coefficients qF and qG are extrapolated and showed against the
theoretical value qth = |f(−i lnhx)|/M (dashed line) in panel (d).

ment of elementary excitations with hamiltonian [70]

H(∆||,∆⊥) =
1

2

L∑
j=1

∑
α=1,2

[
σxj,ασ

x
j+1,α + σyj,ασ

y
j+1,α

+ ∆||σ
z
j,ασ

z
j+1,α

]
+ ∆⊥

L∑
j=1

σzj,2σ
z
j,1

(8)

i.e. two XXZ spin-1/2 chains coupled along the longitu-
dinal direction through an anisotropic Ising-like interac-
tion. Compared to the Ising spin chain (1), the model
possesses two interesting features. The first is that in
the absence of the confining interaction (hz and ∆⊥), the
Ising spin chain becomes a free model, while the decou-
pled XXZ chains constitute an interacting (integrable)
spin model. The second one is that confinement is in-
duced by the internal interaction between the chains, a
built-in mechanism, instead of an external field (and this
is more similar to what happens for quarks). We work in
the gapped anti-ferromagnetic phase, i.e. ∆|| ∈ (1,+∞)
where the model for ∆⊥ = 0 has four degenerate an-
tiferromagnetic ground states. The confining potential
explicitly breaks the original Z2×Z2 symmetry to a sin-
gle Z2 [70]: the four degenerate ground states at ∆⊥ = 0
are split in two doublets separated by an energy of the
order ∆⊥L. The two lowest states (the true vacua) are
now the stable ground states, while the other two (the
false vacua) are metastable states at high energy and can
decay in the continuum of the many-body spectrum.

In analogy with the Ising model, we prepare the false
vacuum as the ground state at −∆⊥ and then we quench
−∆⊥ → ∆⊥. For several values of the interactions ∆⊥
and ∆||, we extract the decay rates γF,G for F (t), G(t)
(here F in Eq. (4) is built with the staggered magneti-
zation and G in Eq. (5) with the reduced density matrix

of two adjacent rungs). In Fig. 4, a) and b), we show the
time evolution of G after the quench for two values of ∆||.
Even though we do not have analytic predictions for this
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FIG. 4: False vacuum decay for the XXZ ladder. Panels (a)
and (b): Time evolution of G in Eq. (5) after a quench ∆⊥ →
−∆⊥ with ∆|| = 4 (a) and ∆|| = 3 (b) with different values
of ∆⊥. In (a) ∆⊥ = 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55 while
∆⊥ = 0.12, 0.14, 0.16, 0.18, 020, 0.22, 0.24 in (b). The arrows
indicate the growing direction of ∆⊥. Panels (c) and (d):
decay rates extracted from the fits in (a) and (b), respectively,
on semi-logarithmic scale. The continuous lines are fits of the
decay rates performed according to Eq. (7)
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ladder, we expect that the underlying mechanism of the
false vacuum decay is the same so we can fit the decay
rate with Eq. (7) with the replacement hz → ∆⊥. The
test of this scaling for γG is presented in Fig. 4 c) and d),
showing a perfect agreement. The quality of the fit for
γF is very similar, although in Fig. 4 we only report the
final values for γF and not the data for F (t).

Conclusions and outlook— In this Letter we pro-
vided robust numerical evidence that for two one-
dimensional spin models featuring confinement of ele-
mentary excitations it is possible to identify a range of
physical parameters such that the rate of false vacuum
decay is accessible in measurable time scales. The quench
protocol that we described here is amenable to quantum
simulation, for example with trapped ions or Rydberg
atoms (both can simulate a system with confinement).
For the false vacuum preparation, the imaginary time
evolution used in the numerics can be replaced by an
adiabatic preparation.

We conclude by briefly discussing how the the trapped-
ion quench experiment of Ref. [33] (for the observation of
domain wall confinement in real time) can be adjusted to
measure the false vacuum decay. In this experiment, the
ion dynamics is well captured by a long-range quantum
Ising model in which the Z2 symmetry is spontaneously
(and not explicitly) broken. Hence, there are two degen-
erate real vacua and no false one. In order to get a phe-
nomenology similar to our setup it is sufficient to slightly
tilt the effective magnetic field (that in Ref. [33] is in
the z direction) via a Rabi rotation, see the review [71].
This tilting provides a small component of the magnetic
field along the x axis that breaks the degeneracy of the
two vacua with a real and a false one. Then the prepara-
tion of the system in the false vacuum and the following
quench are done with the very same techniques exploited
already in Ref. [33]. Finally one- and two-point functions
of the spin can be measured, as already done in Ref. [33],
giving access to F (t) and G(t) in Eqs. (4) and (5).
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