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We introduce “local uncertainty relations” in thermal many body systems. Using these relations,
we derive basic bounds. These results include the demonstration of universal non-relativistic speed
limits (regardless of interaction range), bounds on acceleration or force/stress, acceleration or mate-
rial stress rates, transport coefficients (including the diffusion constant and viscosity), electromag-
netic or other gauge field strengths, correlation functions of arbitrary spatio-temporal derivatives,
Lyapunov exponents, and thermalization times. We further derive analogs of the Ioffe-Regel limit.
These bounds are relatively tight when compared to various experimental data. In the ~ → 0 limit,
all of our bounds either diverge (e.g., the derived speed and acceleration limit) or vanish (as in,
e.g., our viscosity and diffusion constant bounds). Our inequalities hold at all temperatures and,
as corollaries, imply general power law bounds on response functions at both asymptotically high
and low temperatures. Our results shed light on how apparent nearly instantaneous effective “col-
lapse” to energy eigenstates may arise in macroscopic interacting many body quantum systems. We
comment on how random off-diagonal matrix elements of local operators (in the eigenbasis of the
Hamiltonian) may inhibit their dynamics.

I. INTRODUCTION

In classical statistical mechanics, Planck’s constant ap-
pears, in a sleight of hand, as an amended divisor in
phase space integrals. The insertion of a divisor hav-
ing the units of Planck’s constant is mandated by the
dimensionless character of both the canonical partition
functions and of the number of classical “microstates” in
the microcanonical ensemble. Its necessary introduction
hints at something deep missed by classical physics. In
trivially solvable quantum many body systems such as
ideal gases and harmonic oscillators, it can be seen how
the counting of states in Boltzmann’s expression for the
entropy is associated with this required classical constant
not only carrying the same units as Planck’s constant
but rather being exactly equal to it. This equivalence
implies quantitative experimental consequences for these
otherwise seemingly classical thermal systems. Indeed,
the more than century old Sackur-Tetrode equation [1–3]
for the entropy of a classical three-dimensional ideal gas
enabled early estimates of Planck’s constant from ther-
modynamic measurements of monatomic mercury vapor
[3]. The emergence of Planck’s constant in phase space
integrals describing high temperature “classical” systems
is often colloquially ascribed to the existence of funda-
mental minimal cells, of a volume set by the momentum-
position uncertainty relation, that tesselate phase space.
Recent years saw the revival of questions concerning

the venerable role of Planck’s constant in high tempera-
ture systems and a flurry of new hypotheses concerning
universal “Planckian” bounds [4–26] on various physical
quantities (including, notably, viscosities, their ratio to
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the entropy density, heat diffusion, and conductivities)
suggested to be nearly saturated in quark-gluon plas-
mas generated in heavy ion colliders [5–7] and numer-
ous other physical systems. These more recent conjec-
tures were largely triggered by Maldacena’s celebrated
AdS-CFT correspondence [27, 28]. These new surmised
bounds [4–25] are intimately related to the aptly called
“Planckian time scales” (τPlanck = ~/(kBT )) multiply-
ing the frequency in expressions for black-body radia-
tion [29] (involving the temperature T of the system,
Planck’s constant, and the Boltzmann constant (albeit
their name, both constants were first introduced by
Planck [29])), Einstein’s and Debye’s subsequent calcu-
lations [30, 31] of phonon contributions to the heat ca-
pacity, and many other arenas [32]. Eyring’s theory for
chemical reaction rates and its original suggested exten-
sions [33, 34] involve such a Planckian time scale mul-
tiplying an exponential in the Gibbs free energy activa-
tion barrier. Wigner’s “quantum correction” expansion
about the classical equilibrium distribution [35] similarly
involves powers of Planck’s constant multiplied by those
of the inverse temperature. In the path integral formula-
tion of statistical physics, the imaginary time direction is
compactified with a circumference set by 1/τPlanck and
thus its emergence in quantum statistical mechanics is
inevitable (as it directly does in, e.g., Matsubara fre-
quencies [36–38]). Such Planckian time scales appear
in myriad other arenas. For instance, the temperature
of the Hawking radiation [39] (a black-body radiation)
and the effective Davies-Unruh temperature [40, 41] are,
respectively, prescribed by setting, up to a factor of 2π,
the Planckian time τPlanck equal to the ratio of the speed
of light to the surface gravitational acceleration of black
holes [39] or to the ratio of the speed of light to the
acceleration of observers [40, 41]. As fundamental enti-
ties, thermal Planckian time scales are consistent with
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measurements of strongly correlated electronic systems,
e.g., [42] and are pivotal to quantum critical phenomena
[43–45] as well as various quantum effects [46] at finite
temperature. Planckian type time scales are also central
to numerous questions concerning correlations, equilibra-
tion, and information scrambling [8, 10, 19, 47–51]. The
Sachdev-Ye-Kitaev model [52–54] and its myriad exten-
sions and applications, e.g., [55–60] have made some of
these concepts more tangible. In the current work, we
make many of these earlier suggested bounds rigorous
by systematically deriving general inequalities. In cer-
tain limits, these inequalities relate to conjectured min-
imal time scales [4, 5, 7, 8, 10, 11, 13–20] that are typi-
cally given by universal numerical constants multiplying
τPlanck and the thermal de-Broglie wavelength. How-
ever, in general, our rigorous bounds differ from these
(replacing the Boltzmann constant in τPlanck by a local
heat capacity that is relevant for a given local observ-
able). We will further arrive at several new inequalities.
Our bounds will be derived by applying the standard op-
erator form uncertainty relations within an Araki-Lieb
or thermofield double type framework [38, 61] while tak-
ing note of the relevant equations of motion and thermal
expectation values.

The oldest and, by far, the most basic variance
type uncertainty relations [62–68] revolve around the
momentum-position and energy-time uncertainty rela-
tions (relating quantities that carry units) and their
extensions. Similar variance bounds stemming from
the Cauchy-Schwarz inequality include Bologiubov’s cel-
ebrated inequality [69] that has proved instrumental in
rigorously establishing the absence of finite temperature
symmetry breaking in low dimensional systems [70] (and
particular higher dimensional extensions [71–74]). In the
current work, we will build on elementary textbook type
variance uncertainty relations in a systematic way. Our
analysis greatly expands on the initial results of [10] in
this direction. Numerous related illuminating (and, at
times, much broader) forms of the uncertainty relations
exist. The latter provide additional insight and finer
detail into the consequences and extensions of the sim-
plest variance type uncertainty relations. These inequal-
ities include the penetrating information theoretic [75–
88] uncertainty relations that relate Shannon entropies
to eigenstate overlaps (and, unlike the variance based re-
lations, do not directly involve quantities having physical
units). Other celebrated inequalities include extensions
to Markovian systems [89, 90], the information-time [91],
energy-temperature [92] relations, and many others. In
the current work, already by using the simplest variance
based uncertainty relations, we will derive bounds (Sec-
tions III and IV) on rates of change (both temporal and
spatial) of general observables in thermal systems. To
avoid confusion in terminology, we note that while we
introduce bounds on the general rates of change of lo-
cal observables and their correlations, we will not touch
on “quantum speed limits” relating to how rapidly quan-
tum systems may evolve between distinguishable states

[65, 93–95]. The derivations in this paper are aimed to
be exceedingly transparent and non-technical with all de-
tails explicitly spelled out. At their core, our calcula-
tions will rely on obtaining “local” variants of the vari-
ance based uncertainty relations in many body systems.
We will explain what the resulting bounds imply in triv-
ial theories with no connected correlations (Section V).
These relations will carry over to certain interacting Re-
flection Positive systems (Appendix H) and, more gen-
erally, to every theory in which all connected correla-
tion functions of relevant local Hamiltonians are positive
semi-definite. Subsequently, we will turn to obtaining
bounds for specific observables in general interacting the-
ories and discuss their implications.
Specifically, we will illustrate how our uncertainty in-

equalities lead to
(1) A universal limit on particle speeds in non-

relativistic thermal systems (Section VI). Unlike the
Lieb-Robinson bounds [96–101], this bound does not re-
quire locality (nor sufficiently rapid decay [101]) of the
interactions, finite Hilbert spaces, or other similar restric-
tions.

(2) Upper bounds on the acceleration (Section VII) and
on the temporal rate of change of the acceleration or,
equivalently, that of the forces or stresses (Section VIII)
and their implications for a lower bound for the diffusion
constant and an upper bound on the shear viscosity when
the Stokes-Einstein relation holds.
(3) Bounds on general transport coefficients in local

theories (Section IX) that illustrate that due to quantum
effects, these coefficients may not, generally, vanish. Sec-
tion IXB details lower bounds on the (bulk and shear)
viscosity in local theories similar to those suggested in
[8] and other more recent (and, for common fluids, typ-
ically stronger) bounds [15]. We discuss bounds on the
electrical response in Section IXC.

(4) Extensions of our inequalities to spatial gradients
(Section X) illustrate that in thermal semiclassical sys-
tems, the ratio between the fields and the potentials is
bounded from above by the inverse de-Broglie wave-
length. Analogous considerations apply to field strengths
in general gauge theories.
(5) Direct chaos type bounds (Section XIIA) that do

not hinge on the currently heavily studied “Out of Time
Order Correlation” (OTOC) functions. Our rigorous
bounds conform with those conjectured (and further mo-
tivated by gravitational analogs) several years ago by
Maldacena, Shenker, and Stanford [19] and relate to ear-
lier conjectures by Sekino and Susskind [47]. We derive
direct semiclassical bounds on the time evolution of the
out of time order correlation (OTOC) functions (i.e., not
those associated with their deformed regularized variant
[19]) in Section XII B. In Section XII C, we discuss pos-
sible qualitative bounds on semiclassical transport coef-
ficients that derive from the Lyapunov exponent bounds.
(6) A stringent inequality (Section XIII) similar to that

proposed by Ioffe and Regel [102] in systems with quasi-
particles undergoing ballistic motion.
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(7) Sections XIV and XV explain how asymptotic low
and high temperature corollaries of our inequalities lead
to universal relaxation rate bounds that scale algebraically
with the temperature. These bounds are consistent with
those satisfied by Fermi liquids [36, 37, 45, 103] and linear
in T “bad metal” resistivities (that include those in the
normal phase of high temperature superconductors) [16,
18, 45]. It has been pointed out, e.g. [104, 105], such
linear in T resistivities may, e.g., result from electron-
phonon coupling.

(8) Lower bounds on thermalization times (Section
XVI) relating to the average of quantum measurements
performed over a given time window. The latter Planck-
ian time averaged measurements may become eigenstate
expectation values in systems satisfying the Eigenstate
Thermalization Hypothesis [106–114]. More generally,
these short time averages are equal to a weighted aver-
age of eigenstate expectation values amongst eigenstates
that share the same energy density. We will further con-
nect thermalization times with transport and derive anew
viscosity bounds in semiclassical systems.

(9) Illustrate that if the off-diagonal matrix elements
of local operators in the energy eigenbasis are random (as
the Eigenstate Thermalization Hypothesis asserts) then
the dynamics of these local observables are constrained in
random non-equilibrium states (Section XVII). We will
further motivate why, on average, the statistical proper-
ties of the off-diagonal matrix elements may appear to be
random and highlight their importance.

Our bounds will hold in an arbitrary number of spa-
tial dimensions. In most of these derivations (those per-
taining to bounds on time derivatives of general observ-
ables), heat capacities (either exact or effective) will play
a prominent role.

In Table I, we provide a synopsis of the bounds that we
will derive for several transport coefficients and contrast
these with representative experimental values. Many of
these systems (e.g., water at high temperature) can read-
ily be thought of bona fide classical systems. Our bounds
are relatively tight when contrasted with various empir-
ical values of systems that may be typically regarded
as classical, e.g., water at non-cryogenic temperatures.
Since the parameters governing these systems have their
origin in quantum effects, it is might not be surprising
that the order of magnitude of some of our quantum
bounds may be nearly saturated when contrasted with
empirical measurements. As we will explain, our trans-
port coefficient bounds are for positive autocorrelation
function contributions to the Green-Kubo formula. As
such, when significant negative autocorrelation function
contributions to the Green-Kubo integral appear (e.g.,
oscillatory velocity autocorrelation functions of ions in
solids), our bounds on these proxies do not imply trans-
port coefficient bounds.

To help the reader navigate this work, numerous re-
sults and additional background have been relegated to
the appendices. These include a review of the Araki-Lieb
or thermofield double construct and a discussion of how

it implies finite temperature uncertainty bounds (Ap-
pendix A), a discussion of the non semiclassical limit of
quadratic moment bounds (Appendix B), further detail
on semiclassical higher moment generalizations of our in-
equalities (Appendix C), an explicit discussion of how our
inequalities apply to identical particles (Appendix D),
explaining how our bounds vary when different choices
are made for the local Hamiltonian endowing the observ-
ables with dynamics (Appendix E), a discussion of Fermi
quasiparticle systems (Appendix F), further details on
the derivation of the velocity bound (Appendix G), Re-
flection Positive systems (Appendix H) and more general
instances of positive semi-definite connected correlation
functions of relevant local Hamiltonians. In Appendices
I and J we derive bounds on high order gradients and dis-
cuss inequalities concerning the ratios between pair cor-
relators to their derivatives. Appendix K details bounds
on correlators of the gradients of general operators in the
semiclassical limit. In order to make our more formal
temporal bounds more lucid, we analyze (in Appendix
L) as pedagogical textbook type examples a harmonic
solid (Appendix L 1) and a simple XY spin model (Ap-
pendix L 2). We further discuss prethermalized systems
(Appendix M). We conclude by briefly commenting on
the limits of time measurements (Appendix N).

II. THE IDEA IN A NUTSHELL

In the current work, we will largely focus on open non-
relativistic systems Λ with a general time independent
global Hamiltonian HΛ and examine the associated gen-
eral equilibrium expectation values. For such an open
system at a temperature T , the variance of HΛ in ther-

mal equilibrium is given by kBT
2C

(Λ)
v where C

(Λ)
v is the

standard constant volume thermodynamic heat capacity
of the full system Λ. A central inequality that we will
repeatedly use links the dynamics of general local ob-
servables with effective (often exactly computable) ther-
modynamics,

2
√

kBT 2Cv,i

~
≥ 1

NΛ

NΛ
∑

i=1

∣

∣

∣

〈

dQH
i

dt

〉∣

∣

∣

σQH
i

(1)

We will explain the meaning of this relation and derive
this and related inequalities in Section IV. We will then
explain, in some depth, the consequences of these in-
equalities in subsequent Sections. In essence, Eq. (1)
asserts that the relative rate of change of any local op-
erator QH

i in an open thermal system cannot exceed
a bound containing the system temperature T , Planck’s
and Boltzmann’s constants and, as we will describe in
later Sections, an associated effective local heat capacity
Cv,i. This effective heat capacity is a local analogue of

the extensive thermodynamic heat capacity C
(Λ)
v of the

full global system Λ. The ratio appearing in the sum on
the righthand side of Eq. (1) is associated with the rela-
tive temporal fluctuations of the general local Heisenberg
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Quantity Bound Approximate
bound

Typical value
of quantity

Equation # Remarks

τ−1
Q

2
√

kBT 2Cv,i

~

τ−1
Q . 7.9 × 1013Hz

at T = 300 K

See below rows
for specific
quantities

1,23

Upper bound on the average
relaxation rate of general local

quantities Q. As an “approximate
value”, we set here Cv,i to be kB .

√

〈(vHi )2〉/(σH
ri)

2
kBT

√
2

~

√

(〈vHi )2〉 . 6.98 km/s
vsound ∼ 3.1 km/s

[115]
43

Bound on non-relativistic root mean
square particle speed. The values are
for Aluminum (lattice const. 4.04Å
[116]) just below melting (660◦C)

substituting position fluctuations σH
ri

of Lindemann ratio 0.1 [117] .

D
~

2πm
D & 5.6 × 10−10m2/s 1.1 × 10−9m2/s 64,127

Lower bounds on the diffusion

constant when long time
oscillatory tails of the velocity

autocorrelation function may be
ignored. The universal bound on

the left is that of Eq. (127).
Similar bounds result from the

exact inequality (64). The values
are for water at STP [118].

ζ O

(

n~
√

d3(z + 1)

)

ζ & 2.9 × 10−7 Pa-s 4.9 × 10−4 Pa-s 97

Bound on bulk viscosity. Values are
for water at 100◦C and atmospheric

pressure. The dimensionality and
effective coordination number are,

respectively, d = 3 and z = 4.5
[119, 120].

η nh η & 2 × 10−5 Pa-s 6.3 × 10−5 Pa-s 151

Simplified universal bound on the
shear viscosity. The value quoted is
the minimal viscosity of water over

all temperatures [15, 121, 122].

η
kBT

6πRDmin
η . 2.8 × 10−3Pa-s 1.8 × 10−3Pa-s 65,128

Maximal shear viscosity when the
classical Stokes-Einstein relation is

valid. Dmin denotes our lower bound
on the diffusion constant. The value

quoted is for water at STP
(computed via Eq. (128) for

molecular radius R = 1.35 Å).

TABLE I. A synopsis of some of our bounds and their comparison to experiment for sample quantities (water and Aluminum).
The equation numbers of the derived inequalities appears in the column before the last.

picture operator QH
i with the angular brackets denoting

averages taken with respect to the density matrix of the
thermal system. NΛ is the total number of particles,
spins, etc., in the system Λ. Eq. (1) is a consequence
of a local variant of the time-energy uncertainty relation
that we will discuss in Section III. This inequality was
derived in [10] yet its consequences were only relatively
briefly examined. The appearance, in Eq. (1), of an ef-
fective local heat capacity Cv,i controlling the maximal
temporal fluctuations is not entirely surprising. In an
open system at a fixed temperature, the magnitude of
heat exchange with the environment and ensuing fluctu-
ations are set by the heat capacity; a larger heat capacity
enables more rapid fluctuations. In Eq. (1), for a local
observable QH

i , the relevant part of the “environment”
now becomes a local region in the open system Λ with
fluctuations set by the said effective local heat capacity
Cv,i (instead of the global extensive thermodynamic heat

capacity C
(Λ)
v ). In the current work, we will make these

notions precise. We will find that for typical local quan-
tities QH

i , the effective heat capacity will generally be a
number of order unity times the Boltzmann constant,

Cv,i = O (kB) . (2)

This will, in turn, imply that the lefthand side of Eq.
(1) scales as O

(

kBT
~

)

. In other words, given an equili-
brated system at a given temperature T , it is not possible
for any local quantity to exhibit appreciable dynamics at
times whose scale is shorter than the “Planckian time
scale” τPlanck = ~/(kBT ) noted in the Introduction. To
be complete, however, we must note that although Eq.
(2) typically holds, in general, the effective local heat
capacity Cv,i may differ from kB by dimensionless pref-
actors that will make our bounds not precisely equal to
the Planckian time τPlanck. In particular, due to quan-
tum suppression, at low temperatures, the effective heat
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capacity Cv,i may drop precipitously as T → 0 leading
to bounds on the dynamics that are substantially tighter
than those suggested by τPlanck. (An exactly solvable ex-
ample in which such a suppression comes, analytically, to
life is afforded by the harmonic solid (Appendix L 1, see
Eq. (L12) therein in particular)). At room temperature,
τPlanck = 2.5 × 10−14 seconds. We will illustrate how
Eq. (1) and its extensions mandate many of the bounds
listed in the Introduction and briefly discuss measure-
ments and equilibration times. As we will illustrate in
Section XVI, averages performed over a time window of
width τPlanck may (in systems that saturate this lower
time scale bound) tend to their thermal equilibrium av-
erages. Equilibrium averages correspond, for observables
that are smooth functions of the energy, to eigenstate av-
erages [10, 106–114, 123]. Thus, in this sense, various ob-
servables cannot “instantaneously collapse” to their equi-
librium (or, equivalently Hamiltonian eigenstate) expec-
tation values on time scales shorter than τPlanck. The
time scale bounds that we derive have universal high and
low temperature limits that are satisfied by various sys-
tems (e.g., Fermi liquids and “bad metal” systems).
In theories with local interactions, we will find that

Eq. (1) and related inequalities imply a bound on the
viscosity,

η ≥ O(nh). (3)

Here, n is the particle number density. In the current
work, we will arrive at Eq. (3) multiple times. The more
rigorous of the viscosity bounds that we will derive will
be smaller than nh by constant numerical prefactors as
well as factors of involving the number of particles that a
given particle interacts with and the spatial dimension-
ality of the system. Empirically, nh is indeed a lower
bound on the viscosity of all liquids that were recently
examined [8, 15, 121]. For, e.g., water [15, 121, 122], the
minimal viscosity is 6.3× 10−5 Pascal × second whereas
nh = 2 × 10−5 Pascal × second. For comparison, the
viscosity of water at room temperature and atmospheric
pressure is 10−3 Pascal × second (see Table I for further
comparisons).
In a manner similar to that leading to Eq. (1), we will

derive an additional set of spatial dual bounds. In par-
ticular, we will demonstrate that at sufficiently high tem-
peratures where classical equipartition is valid or when-
ever classical equipartition provides an upper bound on
the kinetic energy,

1

NΛ

NΛ
∑

i=1

∣

∣

∣

〈

∂f
∂xiℓ

〉∣

∣

∣

2

〈f2〉 ≤ 4mkBT

~2
=

8π

λ2T
. (4)

Here,

λT ≡
√

2π~2

mkBT
(5)

is the non-relativistic thermal de-Broglie wavelength for
a particle of mass m and f is an arbitrary function of the

particle coordinates and any other degrees of freedom. At
sufficiently low temperatures, when λT becomes compa-
rable to the interatomic spacing, condensation typically
onsets in bosonic systems. To provide an order of mag-
nitude scale for these spatial gradient inequalities in a
conventional non-cryogenic setting, for an O2 molecule
at room temperature (moving at ∼ 460 meters/second),
the thermal de-Broglie wavelength λT ∼ 1.8× 10−11 me-
ters is far smaller than an atomic scale (further dwarfed
by intermolecular distance in air at atmospheric pres-
sure, of ∼ 4 nanometers (and the mean free path which
is another order of magnitude larger yet)).

III. SETUP FOR PROVING THERMAL
TEMPORAL BOUNDS

To set the stage, we briefly recall basic facts con-
cerning many body systems and their steady state ther-
mal equilibrium properties. Stationary equilibrium av-
erages are associated with a coarse, time-independent,
“macrostate” of the system. Indeed, in equilibrium,
the global system wide average of the expectation val-
ues of physically measurable local observables are not
delicately tied to the specific intricacies of an individ-
ual many body quantum state nor those of a classical
“microstate” of the system. The macrostate is defined
by only a small number of thermodynamic state vari-
ables (that are preparation history independent). These
stationary equilibrium state variables may be set by ex-
tensive global sums and/or their system-wide averages
and other related intensive variables. However, the de-
tailed many body quantum states (and their classical
microstate approximations) generally evolve in time. A
cornerstone of thermodynamics is the observation that
even though the many body system harbors a divergent
number of microscopic degrees of freedom (with most of
these exhibiting, system size independent, dynamic fluc-
tuations) only a very small number of static (macro)state
variables suffice to fully capture all of the global prop-
erties of the equilibrated system. In a gas in a closed
vessel that is in equilibrium, the momenta of the (di-
vergent number of) colliding gas molecules continuously
vary with time. The equilibrated system is not static-
the velocities of individual gas molecules are not zero nor
constant. In classical phase space, when the system equi-
librates, the probability distribution becomes stationary.
However, different phase space points evolve according
to Hamilton’s equations of motion. Similarly, for such a
gas, the single body probability density is a sum of delta
functions (or, more precisely, localized functions of the
position for the finite size molecules) centered about the
locations of these particles in a given time slice. Classi-
cally, at any time t, the full many body probability den-
sity of an individual NΛ particle thermal system is set by
a product of delta functions in phase space for the posi-
tion and momentum coordinates for each of the particles.
That is, the classical probability density for a specific sys-
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tem Λ (not the for the full ensemble of such systems) is

ρclassicalΛ ({xi}; {pi}) =
∏NΛ

i=1 δ(xi − Xi)
∏NΛ

i=1 δ(pi − Pi)
with the specific {Xi} and {Pi} denoting the specific
positions and momenta of the NΛ particles at time t and
{xi} and {pi} marking the phase space variables. The
global average of the squares of the individual particle
momenta (or in the absence of magnetic fields, equiva-
lently, velocities) is given by the canonical ensemble av-
erage (which, of course, would not be finite if the equilib-
rium particles were all stationary). All global averages
(such as those of the squared momenta or the vanish-
ing global average of the gas molecule velocities) of the
closed system are stationary and depend only on the gas
volume, total energy, and the total number of molecules.
In other words, the precise, time evolving, quantum many
body state of an equilibrated system or its corresponding
detailed classical microstate description is completely im-
material for determining the stationary globally averaged
properties of equilibrium systems. As a “canonical” text-
book example, the conventional Gibbs-Boltzmann distri-
bution yields the expectation values in the macrostate
of an open system defined by only the temperature, vol-
ume, and particle number. In integrable systems, ad-
ditional global (macro) state variables associated with
the integrals of motion may appear (as captured by the
Generalized-Gibbs ensemble [108, 124, 125]). The exis-
tence of unimportant particulars of a very different and,
in a sense, much broader sort is further underscored by
the universal nature of critical points and applications of
the Renormalization Group in iteratively removing mi-
croscopic details in order to obtain the fixed point in-
frared description of the system that depends only on
universality class features such as the spatial dimension-
ality, number of internal order parameter components,
and underlying symmetries of the system. The redun-
dancy of microscopic information for the global average
of local observables in many body systems was, far more
recently, brought to the fore by the Eigenstate Thermal-
ization Hypothesis [106–114]. According to this hypothe-
sis, the expectation values of local observables in trivially
stationary many body quantum eigenstates of a given
Hamiltonian can be replaced by a far more compact de-
scription associated with an effective thermal macrostate
in the system defined by the same Hamiltonian. Gen-
erally, a many body thermal probability density matrix
(that we will write henceforth as ρΛ) defines the detailed
quantum state of the system Λ (whether open or closed).
Similar to the classical microstates, this density matrix
is not unique. There are multiple quantum many body
states (or classical microstates) that all evolve under the
same global time independent Hamiltonian HΛ; the com-
mutator (as well as the corresponding classical Poisson
brackets) does not vanish, [HΛ, ρΛ] 6= 0. However, al-
though they are different, all of these systems share the
same stationary equilibrium expectation values of all lo-
cal observables. The canonical density matrix,

ρcanonicalΛ =
e−βHΛ

ZΛ
, (6)

with the partition function

ZΛ = Tr
(

e−βHΛ
)

, (7)

where β = 1
kBT denotes the inverse temperature, yields

these stationary global (i.e., macrostate) averages in open
thermal systems. That is, unlike ρΛ, trivially, of course,
the commutator

[

HΛ, ρ
canonical
Λ

]

= 0 and all expectation
values are stationary for a time independent Hamilto-
nian. The microstate-to-microstate variability of local
observables in equilibrium is also encoded in the canon-
ical ensemble itself in the form of the fluctuations about
the average. In ergodic systems, the long time averages
of local observables in all equilibrium systems sharing
the same state variables become equal to those computed
with the single density matrix ρcanonicalΛ . That is, formally,
the replacement of density matrices,

ρcanonicalΛ → ρlong−time−average
Λ

≡ lim
T→∞

1

T

∫ T

0

dt′e−iHΛt′/~ρΛe
iHΛt′/~, (8)

leads to no change when computing an average of a local
observable. In the spirit of the above lightning review of
microstates, macrostates, and state variables, what we
will refer to as “equilibrium averages” of various local
observables in the current work will be defined as the
system wide global averages of these quantities. As we
just noted, in ergodic systems, the equilibrium averages
of local observables also become equal to the long time
averages of these quantities (and correspond to those in
an ergodic sector of fixed integrals of motion or quantum
numbers if symmetry breaking occurred [126]). The off-
diagonal matrix elements of ρΛ in the eigenbasis of HΛ

are those that endow the system with dynamics. Ther-
malization occurs when the system observables are, ef-
fectively, drawn at random from the probability distri-

bution associated with ρlong−time−average
Λ . Analogously, in

a classical Markov chain type framework, given a con-
stant transition (or so-called stochastic) matrix W it-
eratively evolving the system state from one time slice
to the next, equilibration onsets when the probabilities
of being in and transitioning between one microstate to
another satisfy detailed balance and become time inde-
pendent. The equilibrium state can be derived from the
steady fixed point values of limt→∞W t (when this limit
exists). Although, at sufficiently long times t in ergodic
systems, the probabilities of being in different microstates
become independent of the initial state, unless the initial
microstate was special [127], the system will keep vary-
ing in time with transition rates set by the time indepen-
dent W . The stationarity of the probability distribution
of being in different microstates in equilibrium should
not be confused as to imply a stationarity of any partic-
ular microstate that may describe the classical system.
Only the probabilities of being different microstates no
longer change at late times t. Dynamics in the form of
transitions between the different microstates are always
present. Similar conclusions may be directly drawn for
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particle systems by writing down the classical equations
of motion and simulating their dynamics. Similarly, in
the quantum setting, unless the initial state ρΛ was spe-
cial (e.g., a projection to an eigenstate or a more general
function of HΛ), the system will continuously evolve in
time. In Section XVII, we comment on the values of the
off-diagonal matrix elements (in the energy eigenbasis)
of local observables need to assume in order to exhibit
dynamics.
Henceforth, in order to make the classical analogs of

our results and their underlying physics (including the
equations of motion) more transparent, we will typically
work in the Heisenberg picture. We will consider arbi-
trary local operators that we will denote by QH

i in the
large (possibly divergent in size in the thermodynamic
limit) system Λ (of a number of particles or spins, etc.,
NΛ) and write simple general equations that apply to all
such local operators. For the stationary HamiltonianHΛ,
the Heisenberg picture evolved local operators become

QH
i (t) = eiHΛt/~Qie

−iHΛt/~, (9)

with {Qi} the Schrodinger picture operators. We will
assume that the system is disorder free and thus that
HΛ is translationally invariant. We will denote the global
spatial averages by

Q ≡ 1

NΛ

NΛ
∑

i=1

〈

QH
i (t)

〉

≡ 1

NΛ

NΛ
∑

i=1

Tr
(

ρΛQ
H
i (t)

)

. (10)

In an open thermal system, following the discussion at
the start of this Section, we may trivially replace the

latter average with 1
NΛ

∑NΛ

i=1 Tr
(

ρcanonicalΛ QH
i

)

. Formally,

if the global average of the reduced one (or few) body
density matrix is equal to the canonical density matrix,
1

NΛ

∑

i ρ
red.
i = ρred. canonical

i then we may, trivially, replace
the spatial average of local expectation values in an equi-
librium system by those computed with the canonical en-
semble density matrix. Here, the reduced density matri-
ces ρred.i ≡ TrΛ−i (ρΛ) and ρ

red. canonical
i ≡ TrΛ−i

(

ρcanonicalΛ

)

where TrΛ−i denotes a trace over all of the Hilbert space
spanned by Λ apart the subspace associated with the
support of Qi. This global expectation value in the ther-
mal system is trivially stationary. In Section VIII, we
will further make use of the fact that not only does the
global average of Eq. (10) approach, in the thermody-
namic limit, the canonical ensemble average but that,
more generally, any average over a macroscopic number
of particles i (with that number diverging in thermody-
namic limit) will become equal to the thermal equilibrium
ensemble expectation value.
Notwithstanding the classical intuition that we just re-

viewed (expected for quantum systems having a clas-
sical description), some physicists might define equi-
librated thermal systems as having the (trivially sta-
tionary) canonical density matrix. Pragmatically, from
a technical standpoint, equilibrium dynamics computa-
tions (including those employing the Keldysh formalism,

thermofield double representation of the canonical den-
sity matrix, general related Kubo-Martin-Schwinger con-
ditions, and much else) [38, 128–130] are typically cen-
tered around the canonical density matrix. On a con-
ceptual level, the Eigenstate Thermalization Hypothe-
sis [106–114] posits that in many thermal systems, the
(typically highly entangled) many body eigenstates of
the Hamiltonian defining the system readily reproduces
the full global equilibrium average. Viewed through such
lens, talking about time dependent expectation values
of observables may sound a little bit strange- the time
derivatives of all such expectation values computed with
ρcanonicalΛ vanish and any inequalities involving these (such
as those of Eq. (1)) become trivial. To further highlight
the generality of our results and their physical content
also in such idealized situations, we will illustrate (Sec-
tion IVB) that not only are the expectation values of

Tr
(

ρΛ
dQH

i

dt

)

bounded but that also all higher moments

of any such derivatives Tr
(

ρΛ(
dQH

i

dt )n
)

satisfy similar in-

equalities for any power n > 1. For even n, the latter
expectation values (similar to the squared velocities in
the earlier discussed example of the gas) will become
finite also when considering the idealized situation in
which the density matrix of the single thermal system
is set, by fiat, equal to that of the canonical ensemble
(i.e., we will derive inequalities that become nontrivial for

Tr
(

ρcanonicalΛ (
dQH

i

dt )n
)

when n is even). Our discussion in

Section IVB will largely be semiclassical. To further il-
lustrate that semiclassical approximations are not neces-
sary we will, in Sections IVC,VIIA 2 and IX, first derive
and employ bounds on the time derivatives of the equilib-
rium autocorrelation functions. The time derivatives of
the canonical ensemble autocorrelation functions also do
not trivially vanish. In general thermal systems harbor-
ing spatially decaying connected correlations, ensemble
averages can be seen to reproduce the global expectation
values [131].
We reiterate that in typical semiclassical thermal sys-

tems, local averages are indeed not stationary,

〈

QH
i (t)

〉

≡ Tr
(

ρΛQ
H
i (t)

)

6= Tr
(

ρcanonicalΛ QH
i (t)

)

, (11)

while, by contrast, global spatial (and/or long time
and/or the ensemble) averages are given by stationary
canonical ensemble probability density. As noted above,
in translationally invariant ergodic systems, the global
averages of Eq. (10) of local observables are also equal
to their long time averages,

Q = Tr
(

ρcanonicalΛ Q
)

= Tr
(

ρlong−time−average
Λ Q

)

, (12)

computed with the density matrix ρlong−time−average
Λ of Eq.

(8). For this reason we will, with some abuse of notation,
also denote this long time average system by the same
shorthand Q that we use to indicate the global average
(Eq. (10)). The equality of Eq. (12) between the long
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time average and the equilibrium average may also hold
for non translationally invariant ergodic systems.
We next define H̃H

i ⊂ HΛ to be the set of all terms in
HΛ that do not commute with QH

i = eiHΛt/~Qie
−iHΛt/~

and thus (by Heisenberg’s equation of motion) contribute
to its time derivative,

dQH
i

dt
=
i

~

[

H̃H
i , Q

H
i

]

, (13)

and endow QH
i with dynamics. In systems with local

interactions, H̃H
i may have its support on a bounded

spatial region and include a finite number of parti-
cles/spins/... . With the usual replacement of the com-
mutator of Eq. (13) by Poisson brackets that yields
Hamilton’s equations of motion, the above discussion
trivially applies to classical systems. An identification
of minimal set of terms (those in H̃H

i ) not commuting
with a local observable and thus driving its dynamics is
also necessary for proving the Lieb-Robinson bounds [96–
101]. Conceptually related is also the notion, in Statistics
and Machine Learning, of only a small subset of variables
(a “Markov blanket” [132]) that is relevant to a local vari-
able. The full system Hamiltonian is identically the same
in the Heisenberg representation, HH

Λ = HΛ.
In several system types that we will study (in Sections

V, XIV and Appendices H), we will be able to express
the global Hamiltonian as a sum of related local terms,

HΛ =

N ′

Λ
∑

i′=1

H̃H
i′ . (14)

In Eq. (14), we added the prime superscript to indicate
that the number of terms N ′

Λ in this decomposition of the
global system Hamiltonian HΛ into local Hamiltonians
may generally differ from the total number NΛ of parti-

cles in the system Λ; the local Hamiltonians {H̃H
i′ }

NΛ′

i′=1
are not necessarily associated with theNΛ individual par-
ticles i. We stress, however, that in bulk of the current
work, we will largely focus on general systems that are
not limited to Hamiltonians of the particular form of Eq.
(14).
Most of our results will rely on a trivial extension of

the variance type uncertainty inequalities to mixed states
having a density matrix,

Tr
(

ρΛ(∆A)
2
)

Tr
(

ρΛ(∆B)2
)

≥ 1

4
|Tr (ρΛ[A,B])|2 . (15)

In Eq. (15), ρΛ is a general density matrix, and A and
B are arbitrary operators with ∆A ≡ A − Tr(ρΛA) and
with a similar definition for ∆B. We may prove this in-
equality by, e.g., extending the Araki-Lieb purification
(or thermofield double) construct [38, 61] to replace den-
sity matrix averages by those in pure states. In Appendix
A, we expand on this procedure in more detail (see also
[10]). As we emphasized above, our focus in the current
work will be on thermal density matrices ρΛ associated
with open systems. For the derivation of the temporal

bounds, we will choose A to be H̃H
i and B to be QH

i so as
to obtain a simple extension of the standard energy-time
uncertainty relations to general local observables in such
open many body systems, i.e.,

Tr
(

ρΛ(∆H̃
H
i (t))2

)

Tr
(

ρΛ
(

∆QH
i (t)

)2
)

≥ 1

4

∣

∣

∣Tr
(

ρΛ

[

H̃H
i (t), QH

i (t)
])∣

∣

∣

2

. (16)

For specificity, we will, in this work, examine systems
with a fixed particle number. By working with other en-
sembles, our results can extended to other open systems
in which not only is energy exchanged with the environ-
ment but also the particle number, the volume, etc., may
fluctuate as well.

Lastly, in what follows, we will often employ 〈·〉 to
denote averages computed with ρΛ. These averages cor-
respond to the physically measured expectation values.
For similar reasons, all standard deviations σQ of general
operators Q denote those computed with ρΛ.

IV. DERIVATION OF TIME DERIVATIVE
BOUNDS BY AVERAGING THE UNCERTAINTY

RELATIONS

In this Section, we will develop the general machinery
that we will employ in order to arrive at universal bounds
on the rates of change of general quantities. While our
derivations are very simple, they might nonetheless seem
abstract. To make our results more lucid, complementing
the universal inequalities that we derive for various ob-
servables in the following Sections, in Appendix L, we an-
alyze the corresponding bounds for two simple toy mod-
els: a harmonic solid (Appendix L 1) and an XY spin
model (Appendix L 2).

A. Exact bounds on the expectation values of
single operator temporal derivatives

We will now explicitly arrive at the local thermal un-
certainty relation of Eq. (1) by a sequence of three steps.
We will first (i) write the equations of motion (Eq. (13)),
then (ii) invoke the variance uncertainty relations of Eq.
(16) for general local observables in thermal many body
systems and, lastly, employ (iii) the defining property
(Eq. (10)) of the thermal equilibrium macrostate. Ele-
ments of this calculation appear in [10]. For simplicity,
in what follows, we consider a system of distinguishable
particles. As we explain in Appendix D, similar conclu-
sions follow for identical particles.

We follow the algorithm outlined above. Writing (step
(i) of the above mentioned recipe) the equations of mo-
tion of Eq. (13) for the rate of change of a general local
operator and then bounding the resultant expectation
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value (step (ii)) using Eq. (16) yields

∣

∣

∣

〈

dQH
i

dt

〉

∣

∣

∣

2

≡
∣

∣

∣Tr

(

ρΛ
dQH

i

dt

)

∣

∣

∣

2

=
∣

∣

∣Tr

(

ρΛ

(

i

~

[

HΛ, Q
H
i (t)

]

))

∣

∣

∣

2

=

∣

∣

∣

∣

Tr

(

ρΛ

(

i

~

[

H̃H
i (t), QH

i (t)
]

))∣

∣

∣

∣

2

≤ 4

~2
σ2
H̃H

i (t)
σ2
QH

i (t). (17)

Trivially rearranging Eq. (17),

σ2
H̃H

i (t)
≥ ~

2

4

(

Tr
(

ρΛ
dQH

i

dt

))2

σ2
QH

i (t)

. (18)

Averaging the last inequality over all NΛ particles (or
sites in a spin system),

1

NΛ

NΛ
∑

i=1

σ2
H̃H

i (t)
≥ ~

2

4NΛ

NΛ
∑

i=1

(

Tr
(

ρΛ
dQH

i

dt

))2

σ2
QH

i (t)

. (19)

We now convert (step (iii)) the time-energy uncertainty
relation of Eq. (19) to a thermal equilibrium macrostate
inequality. Recalling that the average over all NΛ parti-
cles in Eq. (19) reproduces the canonical ensemble aver-
age in disorder free thermal systems (Eqs. (10, 12)), we
may write the lefthand side of Eq. (19) as

1

NΛ

NΛ
∑

i=1

Tr

(

ρcanonicalΛ

(

∆H̃H
i (t)

)2
)

=
1

NΛ

NΛ
∑

i=1

Tr

(

ρΛ

(

∆H̃H
i (t)

)2
)

. (20)

Thus, in a thermal system, the local time-energy uncer-
tainty relation of Eq. (19) can be recast as

1

NΛ

NΛ
∑

i=1

Tr

(

ρcanonicalΛ

(

∆H̃H
i (t)

)2
)

≥ ~
2

4NΛ

NΛ
∑

i=1

(

Tr
(

ρΛ
dQH

i

dt

))2

Tr
(

ρΛ
(

∆QH
i (t)

)2
) . (21)

In a translationally invariant system with local Hamilto-
nians {H̃H

i (t)}NΛ

i=1 that are of an identical form for all i,

the traces Tr

(

ρcanonicalΛ

(

∆H̃H
i (t)

)2
)

are the same for all

i. Using the shorthand symbol defined in Eq. (10),

O ≡ 1

NΛ

NΛ
∑

i=1

〈

OH
i (t)

〉

≡ 1

NΛ

NΛ
∑

i=1

Tr
(

ρΛO
H
i (t)

)

=
1

NΛ

NΛ
∑

i=1

Tr
(

ρcanonicalΛ OH
i

)

. (22)

Eq. (21) then becomes

kBT
2Cv,i ≥

~
2

4
O. (23)

Here, the effective local heat capacity is given by earlier
noted translationally invariant (particle index indepen-
dent) canonical ensemble average

kBT
2Cv,i ≡ Tr

(

ρcanonicalΛ

(

∆H̃H
i (t)

)2
)

. (24)

In Eqs. (22,23), O denotes the global average of the
square local relaxation rate given by

Oi ≡

〈

dQH
i

dt

〉2

(

σH
Qi
(t)
)2 . (25)

Putting all of the pieces together, we arrive at Eq. (1).
Following the discussion in Section III, the above set of
steps may be repeated verbatim in order to further de-
rive a variant of Eq. (1) in which the global average of
Eq. (10) is replaced by a long time average computed

with the probability density matrix ρlong−time−average
Λ . We

thus observe that there is a fundamental quantum limit
on the rate at which any observable Qi may change in
an equilibrated system at a temperature T . For a single
(or more generally few particle) operator QH

i having a

bounded local Hamiltonian H̃H
i ⊂ HΛ that fully gener-

ates its dynamics, the lower bound of Eq. (23) is gen-
erally finite and becomes dominated, at vanishing tem-
peratures, by zero point quantum fluctuations. At finite
low temperatures, this variance is typically quantum sup-
pressed relative to its semiclassical value. The precise
value of Eq. (23) may then, in such instance, lead to far
tighter bounds on the low temperature dynamics than its
semiclassical limit (where the effective heat capacity is
evaluated classically). In what follows, in order to avoid
cumbersome notation we will dispense with the explicit
time argument of the Heisenberg picture operators unless
necessary.

In Sections V, IXB, and XIV, as well as Appendix H,
we will discuss situations in which the thermodynamic

constant volume heat capacity C
(Λ)
v of the entire sys-

tem Λ appears instead of, or alongside, the effective local
heat capacity of Eq. (24). In particular, in Section V,
and Appendix H, we will explain how for this occurs for
systems with separable Hamiltonians and in the broad
class of Reflection Positive systems and, more broadly,
theories with positive semi-definite connected correlation
functions. The latter new findings augment earlier results
[10] for global observables Q in which the system thermo-

dynamic heat capacity C
(Λ)
v appears in bounds. [133]
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B. Semiclassical Bounds on Expectation Values of
General Moments of Temporal Derivatives

We next extend the exact results of Section IVA to

general moments of the time derivatives, Tr
(

ρΛ(
dQH

i

dt )n
)

for arbitrary powers n. We first consider the case n = 2.
The generalization for general n will then be apparent.
Unlike the exact analysis of Section IVA, the final results
that we derive will involve a semiclassical approximation.
We start by trivially invoking the Heisenberg equation

of motion for the expectation value of the square of the
time derivative of a general local observable,

〈(dQH
i

dt

)2〉

=
1

~2

∣

∣

∣

〈

[H̃H
i , Q

H
i ][H̃H

i , Q
H
i ]
〉∣

∣

∣

=
1

~2

∣

∣

∣

〈

[∆H̃H
i ,∆Q

H
i ][∆H̃H

i ,∆Q
H
i ]
〉∣

∣

∣

≤ 4

~2
max

{∣

∣

∣

〈

∆H̃H
i ∆QH

i ∆H̃H
i ∆QH

i

〉∣

∣

∣
,

∣

∣

∣

〈

∆QH
i ∆H̃H

i ∆QH
i ∆H̃H

i

〉∣

∣

∣,
∣

∣

∣

〈

∆QH
i (∆H̃H

i )2∆QH
i

〉∣

∣

∣,
∣

∣

∣

〈

∆H̃H
i (∆QH

i )2∆H̃H
i

〉∣

∣

∣

}

, (26)

where, as throughout, ∆H̃H
i ≡ H̃H

i −〈H̃H
i 〉 and ∆QH

i ≡
QH

i − 〈QH
i 〉. A short calculation (see Appendix B), al-

ready before the semiclassical limit is taken, illustrates
that a scaled sum of the last two expectation values in Eq.
(26) provides a general bound. In the semiclassical limit,
〈

∆H̃H
i ∆QH

i ∆H̃H
i ∆QH

i

〉

=
〈

∆QH
i ∆H̃H

i ∆QH
i ∆H̃H

i

〉

=
〈

∆QH
i (∆H̃H

i )2∆QH
i

〉

=
〈

∆H̃H
i (∆QH

i )2∆H̃H
i

〉

.

As a matter of principle, Eq. (26) and its semiclas-
sical limit hold for arbitrary local operators in general
systems Λ whether or not these systems happen to be in
equilibrium. In equilibrated thermal systems, we may, as
in Section IVA, average these inequalities over the en-
tire system so as to replace expectation values computed
with ρΛ by those evaluated with the canonical density
matrix ρcanonicalΛ . The resulting canonical averages may be
expressed, in the semiclassical limit, as phase space aver-
ages with the probability density ρcanonicalΛ replaced by its
corresponding classical form (ρclassical canonicalΛ ). The clas-
sical canonical probability density ρ classical canonical

Λ factor-
izes, in phase space, to a part depending on the momenta
alone and that depending on positions (i.e., classically,

e−βHΛ = e−β
∑NΛ

i=1

p
2
i

2m e−βVΛ({ri})). This simple factoriza-
tion property will prove to be useful for deriving various
semiclassical bounds. In (i) Sections VI and VIII and
(ii) Section VII, in order to obtain (ia) velocity or (ib)
the time derivative of the acceleration and (ii) accelera-
tion bounds for a particle of mass m in the absence of a
magnetic field and for two-body position dependent po-
tential energies V

(

rHi , r
H
j

)

, we will, respectively, (i) set

(ia) QH
i = rHiℓ (a position vector component of a single

particle i) or (ib) its acceleration in Section VIII and

H̃H
i =

(pH
i )2

2m (or a sum of similar kinetic terms in Section

VIII) and (ii) set QH
i = vHiℓ (a velocity component) and

H̃H
i =

∑

j V
(

rHi , r
H
j

)

. In the semiclassical limit, in any
of these cases,

1

NΛ

NΛ
∑

i=1

∣

∣

∣

〈

∆H̃H
i ∆QH

i ∆H̃H
i ∆QH

i

〉∣

∣

∣

= Tr(ρclassical canonicalΛ (∆H̃H
i )2(∆QH

i )2)

= Tr(ρclassical canonicalΛ (∆H̃H
i )2)

×Tr(ρclassical canonicalΛ (∆QH
i )2),

≡ kBT
2Cv,iTr(ρ

classical canonical
Λ (∆QH

i )2). (27)

In the second equality of the above equation, we made
explicit the factorization (that arises for the above noted
cases (ia), (ib), and (ii)) into two parts: one factor de-
pending on momenta alone and another factor depend-
ing solely on particle positions. A factorization similar to
that of Eq. (27) also trivially (and more generally) arises

for arbitrary ∆H̃H
i and QH

i that are semiclassical yet do
not necessarily depend only on the momenta or only on
the spatial coordinates. However the resulting bounds
will, normally, be slightly less restrictive (see Appendix
C).
Substituting Eq. (27) into Eq. (26) yields

1

NΛ

NΛ
∑

i=1

〈(dQH
i

dt

)2〉

≤ 4kBT
2Cv,i

~2
Tr(ρclassical canonicalΛ (∆QH

i )2). (28)

Here, the effective local “heat capacity” Cv,i is defined by
the energy fluctuation variance of Eq. (24). As detailed
in Appendix B, an analogous relation holds for the exact
(i.e., non semiclassical) averages with deformed density
matrices (see Eqs. (B4, B5) therein).
The generalization of Eqs. (27, 28) to general higher

moments n > 2 is rather straightforward. Explicitly,

1

NΛ

NΛ
∑

i=1

∣

∣

∣

〈(dQH
i

dt

)n〉∣
∣

∣
=

1

~nNΛ

NΛ
∑

i=1

∣

∣

∣

〈

[H̃H
i , Q

H
i ]n
〉∣

∣

∣

=
1

~nNΛ

NΛ
∑

i=1

∣

∣

∣

〈(

[∆H̃H
i ,∆Q

H
i ]
)n〉∣

∣

∣

≤ 2n

~nNΛ

NΛ
∑

i=1

max
{∣

∣

∣

〈

· · ·∆H̃H
i ∆H̃H

i ∆QH
i ∆QH

i · · ·
〉∣

∣

∣, · · · ,
∣

∣

∣

〈

· · ·∆QH
i ∆QH

i ∆H̃H
i ∆H̃H

i · · ·
〉∣

∣

∣

}

=
(2

~

)n

Tr
(

ρclassical canonicalΛ |(∆QH
i )n(∆H̃H

i )n|
)

=
(2

~

)n

Tr
(

ρclassical canonicalΛ |(∆QH
i )|n

)

×Tr
(

ρclassical canonicalΛ |(∆H̃H
i )|n

)

. (29)

In the last line, we invoked, once again, the factoriza-
tion of the classical canonical ensemble phase space av-
erage. The maximization on the third line refers to
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that amongst all 2n expectation values having n fac-
tors of H̃H

i and n factors of QH
i in those product

strings of total length (2n) that are formed by writing

([∆H̃H
i ,∆Q

H
i ])n as a sum of monomials. With the re-

placement 1
NΛ

∑NΛ

i=1

〈(

dQH
i

dt

)2〉

→ 1
NΛ

∑NΛ

i=1

〈(

dQH
i

dt

)〉2

,

the bound of Eq. (28) is, essentially, identical to the aver-
age of Eq. (17) over all of the NΛ particles in the system
(which leads to Eq. (21) and thus, as detailed in Sec-
tion IVA, to Eq. (1)). Since for any probability density

ρΛ, we have that
∑NΛ

i=1

〈(

dQH
i

dt

)〉2

≤ ∑NΛ

i=1

〈(

dQH
i

dt

)2〉

,

it might seem that the bound of Eq. (28) automatically
implies Eqs. (1, 21) and that thus the inequalities of Sec-
tion IVA are superfluous. We caution, however, that Eq.
(28) is only valid in the semiclassical limit whereas Eqs.
(1, 21) are always correct.

When the local operators {QH
i } are of bounded norm

||QH
i || ≤ ||Q|| (with the operator norm ‖QH

i ‖ denoting
the largest absolute value amongst those of the eigenval-
ues of QH

i ), the top line of Eq. (26) implies the general
inequality

1

NΛ

NΛ
∑

i=1

〈(dQH
i

dt

)2〉

≤ 4

~2NΛ

NΛ
∑

i=1

〈(

∆H̃H
i

)2〉∣
∣

∣

∣

∣

∣
Q
∣

∣

∣

∣

∣

∣

2

≡ 4kBT
2Cv,i

~2

∣

∣

∣

∣

∣

∣Q
∣

∣

∣

∣

∣

∣

2

. (30)

Similarly, for such bounded local operators,

1

NΛ

NΛ
∑

i=1

〈(dQH
i

dt

)n〉

≤ 1

NΛ

(2

~

)n
NΛ
∑

i=1

〈(

∆H̃H
i

)n〉∣
∣

∣

∣

∣

∣Q
∣

∣

∣

∣

∣

∣

n

=
(2

~

∣

∣

∣

∣

∣

∣Q
∣

∣

∣

∣

∣

∣

)n

Tr
(

ρcanonicalΛ

(

∆H̃H
i

)n)

. (31)

C. Time derivatives of equilibrium autocorrelation
functions

Now we come to basic bounds which we will repeatedly
exploit for bounding transport coefficients. Unlike the in-
equalities that we derived in the earlier Sections, these
inequalities are also non-trivial when evaluated with ex-
plicitly stationary thermal density matrices (including the
canonical ensemble density matrix). Similar to the in-
equalities of Section IVA, these bounds will not appeal
to semiclassical considerations and hold at all (including
arbitrarily low) temperatures. Towards this end, we con-
sider the autocorrelation function 〈QH

i (t)QH
i (0)〉 with a

general Hermitian Qi and examine its dependence on the
time separation t. From Heisenberg’s equations of mo-

tion and the triangle inequality,

∣

∣

∣

d

dt

〈

QH
i (t)QH

i (0)
〉∣

∣

∣

=
∣

∣

∣

i

~

〈

[∆H̃H
i (t), QH

i (t)]QH
i (0)

〉∣

∣

∣

≤ 1

~

(∣

∣

∣

〈

∆H̃H
i (t)QH

i (t)QH
i (0)

〉∣

∣

∣+
∣

∣

∣

〈

QH
i (t)∆H̃H

i (t)QH
i (0)

〉∣

∣

∣

)

. (32)

We next apply an extension of the Cauchy-Schwarz
inequality to general operators A and B, and density
matrices ρΛ (see also Appendix A),

|Tr(ρΛ(AB))|2 ≤ Tr(ρΛAA
†)Tr(ρΛB

†B). (33)

This implies that

∣

∣

∣

d

dt

〈

QH
i (t)QH

i (0)
〉∣

∣

∣

≤ 1

~

(
√

〈(

∆H̃H
i (t)

)2〉
√

〈

QH
i (0)

(

QH
i (t)

)2
QH

i (0)
〉

+

√

〈

QH
i (t)

(

∆H̃H
i (t)

)2
QH

i (t)
〉

√

〈(

QH
i (0)

)2〉
)

. (34)

By the uniform time translational invariance of the aver-
ages in the equilibrium thermal state,

〈

QH
i (t)

(

∆H̃H
i (t)

)2
QH

i (t)
〉

=
〈

QH
i (0)

(

∆H̃H
i (0)

)2
QH

i (0)
〉

. (35)

Equilibrium autocorrelation functions invariably peak at
t = 0 due to loss of memory at finite times (t > 0),

〈

QH
i (0)

(

QH
i (t)

)2
QH

i (0)
〉

≤
〈

(

QH
i (0)

)4
〉

. (36)

Using the last two relations, Eq. (34) becomes

∣

∣

∣

d

dt

〈

QH
i (t)QH

i (0)
〉∣

∣

∣

≤ 1

~

(
√

〈(

∆H̃H
i (t)

)2〉
√

〈(

QH
i (0)

)4〉
+

√

〈

QH
i (0)

(

∆H̃H
i (0)

)2
QH

i (0)
〉

√

〈(

QH
i (0)

)2〉
)

,

=
1

~

(

√

kBT 2Cv,i

√

〈(

QH
i (0)

)4〉
+

√

〈

QH
i (0)

(

∆H̃H
i (0)

)2
QH

i (0)
〉

√

〈(

QH
i (0)

)2〉
)

.(37)

As simple as it is, Eq. (37) will indeed enable us to
bound transport coefficients (Sections VIIA 2 and IX)
and to suggest power law bounds on relaxation processes
at asymptotically low temperatures (Section XIV). We
stress that with a substitution of the thermal density ma-
trix by its canonical ensemble form, ρΛ → ρcanonicalΛ , the

time derivative Tr(ρcanonicalΛ
dQH

i

dt QH
i (0)) in Eq. (32) does
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not trivially vanish (as it does for the simple single oper-

ator derivatives Tr(ρcanonicalΛ
dQH

i

dt )). The bound appearing
in the bottom line of Eq. (32) simplifies to the time inde-
pendent expression in Eq. (37). Identical results apply
for the derivatives of general time dependent correlation
functions 〈QH

i (t)QH
j (0)〉 that are not necessarily autocor-

relation functions (i.e., i 6= j). We will return to explicit
extensions and applications in Sections VII A 2 and IX.

V. THERMALIZATION BOUNDS IN THEORIES
WITH NO CONNECTED CORRELATORS

Nearly all of the results in this paper apply to sys-
tems harboring rather general interactions and correla-
tions. Before returning to study these, we briefly discuss
the simplest possible case in which the Hamiltonian is a

sum of uncorrelated few body decoupled terms {H̃H
i′ }

N ′

Λ

i=1
(Eq. (14)). The number of these non-interacting terms
N ′

Λ may generally differ from the total number of parti-
cles or sites NΛ. This situation is not merely academic.
In many interacting theories (e.g., Fermi liquids that we
will briefly discuss in Section XIV), the system can be
cast in terms of non-interacting particles with renormal-
ized masses, charges, and other parameters. For such
decoupled systems, we may work with a decomposition
of the global Hamiltonian in the form of Eq. (14) for

which Tr
(

ρcanonicalΛ

(

H̃H
i′ H̃

H
j′

))

= Tr
(

ρcanonicalΛ

(

H̃H
i′

))

×
Tr
(

ρcanonicalA

(

H̃H
j′

))

. Since the temperature T and the

constant volume heat capacity C
(Λ)
v determine the vari-

ance of the global Hamiltonian HΛ of the entire system

Λ, when the Hamiltonians {H̃H
i′ }

N ′

Λ

i=1 in the sum of Eq.
(14) are uncorrelated,

kBT
2C(Λ)

v = Tr
(

ρcanonicalΛ (∆HΛ)
2
)

=

N ′

Λ
∑

i′=1

Tr

(

ρcanonicalΛ

(

∆H̃H
i′

)2
)

. (38)

Thus, from Eq. (21),

4

~2
kBT

2C(Λ)
v ≥

N ′

Λ
∑

i′=1

〈

dQH
i

dt

〉2

σ2
QH

i′

. (39)

If {QH
i′ } are bounded operators, ||QH

i′ || ≤ ||Q|| then
σ2
QH

i′
≤ ‖Q‖2, and the global rate of change, averaged

over all local observables,

4||Q‖2kBT 2cv
~2

≥ 1

N ′
Λ

N ′

Λ
∑

i′=1

∣

∣

∣

∣

〈

dQH
i′

dt

〉∣

∣

∣

∣

2

. (40)

Here, cv ≡ C(Λ)
v

N ′

Λ
is the bona fide thermodynamic specific

heat (not the effective local heat capacity Cv,i of the ear-
lier Sections).

As we will discuss in Appendix H, apart from decou-
pled systems that we focused on in this Section, the
bound of Eq. (40) will also rigorously hold for interact-
ing systems that are Reflection Positive. More generally,
Eq. (40) applies to all systems in which all connected
pair correlation functions between the local Hamiltoni-

ans {H̃H
i′ }

N ′

Λ
i=1 (whose sum forms the total Hamiltonian

(Eq. (14))) are positive semi-definite. In Section XIV),
we will derive universal low temperature bounds on the
dynamics that follow from Eq. (40).

VI. NON-RELATIVISTIC VELOCITY BOUNDS

Some of the discussion in the preceding Sections might
seem a bit artificial inasmuch as the actual physics may
be concerned. We next explicitly put our formalism to
real use in order to arrive at concrete bounds on var-
ious physical quantities. In this Section, we will im-
prove and expand on a derivation provided in [10] on
how quickly particles may move in thermal equilibrium
of a non-relativistic system. Our result of Eq. (43)
implies a bound suggested and extensively empirically
tested by [20] for the particular case of a solid in which
atomic displacements are bounded (satisfying the Linde-
mann bound [134]).

We consider a system of non-relativistic particles of
mass m in d spatial dimensions interacting via general
(not necessarily two-particle nor local) position depen-
dent forces. In order to derive the velocity bound, we
will choose Qi = riℓ to be the position coordinate for any
fixed arbitrary Cartesian label ℓ = 1, 2, . . . , d and particle
index i = 1, 2, . . . , NΛ. In the absence of magnetic fields,
the Hamiltonian is a sum of kinetic and potential terms,
HΛ = K +V with the potential energy V = V ({ri}) be-
ing a general function depending on spatial coordinates
(and thus commuting with Qi). There is only a single
term in the Hamiltonian HΛ that does not commute with
QH

i , namely,

H̃H
i (t) =

(

pHiℓ (t)
)2

2m
. (41)

A. Expectation values of the velocities

At low temperatures, the effective heat capacities Cv,i

(as well as the thermodynamic heat capacity C
(Λ)
v ) may

be strongly suppressed relative to its classical value due
to quantum effects. This is explicitly illustrated in the
solvable harmonic solid example of Appendix L 1, see,
e.g., Eq. (L12 in particular). In what follows, we obtain
exact generous upper velocity bound in general (not nec-
essarily solvable) non-relativistic systems by considering
their semiclassical limit.

With the convention of Eq. (10), inserting the Hamil-
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tonian of Eq. (41) into Eq. (23), we arrive at

~
2

4

(

σrH
iℓ

)−2
∣

∣

〈

drHiℓ /dt
〉∣

∣

2 ≤ kBT
2Cv,i. (42)

At sufficiently high temperatures where the classical
equipartition theorem applies, the effective heat capac-
ity (Eq. (24) that is associated with the kinetic term of
Eq. (41) is Cv,i = kB/2. Thus, at these temperatures,
Eqs. (23,24,25) imply that

(

σrH
iℓ

)−2 ∣
∣

〈

drHiℓ /dt
〉∣

∣

2
1/2

≤ kBT
√
2

~
. (43)

For an isotropic medium, the ratio on the lefthand side
of Eq. (43) is the same for all Cartesian directions ℓ and,
consequently, we may drop this subscript. As discussed
in Sections III and IVA, in ergodic systems, instead of
performing the global average of Eq. (10), we may alter-
natively use the expectation value as computed with the

long time average density matrix ρlong−time−average
Λ that

appeared on the righthand side of Eqs. (8, 12). If we
do so then, on the lefthand side of Eq. (43), we may
further drop the Heisenberg picture superscript H and
the angular brackets denoting the average with ρΛ. In
Table I, we contrast the bound of Eq. (43) with empiri-
cal values of Aluminum assuming a constant value of the
individual particle (i) fluctuations σrH

iℓ
. At melting, the

magnitude of the fluctuations σrH
iℓ

in the crystal is given

by the product of the Lindemann constant and the lat-
tice constant. In a semiclassical gas or fluid, one may
similarly expect that, at any moment in time, the fluc-
tuation σrH

iℓ
of the single particle location evaluated with

ρΛ to be smaller than the inter-particle spacing. For an
isotropic medium, assuming constant σrH

iℓ
, the inequality

of Eq. (43) becomes a bound on the particle root mean
square (rms) speed. Since, in a classical system, the rms

speed is set by
√

kBT/m, Eq. (43) implies bounds on
the fluctuations σrH

iℓ
of the single particle locations. We

will turn to these shortly.
We pause momentarily to make general remarks on the

physical meaning of our respective exact and approxi-
mate bounds of Eqs. (42,43) and to contrast these with
other known bounds. The fundamental Lieb-Robinson
bounds [96–101] establish “speed limits” on the propa-
gation of information (or, equivalently, on correlations),
and thus on (quasi)particle speed in lattice systems hav-
ing short range interactions of bounded norm that are de-
fined in finite dimensional Hilbert spaces. By contrast,
the bounds of Eqs. (42,43) and their extensions (elab-
orated on in substantial detail in the next subsections
and in Appendix G) do not, generally, require these con-
straints nor, as we will demonstrate in this work, are they
solely confined to to the realm of speed limits. Qualita-
tively, the finite energy fluctuations at any physical (i.e.,
non-divergent) temperature provide a cutoff on the possi-
ble velocities that plays the role of the norm of operators
for which the standard Lieb-Robinson bounds apply. In

the limit of infinite temperatures for bounded operators,
we can replace the standard deviation of the effective lo-
cal Hamiltonians H̃H

i′ by their operator norm (i.e., we
may replace kBT

2Cv,i in Eq. (42) by the bounded op-

erator norm ||H̃H
i′ ||2). This leads to a bound which is

slightly more similar to the standard, temperature inde-
pendent, Lieb-Robinson type inequality on the speed. In
a solid, the standard deviation of atomic displacements
σrH

iℓ
is bounded from above by the lattice constant times

a factor of order unity (the Lindemann ratio). This, in
turn, yields a bound on the velocities 〈viℓ〉. In Appendix
G we will illustrate that Eq. (43) further suggests that
high temperature thermal equilibrium is possible only if
the global average (σ̄rH

iℓ
) of the single particle position

standard deviations satisfies the inequality

σ̄rH
iℓ
≥ ~√

2mkBT
=

λT
2
√
π
. (44)

Here, λT is the thermal de-Broglie wavelength of Eq. (5).
At general temperatures, the standard deviation σrH

iℓ

is not a consequence of zero-point quantum fluctuations.
Rather, σrH

iℓ
represents the standard deviation of the ℓ-

th Cartesian position coordinate of particle i when it is
computed with the full (finite temperature) density ma-
trix ρΛ. As such, this standard deviation of the position
is typically dominated, at high temperatures, by classical
thermal fluctuations.
As we will emphasize in Appendix E and illustrate in

a trivially solvable example in Appendix L 1, the choice
of the local Hamiltonian of Eq. (41) is not unique. Other
local Hamiltonians may be chosen as those that drive the
dynamics of the spatial coordinates. For certain systems
(e.g., the harmonic oscillator of Appendix L 1), some of
these other local Hamiltonians may yield bounds that are
even stronger than those derived in the current subsec-
tion.

B. Expectation values of higher moments of the
velocity

In this subsection, we will employ the inequalities of
Section IVB to bound higher moments of the velocities.
As the reader may anticipate, no essential changes will
appear in the final results as compared to the above
bounds for the expectation value of the velocity itself.
The virtue of even moments of the velocity is that they
do not vanish when computed with the canonical ensem-
ble probability density.

1. Compact coordinates

We briefly discuss the velocity bounds associated with
compact coordinates. We consider a compact self-adjoint
operator qi of bounded norm ||qi|| ≤ ||q|| that is a pe-
riodic function of an angular coordinate ϕ associated
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with a principal moment of inertia tensor component.
For deriving bounds on its rate of change, we will fol-
low our earlier inequalities setting QH

i = qHi therein.
Now, the dynamics of qHi are generated by the kinetic

H̃H
i = (pHϕ )2/(2Iϕ) with p

H
ϕ ≡ JH

z being an angular mo-
mentum operator (where the z direction is the one about
which the rotation angle ϕ is defined and Iϕ is the corre-
sponding moment of inertia component). We then have

〈(dqHi
dt

)2〉

≤ 4

~2

〈(

∆H̃H
i

)2〉∣
∣

∣

∣

∣

∣q

∣

∣

∣

∣

∣

∣

2

≡ 4kBT
2Cv,i

~2

∣

∣

∣

∣

∣

∣q

∣

∣

∣

∣

∣

∣

2

. (45)

Similar to our earlier velocity bound of Section VIA, the
effective local heat capacity Cv,i is that associated with
the kinetic energy yet now involving a single angular de-
gree of freedom. Here, too, in the classical high tem-
perature limit Cv,i = kB/2. Thus, at sufficiently high
temperatures where the equipartition theorem applies,

〈(dqHi
dt

)2〉

≤ 2
(kBT

~

)2

||q||2. (46)

Eq. (46) affords a higher moment inequality relative to

that presented in [10] (in which the average
∣

∣

∣

〈

dqHi
dt

〉∣

∣

∣ was

bounded).

2. Cartesian coordinates

Next, we turn to bounds on linear velocities. As dis-
cussed in Section IVB, in the semiclassical limit, Eq. (28)
implies Eqs. (1, 21). Thus, in this regime, we will re-
produce the bounds of Section VIA. Different from Sec-
tion VIA, in the high temperature semiclassical regime,
our results will be rigorous; we will not need to invoke
any assumptions concerning relations between higher lo-
cal square momentum and more pronounced localization.
To elucidate the derivation of the general bound, we set,
as in Section VIA, QH

i = rHil with the local Hamiltonian
of Eq. (41) generating its dynamics. In the semiclassical
limit, we may replace averages of the type of Eq. (27)
when these are evaluated by the canonical density matrix
of Eq. (6) by trivial phase space averages,

Tr(ρcanonicalΛ H̃H
i ∆QH

i H̃
H
i ∆QH

i )

=

∫

ddNΛr ∆r2il e−βV (r1,···rN )

∫

ddNΛr e−βV (r1,···rN )

×
∫

dpil
p2
il

2m e−β
p2
il

2m

∫

dpil e−β
p2
il

2m

=
kBT

2
Tr(ρclassical canonicalΛ ∆r2il). (47)

In order to avoid complicated notation, in Eq. (47)
and the remainder of this Section, we drop the “H” su-
perscript from the position coordinate fluctuations ∆rHil

whenever classical averages are performed. Similar to the
discussion following Eq. (44), Tr(ρclassical canonicalΛ ∆r2il) is
now the variance of the position coordinate when evalu-
ated with the classical canonical probability density ma-
trix ρclassical canonicalΛ when appropriate at high tempera-
tures. Analogous to the general relation of Eq. (27),
taken together Eq. (26) and Eq. (47) imply that

1

NΛ

NΛ
∑

i=1

〈(drHil
dt

)2〉

≤ 2(kBT )
2

~2
Tr(ρclassical canonicalΛ ∆r2il). (48)

Since, classically,

1

NΛ

NΛ
∑

i=1

〈(drHil
dt

)2〉

= Tr
(

ρclassical canonicalΛ

(dril
dt

)2)

=
kBT

m
, (49)

we arrive at an analog of Eq. (44) in the semiclassical
limit. That is, in thermal equilibrium, combining Eqs.
(48, 49) at sufficiently high temperatures where the sys-
tem becomes semiclassical, the average square particle
displacements are strictly bounded,

1

NΛ

d
∑

ℓ=1

NΛ
∑

i=1

〈(∆rHil )2〉 ≥ d
~
2

2mkBT
= d

λ2T
4π
. (50)

As the factor of ~ on the righthand side of Eq. (50)
indicates, quantum fluctuations lead to a lower bound
on the particle displacements.
Following the steps outlined in Section IVB, bounds

on 1
NΛ

∑NΛ

i=1〈
(

drHil
dt

)n

〉 with n > 2 may be reproduced

analogously to those derived for n = 2 above with iden-
tical conclusions. Multiplying all of our velocity inequal-
ities, whether linear or angular, by the mass or moment
of inertia, trivially leads to linear or angular momentum
bounds.

VII. ACCELERATION (AND FORCE) BOUNDS

A. Expectation values of the acceleration

1. General schematics

In this Section, we will set the local quantity QH
i to be

a Cartesian velocity component, QH
i = vHiℓ =

pH
iℓ

m . Once
this is done, Eq. (21) leads to bounds on the acceleration

components aHiℓ =
dvH

iℓ

dt . In what follows, the Cartesian
component index ℓ will be fixed. We consider generic sys-
tems with no external fields that are governed by global
Hamiltonians of the form

HΛ =

NΛ
∑

i=1

p2
i

2m
+

1

2

∑

i,j

V (ri, rj) ≡ K + V. (51)
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As in Section VI, K and V denote, respectively, the
kinetic and potential energy contributions. For such
Hamiltonians HΛ, the minimal H̃H

i ⊂ HΛ that endows
QH

i with dynamics is now

H̃H
i =

∑

j

V
(

rHi (t), rHj (t)
)

≡ V H
i (t). (52)

As in Eq. (51) (and Section IVB), we will employ V to
denote the pair interactions and use V to indicate the
global potential energy. With all of the above in tow,
Eq. (21) now implies a trivial bound on the acceleration,

1

NΛ

NΛ
∑

i=1

Tr
(

ρcanonicalΛ

(

V H
i

)2
)

≥ ~
2

4NΛ

NΛ
∑

i=1

(

Tr
(

ρΛ
dvH

iℓ

dt

))2

Tr
(

ρΛ
(

vHiℓ (t)
)2
) . (53)

Physically, Eq. (53) asserts that the average of the square
of the relaxation rate of the velocities is bounded from

above by the average of 4
~2Tr

(

ρcanonicalΛ

(

V H
i

)2
)

. The sin-

gle particle velocities appear in the denominator of Eq.
(53).

We remark, once again, that (as we will further elabo-
rate on in Appendix E) multiple local Hamiltonians can,
generally, be taken in order to obtain dynamical bounds.
In the current case, using other Hamiltonians instead of
Eq. (52) may, potentially, lead to inequalities that are
more stringent than Eq. (53). We next turn to the con-
sequences of Eq. (53).

2. Diffusion Constant Bounds

Quantum Bounds.
Before proceeding further, we examine, in some detail, a qualitative (and quantitative) corollary of the result that

we just derived. Eq. (53) suggests that, since the velocity cannot relax arbitrarily quickly, there may be an inherent
fundamental lower limit on the rate of change of the velocity autocorrelation function and on the integral of the
velocity autocorrelation function- the diffusion constant. Indeed, a trivial application of Eq. (21) leads to bounds
associated with the diffusion constant in an isotropic medium as computed from the Green-Kubo relation [129, 135]
which expresses the diffusion constant as the integral of the velocity autocorrelation function,

D =

∫ ∞

0

dt Tr(ρcanonicalΛ vHiℓ (t) v
H
iℓ (0))

≡
∫ ∞

0

dt Gv(t). (54)

The autocorrelation function Gv has been very extensively studied in numerous “classical” works, e.g., [136–143]. The
velocity autocorrelation function is positive at short times (decaying from its maximum at time t = 0). Similar to
simple diffusing Brownian particles with Langevin dynamics, in many systems, such as dilute gases, an exponential
decay in t persists at all times and thus Gv is positive semi-definite (vanishing only at asymptotically long times).
However, there are numerous other systems in which Gv(t) may assume negative values. These typically lead to
observed oscillations about zero at long times in solids, liquids, and dense gases in which the oscillatory velocity
autocorrelation may be triggered by restoring forces and caging effects. In liquids and gases, these oscillatory tails
usually do not contribute substantially to the integral of Eq. (54). In solids, oscillations in the velocity autocorrelation
functions may become more dominant. Trivial sign changes of the autocorrelation function also appear for gases in
an external magnetic field due to cyclotron motion. In what follows, we will derive bounds on a related quantity

D+ ≡
∫ tv

0

dt Gv(t). (55)

In Eq. (55), we set tv is the smallest positive time at which Gv vanishes; if Gv > 0 for all finite times then tv = ∞ and
D+ becomes the exact diffusion constant, D+ = D [144]. In the remainder of this subsection, we formalize and apply
the results of Section IVC. Specifically, in the context of our diffusion bounds, we assume similar to our discussion in
Section IVC that, for t ≥ 0, the expectation value

Tr(ρcanonicalΛ (vHiℓ (0))
4)

≥ Tr(ρcanonicalΛ vHiℓ (0)(v
H
iℓ (t))

2vHiℓ (0))). (56)

Analogously, as mentioned above, the expectation value Gv(0) ≥ Gv(t). In equilibrium systems, the maxima of these
expectation values are indeed always achieved at t = 0. We now will derive our exact lower bound on D+ following the
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same recipe provided in Section IVC with all of the details highlighted. Applying Eq. (37) to the canonical density
matrix ρcanonicalΛ ,

∣

∣

∣

dGv

dt

∣

∣

∣=
1

~

∣

∣

∣Tr
(

ρcanonicalΛ [H̃H
i (t), vHiℓ (t)]v

H
iℓ (0)

)∣

∣

∣

=
1

~

∣

∣

∣
Tr
(

ρcanonicalΛ ∆H̃H
i (t)vHiℓ (t)v

H
iℓ (0)

)

− Tr
(

ρcanonicalΛ vHiℓ (t)∆H̃
H
i (t)vHiℓ (0)

)∣

∣

∣

≤ 1

~

( ∣

∣

∣Tr
(

ρcanonicalΛ ∆H̃H
i (t)vHiℓ (t)v

H
iℓ (0)

)∣

∣

∣+
∣

∣

∣Tr
(

ρcanonicalΛ vHiℓ (t)∆H̃
H
i (t)vHiℓ (0)

)∣

∣

∣

)

≤ 1

~

(

√

Tr
(

ρcanonicalΛ

(

∆V H
i (0)

)2
)

√

Tr
(

ρcanonicalΛ vHil (0)
(

vHil (t)
)2
vHil (0)

)

+

√

Tr
(

ρcanonicalΛ vHil (t)
(

∆V H
i (t)

)2
vHil (t)

)

√

Tr
(

ρcanonicalΛ

(

vHil (0)
)2
)

)

≤ 1

~

(

√

Tr
(

ρcanonicalΛ

(

∆V H
i (0)

)2
)

√

Tr
(

ρcanonicalΛ

(

vHil (0)
)4
)

+

√

Tr
(

ρcanonicalΛ vHil (0)
(

∆V H
i (0)

)2
vHil (0)

)

√

Tr
(

ρcanonicalΛ

(

vHil (0)
)2
)

)

,

⇒
∣

∣

∣

dGv

dt

∣

∣

∣≤ 1

~

(

√

Tr
(

ρcanonicalΛ

(

∆V H
i

)2
)

Tr
(

ρcanonicalΛ

(

vHil
)4
)

+

√

Tr
(

ρcanonicalΛ vHil
(

∆V H
i

)2
vHil

)

Tr
(

ρcanonicalΛ

(

vHil
)2
)

)

,

(57)

In the second equality, we implicitly shifted H̃H
i (t) → ∆H̃H

i (t) leaving the commutator unchanged. The subsequent
steps above are identical to those employed in Eqs. (32) and (37). In going from the third to the fourth lines we
employed the Cauchy-Schwarz inequality of Eq. (33) and noted, once again, that what drives the dynamics of vHiℓ (t)

is, as in our earlier calculations, H̃H
i (t) = V H

i . Finally, we inserted Eq. (56) and the time independence of the

equilibrium average Tr
(

ρcanonicalΛ vHil (t)
(

∆V H
i (t)

)2
vHil (t)

)

which allowed us to replace this equilibrium average by its

value at t = 0. In the last line, we made the time independence of our bound explicit.
Since Gv is positive semi-definite in the integration domain of Eq. (55), we have, for times 0 ≤ t ≤ tv, that

Gv(t) ≥ max

{

Gv(0)− t

∣

∣

∣

∣

dGv

dt

∣

∣

∣

∣

max

, 0

}

. (58)

Here,
∣

∣

dGv

dt

∣

∣

max
denotes the maximal derivative over all times t ∈ [0, tv]. Integrating the righthand side of Eq. (58)

yields a precise lower bound

D+ ≥
(

Gv(0)
)2

2
∣

∣

∣

dGv

dt

∣

∣

∣

max

. (59)

Recalling Eq. (57) this, in turn, implies that

D+ ≥ ~

(

Gv(0)
)2

2

(

√

Tr
(

ρcanonicalΛ

(

∆V H
i

)2
)

Tr
(

ρcanonicalΛ

(

vHil
)4
)

+

√

Tr
(

ρcanonicalΛ vHil
(

∆V H
i

)2
vHil

)

Tr
(

ρcanonicalΛ

(

vHil
)2
)

)−1

.

(60)

The inequality of Eq. (60) is exact for general Hamiltonians of the form of Eq. (51). In its derivation, we made
no appeal to any approximation. We will shortly examine its semiclassical limit. Before doing so, we make several
qualitative comments. As the factor of ~ in the numerator Eq. (60) makes plain, this is an inherently quantum
limit on the diffusion capturing quantum fluctuations. Quantum dynamics (in the form of Heisenberg’s equations of
motion in the current derived bound on D+ manifestly contain a factor of ~) may trigger fluctuations that prohibit
the diffusion constant from vanishing. In effect, in deriving the bound, we have examined the time integral of a
velocity autocorrelation function that drops with a maximal allowed slope from its value at time t = 0 to zero within
a minimal time tv = tmin given by our uncertainty inequalities.
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Semiclassical Bounds.
Semiclassically, the above bound simplifies further. Returning to Eq. (57), we explicitly write in this limit,

∣

∣

∣

dGv

dt

∣

∣

∣=
1

~

∣

∣

∣Tr
(

ρcanonicalΛ [∆H̃H
i (t), vHiℓ (t)]v

H
iℓ (0)

)∣

∣

∣

=
1

~

∣

∣

∣Tr
(

ρcanonicalΛ ∆H̃H
i (t)vHiℓ (t)v

H
iℓ (0)

)

− Tr
(

ρcanonicalΛ vHiℓ (t)∆H̃
H
i (t)vHiℓ (0)

)∣

∣

∣

≤ 2

~
max

{ ∣

∣

∣Tr
(

ρcanonicalΛ ∆H̃H
i (t)vHiℓ (t)v

H
iℓ (0)

)∣

∣

∣ ,
∣

∣

∣Tr
(

ρcanonicalΛ vHiℓ (t)∆H̃
H
i (t)vHiℓ (0)

)∣

∣

∣

}

∼ 2

~

∣

∣

∣
Tr
(

ρclassical canonicalΛ ∆H̃H
i (t)vHiℓ (t)v

H
iℓ (0)

)∣

∣

∣
=

2

~

∣

∣

∣
Tr
(

ρclassical canonicalΛ vHiℓ (t)∆H̃
H
i (t)vHiℓ (0)

)∣

∣

∣
. (61)

Here, ∼ highlights where the semiclassical limit first appears. Each of the two (identical) classical averages appearing
in the last line line may be bounded via (sequential applications of) the Cauchy-Schwarz inequality. Specifically,
for any three Hermitian operators A,B and C that, in all expectation values, mutually commute with one another
(including, trivially, physical observables in the classical averages that we are considering),

∣

∣Tr
(

ρclassical canonicalΛ ABC
)∣

∣ ≤
√

Tr
(

ρclassical canonicalΛ A2
)

√

Tr
(

ρclassical canonicalΛ B2C2
)

≤
√

Tr
(

ρclassical canonicalΛ A2
)

4

√

Tr
(

ρclassical canonicalΛ B4
)

4

√

Tr
(

ρclassical canonicalΛ C4
)

. (62)

Since the classical average is invariant under all permutations of A,B and C (e.g., those appearing in the last line of
Eq. (61)), the tightest upper bound on the product is formed by the smallest of the resulting Cauchy-Schwarz bounds
of Eq. (62). That is,

∣

∣Tr
(

ρclassical canonicalΛ ABC
)∣

∣

≤ 4

√

Tr
(

ρclassical canonicalΛ A4
)

4

√

Tr
(

ρclassical canonicalΛ B4
)

4

√

Tr
(

ρclassical canonicalΛ C4
)

×min







√

Tr
(

ρclassical canonicalΛ A2
)

4

√

Tr
(

ρclassical canonicalΛ A4
)

,

√

Tr
(

ρclassical canonicalΛ B2
)

4

√

Tr
(

ρclassical canonicalΛ B4
)

,

√

Tr
(

ρclassical canonicalΛ C2
)

4

√

Tr
(

ρclassical canonicalΛ C4
)







. (63)

We recapitulate that in this simple general inequality we take the min (or max when the commutator appears in the
denominator) in order to obtain the tightest bounds. Any one of the factors inside the argument of the min would,
on its own, yield a valid inequality.
In the high temperature classical limit, given the Hamiltonian of Eq. (51), the probability distribution ρclassical canonicalΛ

is Gaussian in the velocities. Thus, the (time independent) thermal averages of (vHiℓ )
2 and (vHiℓ )

4 are, respectively,

given by Gv(0) =
kBT
m and Tr(ρclassical canonicalΛ (vHiℓ )

4) = 3
(

kBT
m

)2

. Inserting (i) A = ∆H̃H
i (t) = ∆V H

i (t), B = vHiℓ (t),

and C = vHiℓ (0) (or any permutation thereof) into Eq. (63), (ii) Invoking Eq. (59), (iii) recognizing the time
independence of equilibrium averages of the terms in the resulting bound, and (iv) the above noted temperature
dependent equilibrium averages of (v2iℓ) and (vHiℓ )

4 leads to

D+ ≥ ~kBT

4
√
3 m 4

√

Tr
(

ρclassical canonicalΛ

(

∆V H
i

)4
)

max















4

√

Tr
(

ρclassical canonicalΛ

(

∆V H
i

)4
)

√

Tr
(

ρclassical canonicalΛ

(

∆V H
i

)2
)

,
4
√
3















. (64)

This inequality hints at a possible bound on the viscosity in such equilibrated systems. Indeed, whenever the Stokes-
Einstein relation holds for high temperature thermal liquids of spherical particles of radius R, Eq. (64) (strictly
speaking, a bound on D+ not on the diffusion constant D) further suggests an upper bound on the viscosity set by the
reciprocal of Planck’s constant,

η =
kBT

6πRD
.

2m 4

√

Tr(ρclassical canonicalΛ (∆V H
i )4)

π
√
3 R ~

min















√

Tr
(

ρclassical canonicalΛ

(

∆V H
i

)2
)

4

√

Tr
(

ρclassical canonicalΛ

(

∆V H
i

)4
)

,
1
4
√
3















.

(65)

A sufficiently high value of the viscosity might thus point to a necessary violation of the Stokes-Einstein relation.
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In systems with bounded interactions,
Tr
(

ρcanonicalΛ

(

∆V H
i

)p) ≤ ||V H
i ||p, with p being a

natural number, while, in the classical limit, for power
law interactions, Tr

(

ρclassical canonicalΛ

(

∆V H
i

)p)
scales as

(kBT )
p. Eq. (64) is a rigorous semiclassical bound

on D+ and thus a bound on the diffusion constant D
when all substantial velocity autocorrelation functions
Gv(t) contributing to Eq. (54) are positive or, far
more generally, when the integral of Eq. (54) may be
bounded by a finite dimensionless constant AD = O(1)
multiplying Eq. (55) (i.e., D ≥ AD D+). As reviewed at
the start of this subsection, in most systems [136–142],
the oscillations of Gv at long times are not the dominant
contributions to the integral of Eq. (54) and thus the
above bound with a constant AD (close to 1) applies.
We caution that the negative velocity autocorrelation
function contributions to the integral of Eq. (54) may
render the real diffusion D constant smaller than D+

(Eq. (55)) and thus our bound to it. Indeed, in the
solid phase, oscillatory velocity autocorrelation functions
of the ions are anticipated. Accordingly, the diffusion
constants in crystalline systems become far smaller than
D+. However, in all fluids and gases that we examined,
our rigorous semiclassical bound on D+ was also a
bound on the diffusion constant D (see, e.g., Table I
for water). In Section IXA, we will extend the above
derivation to other general transport coefficients.
Section XIIC, premised on a conjectured link between

chaos bounds and autocorrelation functions, suggests a
general qualitative bound for the diffusion constant, vis-
cosities, and other transport coefficients.

3. Acceleration bounds in semiclassical systems

We now return to derive general bounds on particle ac-
celerations. In what follows, we write, following the defi-

nition in Eq. (22), Tr
(

ρΛ
(

vHiℓ (t)
)2
)

≡ v2 + δ
(

(

vHiℓ
)2
)

where v2 marks the system wide average of a squared lin-
ear velocity component (ℓ). By the classical equipartition
theorem, at high temperatures, regardless of the specifics
of the interactions, the global average of the square par-
ticle velocity, v2 ≡ Tr

(

ρclassical canonicalΛ v2iℓ
)

= kBT
m . For

operators V H
i that are of bounded norm, we have from

Eq. (53),
〈

aHiℓ
〉2 ≤ 4||V H

i ||2
~2

(

kBT
m + δ

(

(

vHiℓ
)2
))

. Since

(identically)
∑NΛ

i=1 δ
(

(

vHiℓ
)2
)

= 0, in the high tempera-

ture when the classical equipartition is valid, averaging
this local bound over all sites (or particles) i,

〈

aHiℓ
〉2 ≤ 4kBT ‖V H

i ‖2
m~2

. (66)

Eq. (66) constitutes a universal bound on the average
squared acceleration. Similar to the discussion following
Eq. (43), we may replace the global average of Eq. (10)

by the long time average density matrix ρlong−time−average
Λ .

In we do so then we will remove the Heisenberg picture

superscript H and the angular brackets marking the av-
erage with ρΛ on the lefthand side of Eq. (66).
Further yet, sans any global averages, we have the ex-

act inequality

〈aHiℓ 〉2 ≤ 4

~2
σ2
V H
i (t)σ

2
vH
iℓ
(t), (67)

where, as throughout this work, the simply denoted vari-
ances on the righthand side of Eq. (67) are computed
with the density matrix ρΛ. In the high temperature
(i.e., classical) limit, the variance of the velocity for any
systems with a Hamiltonian of the form of Eq. (51),

1

NΛ

NΛ
∑

i=1

σ2
vH
iℓ
(t) =

kBT

m
. (68)

If, for energy densities set by the temperature T in the
region of interest, the potential energy varies as a power
law of the spatial distances then, in the semiclassical limit
where computations with the classical canonical ensem-
ble are valid, both the average kinetic and average poten-
tial energies will scale linearly in the temperature T . In
such instances, if the potential and kinetic energies are
comparable, we may, for the said temperatures T , bound
the variance of H̃H

i by that of the local kinetic energy

term KH
i =

(pH
iℓ(t))

2

2m times (in the regime where classi-
cal canonical averages may be performed) a temperature
independent constant C that is of order unity, i.e.,

NΛ
∑

i=1

σ2
H̃H

i

≤ C

NΛ
∑

i=1

σ2
KH

i
. (69)

This yields

〈aHiℓ 〉2 ≤ 4

~2NΛ

NΛ
∑

i=1

σ2
H̃H

i (t)
σ2
vH
iℓ
(t) ≤

2C(kBT )
3

m~2
. (70)

The largest upper bound in Eq. (70) applies when the
global average of Eq. (68) may be invoked in the inequal-
ities of Eqs. (67, 69).

B. Expectation values of higher moments of the
acceleration and force

As discussed in Section IVB, in the semiclassical limit,
Eq. (28) is equivalent to Eqs. (1, 21). Thus, in semi-
classical regime, we will reproduce the results of Section
VIIA. Indeed, in the high temperature limit, with QH

i

set equal to the particle velocity components, Eq. (28)
becomes

1

NΛ

NΛ
∑

i=1

〈(dvHil
dt

)2〉

≤ 4kBT
2Cv,i

~2
Tr(ρclassical canonicalΛ (∆vHil )

2)

=
4k2BT

3Cv,i

m~2
. (71)
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In the last line of Eq. (71), we invoked, as
we have earlier, the high temperature average,
Tr(ρclassical canonicalΛ (∆vHil )

2) = kBT
m . Here, kBT

2Cv,i =

Tr(ρclassical canonicalΛ (H̃H
i )2) with, as in Section VIIA,

H̃H
i =

∑

j V
(

rHi , r
H
j

)

≡ V H
i . For a pair potential V that

is of a general power law form in the coordinates, the
classical variance Tr(ρclassical canonicalΛ (V H

i )2) is quadratic
in (kBT ). For interactions ||V H

i || of bounded norm, Eq.
(71) trivially implies a bound on the average squared ac-

celeration, 1
NΛ

∑NΛ

i=1

〈(

dvH
il

dt

)2〉

≤ 4kBT ||V H
i ||2

m~2 . Similar

to the closing discussion of Section VIB, we remark that

bounds on the expectation values of
(

drHil
dt

)n

with n > 2

may be reproduced analogously to those derived for n = 2
above (Section IVB).
Since the force on the i-th particle, fHi = maHi , all of

the above bounds on the acceleration translate into those
on the forces in systems that are in thermal equilibrium.
Thus, e.g., in such systems with bounded potentials, we
trivially have

1

NΛ

NΛ
∑

i=1

〈(

fHil

)2〉

≤ 4mkBT ||V H
i ||2

~2
. (72)

In general spatial dimension d, the upper bound on the
average squared force per particle is, trivially, d times
larger than that of Eq. (72) for a particular Carte-
sian component of the force. Similar to Eq. (50), we
can write the ratio of the upper bound on the average
squared force of Eq. (72) to the square norm of the
local effective potential energy ||V H

i ||2 in terms of the
thermal de-Broglie wavelength λT of Eq. (5). That is,

1
NΛ

∑NΛ

i=1

〈(

fHil

)2〉

/||V H
i ||2 ≤ 8π/λ2T . In Section X and

Appendix I, we will very generally demonstrate that,
in semiclassical thermal systems, gradients of arbitrary
functions divided by the functions themselves (i.e., the
derivatives of the logarithm of general functions) can-
not have a norm exceeding O(1/λT ). This constraint is
consistent with the result of Eq. (72) when this gen-
eral function is taken to be V H

i (for which the partial
derivatives are the force components fHiℓ ). We emphasize
that, given our derivation employing the uncertainty in-
equalities, in all of the bounds derived in this Section,

the norm ||V H
i (t)|| as well as

√

Tr(ρclassical canonicalΛ (V H
i )2)

may be replaced by the standard deviation of H̃H
i = V H

i

evaluated with the classical canonical probability density.
As in Section VIB 1, all of the bounds derived for the

linear acceleration may be replicated for the angular ac-
celeration (and, following a multiplication by the moment
of inertia, on the torque).

VIII. BOUNDS ON ACCELERATION (AND
FORCE OR STRESS) RATES

We will now derive bounds on the rates of change of the
acceleration (and hence on the force or stress) rates. To-

wards this end, we first note that given the general many
body Hamiltonian of Eq. (51). With, as in Section VII,
aHiℓ , the ℓth Cartesian component of the acceleration of
the i-th particle, the Heisenberg (essentially Newtonian)
equations of motion read

aHiℓ = − 1

m

∂V H
i

∂rHiℓ
= − 1

m

∂Vi({rHj })
∂rHiℓ

. (73)

Eq. (73) is written so as to elucidate that the mini-
mal local Hamiltonian V H

i determining the acceleration
of particle i is none other than the static function Vi of
the time dependent Heisenberg picture position opera-
tors {rHj }. Thus, the time derivatives of the acceleration
components are

daHiℓ
dt

= − 1

m

∑

jℓ′

drHjℓ′

dt

∂2V H
i

∂rHiℓ ∂r
H
jℓ′

= − 1

m

∑

jℓ′

pHjℓ′

m

∂2V H
i

∂rHiℓ ∂r
H
jℓ′

=
i

~
[
∑

jℓ′

(pHjℓ′ )
2

2m
, aHiℓ ]. (74)

As Eq. (74) makes clear, the relevant minimal local
Hamiltonian that evolves the acceleration of particle i

in time is H̃H
i =

∑

jℓ′
(pH

jℓ′
)2

2m . The pertinent particles j

(and Cartesian components ℓ′) appearing in the latter
sum are of those particles j that interact with particle
i with non-negligible gradients (relative to the Cartesian
components ℓ′ of rHj ) so that they have substantial con-
tributions to the sum in Eq. (74). Eq. (74) thus implies
Eq. (17) with the said identification of the appropriate

Hamiltonian of H̃H
i =

∑

j

(pH
jℓ)

2

2m for our local quantity

of interest currently being the acceleration, QH
i = aHiℓ .

From Eq. (21),

Tr
(

ρcanonicalΛ

(

∑

jℓ′

(pHjℓ′ )
2

2m

)2
)

−
(

Tr
(

ρcanonicalΛ

∑

jℓ′

(pHjℓ′)
2

2m

))2

≥ ~
2

4NΛ

NΛ
∑

i=1

(

Tr
(

ρΛ
daH

iℓ

dt

))2

Tr
(

ρΛ
(

∆aHiℓ
)2
) . (75)

We now consider the case when there is a finite number
of terms k that appear in the (jℓ′) sums of Eqs. (73, 74)

(and thus of the kinetic energy sum H̃H
i =

∑

jℓ′
(pH

jℓ′
)2

2m ).
For a system in d spatial dimensions, in which each par-
ticle interacts with z other particles, k = zd. (We refer
to z as the “effectvive coordiation number”. The latter
may diverge in systems with long range interactions.) For
the full many body Hamiltonian HΛ of Eq. (51), in the
classical limit,

Tr
(

ρclassical canonicalΛ

(

∑

jℓ′

(pHjℓ)
2

2m

)2
)

−
(

Tr
(

ρclassical canonicalΛ

∑

jℓ′

(pHjℓ)
2

2m

))2

=
k(kBT )

2

2
. (76)
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Substituting Eq. (76) into the upper bound of Eq. (75),

2k
(kBT

~

)2

≥ 1

NΛ

NΛ
∑

i=1

(

Tr
(

ρΛ
daH

iℓ′

dt

))2

Tr
(

ρΛ
(

∆aHiℓ′
)2
) . (77)

For systems with finite range interactions, k is finite.
When the pair interactions are long ranged, we may
truncate k at finite values at the price of increasing
error in the evaluation of both the numerator and
denominator of Eq. (76) from Eq. (74) and Eq. (73)
respectively. Heisenberg’s equations of motion for the
system of uniform masses reproduce the Newtonian
ones and we may replace aHiℓ′ by the ℓ′-th Cartesian

component of the force fHi acting on the i-th particle
(i.e., aHiℓ′ → fHiℓ′ = maHiℓ′). In other words,

• Eq. (77) implies that, in semiclassical thermal
equilibrium, force components cannot, on average,
fluctuate at a rate exceeding kBT

~

√
2k.

In an analogous manner, force contributions to the
temporal rate of change of general continuum stress ten-
sor components may be similarly bounded.
We conclude this Section by reiterating yet again that,

as stressed in Appendix E, numerous Hamiltonians other
than the below minimal H̃H

i may be considered. In vari-
ous instances, these might to bounds stronger than those
derived above.

IX. BOUNDS ON GENERAL TRANSPORT COEFFICIENTS

In Section IVC, we illustrated how bounds on the time derivatives of general autocorrelation functions may be
derived. Building on this, a particular Green-Kubo relation [129, 135] was invoked in Section VII A 2 to examine the
diffusion constant. In this Section, we sketch what occurs for general transport coefficients γ in local theories and
illustrate how this may be applied to viscosity and electrical conductivity bounds.

A. General formalism

Generally, the Green-Kubo relations connect transport coefficients to integrals of the autocorrelation functions of
the time derivatives of operators Y H (see Table II),

γ =

∫ ∞

0

dt Tr(ρcanonicalΛ Ẏ H(t) Ẏ H(0))

≡
∫ ∞

0

dt GẎ (t). (78)

Similar to Section VII A 2, we will bound

γ+ ≡
∫ tẎ

0

dt GẎ (t), (79)

with tẎ denoting the smallest positive time at which GẎ (t) vanishes. In what follows, we extend the analysis of
Section VII A 2 in order to bound general transport coefficients. Specifically, we will consider observables that are
global averages of local quantities (see Table II),

Y H =
n

NΛ

NΛ
∑

i=1

Y H
i , (80)

with n ≡ NΛ/V being the number density of Eq. (3). Here, as in Section VII A 2, V marks the volume. In Eq. (80),
{Y H

i } are local operators associated with individual particles i. For instance (see Table II), for the shear viscosity

(η), the relevant local single particle operator is Y i
H = rHiℓ p

H
iℓ′ (and Ẏ

H
i is the sum of a local kinetic Hamiltonian and

a virial). We associate, as in the earlier Sections, with each such local Y i
H a local Hamiltonian H̃H

i .

Quantum Bounds.
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We now invoke the uncertainty relation of Eq. (16) with QH
i (t) = (Ẏ H(t)Ẏ H(0)). Doing so, we have

γ+ ≡
∫ tẎ

0

GẎ (t
′)dt′

=

∫ tẎ

0

Tr(ρcanonicalΛ Ẏ H(0)Ẏ H(t′))dt′

≥ 1

2
GẎ (0)tmin. (81)

Here, tmin denotes the time for GẎ to drop from its maximal value at time t = 0 to zero if GẎ (0) were to vary
with time at the highest rate allowed by the uncertainty relations. Similar to Section VIIA 2, we will find tmin by
bounding, from above, the time derivative of GẎ and then examining the minimal time required for GẎ to drop from

its value at t = 0 to its vanishing value t = tẎ assuming this maximal allowed drop of Gv(t). By particle symmetry,
all of the pair correlators

Tr(ρcanonicalΛ (Ẏ H
i (t))(Ẏ H(0))) (82)

are particle i independent.

Putting all of the pieces together, we arrive at a bound on the minimal drop-off time tmin appearing in Eq. (81),

1

tmin
= max

t

∣

∣

∣

Tr(ρcanonicalΛ

∑NΛ

i=1
d
dt (Ẏ

H
i (t))Ẏ H(0))

Tr(ρcanonicalΛ

∑NΛ

i=1(Ẏ
H
i (0)Ẏ H(0)))

∣

∣

∣ = max
t

∣

∣

∣

Tr(ρcanonicalΛ
d
dt (Ẏ

H
i (t))Ẏ H(0))

Tr(ρcanonicalΛ (Ẏ H
i (0)Ẏ H(0)))

∣

∣

∣, (83)

where we used the i independence of the ratio in Eq. (82). For each of the operators {Y H
i }NΛ

i=1,

∣

∣

∣Tr(ρcanonicalΛ

d

dt
(Ẏ H

i (t))Ẏ H(0))
∣

∣

∣ =
1

~

∣

∣

∣Tr(ρcanonicalΛ [∆H̃H
i (t), Ẏ H

i (t)]Ẏ H(0))
∣

∣

∣

≤ 1

~

(

√

Tr
(

ρcanonicalΛ

(

∆H̃H
i (t)

)2
)

Tr
(

ρcanonicalΛ Ẏ H
i (t)

(

Ẏ H(0)
)2
Ẏ H
i (t)

)

+

√

Tr
(

ρcanonicalΛ

(

Ẏ H(0)
)2
)

Tr
(

ρcanonicalΛ Ẏ H
i (t)

(

∆H̃H
i (t)

)2
Ẏ H
i (t)

)

)

, (84)

where we invoked Eq. (33) for the two terms (Tr(ρcanonicalΛ ∆H̃H
i (t)Ẏ H

i (t)Ẏ H(0))) and (Tr(ρcanonicalΛ Ẏ H
i (t)∆H̃H

i (t)Ẏ H(0))

whose difference constitutes the expectation value Tr(ρcanonicalΛ [∆H̃H
i (t), Ẏ H

i (t)]Ẏ H(0)). From Eqs. (81,83,84), ex-

plicitly underscoring the time independence of the canonical equilibrium average of Tr
(

ρcanonicalΛ

(

∆H̃H
i (t)

)2
)

and

Tr
(

ρcanonicalΛ Ẏ H
i (t)

(

∆H̃H
i (t)

)2
Ẏ H
i (t)

)

, we have

γ+ ≥ ~

2
GẎ (0)

∣

∣

∣Tr
(

ρcanonicalΛ Ẏ H
i (0)Ẏ H(0)

)∣

∣

∣×
(

√

Tr
(

ρcanonicalΛ

(

∆H̃H
i (0)

)2
)

Tr
(

ρcanonicalΛ Ẏ H
i (t)

(

Ẏ H(0)
)2
Ẏ H
i (t)

)

+

√

Tr
(

ρcanonicalΛ

(

Ẏ H(0)
)2
)

Tr
(

ρcanonicalΛ Ẏ H
i (0)

(

∆H̃H
i (0)

)2
Ẏ H
i (0)

)

)−1

. (85)

This general bound constitutes an analog of Eq. (60)
for transport coefficients associated with global YH that
are of the form of Eq. (80). Similar to our discussion in
the earlier Sections, we may invoke Eq. (24) to explic-
itly express the bound in terms of an effective local heat

capacity and the temperature. We underscore that in
systems with local interactions, the requisite {H̃H

i } are
local for the typical operators {Y H

i } appearing in Table
II. In Secions IXB and IXC, we discuss applications of
the above derived inequalities for obtaining lower bounds
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on the bulk and shear viscosities and electrical conduc-
tivity. As in Section VIIA 2, we further stress that all
of the bounds derived thus far in this Section apply at
all temperatures and are free of semiclassical approxi-
mations. The factor of ~ in the numerator of Eq. (85)
illustrates that, similar to our particular results for the
diffusion constant, other transport coefficients may be
bounded from below by finite values having their origins

in quantum fluctuations.

Semiclassical Bounds.
We now consider the semiclassical limit. We follow the
same sequence of steps as in Section VIIA 2. Replicating
the steps of Eq. (61) to Eq. (84),

∣

∣

∣Tr(ρcanonicalΛ

d

dt
(Ẏ H

i (t))Ẏ H(0))
∣

∣

∣ ≤ 1

~

(∣

∣

∣Tr(ρcanonicalΛ ∆H̃H
i (t)Ẏ H

i (t)Ẏ H(0))
∣

∣

∣ +
∣

∣

∣Tr(ρcanonicalΛ Ẏ H
i (t)∆H̃H

i (t)Ẏ H(0))
∣

∣

∣

)

≤ 2

~
max

{(∣

∣

∣Tr(ρcanonicalΛ ∆H̃H
i (t)Ẏ H

i (t)Ẏ H(0))
∣

∣

∣,
∣

∣

∣Tr(ρcanonicalΛ Ẏ H
i (t)∆H̃H

i (t)Ẏ H(0))
∣

∣

∣

)}

∼ 2

~

∣

∣

∣
Tr(ρclassical canonicalΛ ∆H̃H

i (t)Ẏ H
i (t)Ẏ H(0))

∣

∣

∣
=

2

~

∣

∣

∣
Tr(ρclassical canonicalΛ Ẏ H

i (t)∆H̃H
i (t)Ẏ H(0))

∣

∣

∣
. (86)

Here, as in Eq. (61), ∼ denotes the semiclassical limit. Thus, from Eq. (83),

tmin ≥ ~

2

∣

∣

∣

Tr(ρclassical canonicalΛ Ẏ H
i (0)Ẏ H(0))

Tr(ρclassical canonicalΛ ∆H̃H
i (t)Ẏ H

i (t)Ẏ H(0))

∣

∣

∣. (87)

Next, we apply Eq. (63) for the classical canonical average appearing in the denominator of Eq. (87) and plug the
resultant bound into Eq. (81). This yields

γ+ ≥ ~

4

Tr
(

ρclassical canonicalΛ

(

Ẏ H
)2
) ∣

∣

∣Tr
(

ρclassical canonicalΛ Ẏ H
i Ẏ H

)∣

∣

∣

4

√

Tr
(

ρclassical canonicalΛ

(

Ẏ H
)4
)

Tr
(

ρclassical canonicalΛ

(

Ẏ H
i

)4
)

Tr
(

ρclassical canonicalΛ

(

∆H̃H
i

)4
)

×

max















4

√

Tr
(

ρclassical canonicalΛ

(

Ẏ H
)4
)

√

Tr
(

ρclassical canonicalΛ

(

Ẏ H
)2
)

,

4

√

Tr
(

ρclassical canonicalΛ

(

Ẏ H
i

)4
)

√

Tr
(

ρclassical canonicalΛ

(

Ẏ H
i

)2
)

,

4

√

Tr
(

ρclassical canonicalΛ

(

∆H̃H
i

)4
)

√

Tr
(

ρclassical canonicalΛ

(

∆H̃H
i

)2
)















.(88)

Here, we highlighted the time independence of the result-
ing equilibrium averages by omitting the time arguments.

Order of Magnitude of General Semiclassical Bounds.
In what follows, we will only discuss the order of mag-
nitude of Eq. (88) to see what it may physically imply
in generic semiclassical situations. The arguments of the
max function in Eq. (88) are of order unity. This yields a
factor of the dimensionless correlation coefficient between
Ẏ H and Ẏ H

i , i.e.,
∣

∣

∣
Tr
(

ρclassical canonicalΛ Ẏ H
i Ẏ H

)∣

∣

∣

4

√

Tr
(

ρclassical canonicalΛ

(

Ẏ H
)4
)

Tr
(

ρclassical canonicalΛ

(

Ẏ H
i

)4
)

which, again, is typically of order unity. We are then left
with the following order of magnitude bound,

γ+ ≥ O









~ Tr
(

ρclassical canonicalΛ

(

Ẏ H
)2
)

4

√

Tr
(

ρclassical canonicalΛ

(

∆H̃H
i

)4
)









. (89)

Assuming (a) the fourth root of the fourth moment of the

local Hamiltonian fluctuations ∆H̃H
i to be of the same

order of magnitude as the standard deviation and that
(b) the potential energy contributions to ∆H̃H

i are of
the same order of magnitude or smaller than those of the
kinetic energy fluctuations (which, by classical equipar-
tition, are of the order of kBT ), we obtain that

γ+ ≥ O

(

~

kBT
σ2
Ẏ

)

. (90)

In this limit, the variance σ2
Ẏ

is classical, i.e.,

Tr
(

ρclassical canonicalΛ

(

Ẏ H
)2
)

[145].

In what follows, we apply this formalism to the analy-
sis of the viscosity and electrical conductivity. In Section
XIIC, we illustrate how, in the semiclassical limit, a pos-
sible qualitative link between Lyapunov exponents and
autocorrelation functions may lead to general bounds on
the transport coefficients.

B. Viscosity Bounds

In this subsection, we will derive rigorous viscosity
bounds within our general setting. These exact inequali-
ties augment insightful pioneering suggestions that there
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Transport coefficient γ Y Ẏ Comments

Diffusion constant, D D riℓ viℓ

The canonical ensemble
velocity autocorrelation is

homogeneous and isotropic,
being the same for all

particles i ∈ {1, 2, . . . , NΛ}
and Cartesian components

ℓ ∈ {1, 2, . . . , d}.

Shear viscosity, η kBT
V
η 1

V

∑

i

riℓpiℓ′
1
V

∑

i

(

piℓpiℓ′
mi

+ riℓfiℓ′
) Ẏ is an off-diagonal (ℓ 6= ℓ′)

component of the stress
tensor.

Bulk viscosity, ζ kBT
V
ζ Q− 〈Q〉canonical P − 〈P 〉canonical

Q = 1
dV

∑

i

ri · pi,

P = 1
dV

∑

i

(

p
2
i

mi
+ ri · fi

)

Thermal conductivity, κ kBT2

V
κ 1

V

∑

i

riℓ
(

ǫi − 〈ǫi〉canonical
)

1
V

∑

i

[

viℓ
(

ǫi − 〈ǫi〉canonical
)

+ riℓǫ̇i
]

The (canonical probability
density) autocorrelation

function is the same for all
d Cartesian components.

Electrical conductivity, σ kBT
V
σ 1

V

NΛ
∑

i=1

eiriℓ
1
V

NΛ
∑

i=1

eiviℓ
Ẏ is a component of the
average electric current

density.

TABLE II. The pertinent quantity Y (t) appearing in Eq. (78) for some transport coefficients. Here, ri, vi, and, pi are the
position, velocity, and, momentum of the ith paricle, respectively. The subscript, α, represents the Cartesian components of the
corresponding quantities. The force on the ith paricle, and the energy associated with it, are denoted by fi and ǫi, respectively,

e.g, for a system with pairwise interactions, ǫi =
p
2
i

2m
+
∑

j

Vij . In this table, 〈X〉canonical is Tr
(

ρcanonicalΛ X
)

. All the operators in

this table are Heisenberg picture operators (the superscript H is omitted for brevity).

might be fundamental bounds involving the viscosity
[4, 5, 7, 8, 11, 13–15].

As in the general discussion of subsection IXA, the
Green-Kubo relations [129, 135] express the bulk viscosity
as the integral of the pressure fluctuation autocorrelation

function [146],

ζ=
V

kBT

∫ ∞

0

dt Tr
(

ρcanonicalΛ ∆PH(0)∆PH(t)
)

≡ V

kBT

∫ ∞

0

dt GP (t). (91)

Here, ∆PH ≡ PH − Tr(ρcanonicalPH) are the Heisenberg
picture pressure fluctuations and V is the system volume.
The results of subsection IXA may now be applied.

With tP0 denoting the shortest time for which GP (t) van-
ishes, repeating the derivation of Eqs. (55,57,58,60,64)
leads to a rendition of Eq. (85). Written longhand,
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ζ+ ≡ V

kBT

∫ tP0

0

dt GP (t)

≥ ~VGP (0) |Tr(ρcanonicalΛ (∆PH
i (0)∆PH(0)))|

4kBT
×

(

√

Tr
(

ρcanonicalΛ

(

∆H̃H
i (0)

)2
)

Tr
(

ρcanonicalΛ ∆PH
i (t)

(

∆PH(0)
)2
∆PH

i (t)
)

+

√

Tr
(

ρcanonicalΛ

(

∆PH(0)
)2
)

Tr
(

ρcanonicalΛ ∆PH
i (0)

(

∆H̃H
i (0)

)2
∆PH

i (0)
)

)−1

≥ ~VGP (0) |Tr(ρcanonicalΛ (∆PH
i (0)∆PH(0)))|

4kBT

√

Tr
(

ρcanonicalΛ

(

∆H̃H
i (0)

)2
)

Tr
(

ρcanonicalΛ ∆PH
i (t)

(

∆PH(0)
)2
∆PH

i (t)
)

. (92)

For equilibrium pressure fluctuations [147],

GP (0) ≡ σ2
P =

kBT
2

C
(Λ)
v

(∂P

∂T

)2

v
. (93)

The pressure P = 1
dV

∑NΛ

i=1

(

p2
i

m + ri · fi

)

=

n
d

1
NΛ

∑NΛ

i=1

(

p2
i

m +ri · fi
)

with n ≡ NΛ

V
the number density.

Given a general many body Hamiltonian of the form of
Eq. (51), the minimal local Hamiltonian H̃H

i ⊂ HΛ con-
tributing, in the notation of Section IXA to the rate of

change of Pi ≡ 1
d

(

p2
i

m + ri · fi
)

is now

H̃H
i =

∑

j

p2
j

2m
+ V H

i , (94)

with the operator V H
i of Eq. (52). We briefly elaborate

on the physics behind Eq. (94). As emphasized in Sec-

tion VI, the single particle kinetic energy
p2

i

2m is the only
term in HΛ that does not commute with the particle po-
sition ri and thus contributes to its time derivative. In
Section VIII, we described how the kinetic terms of all
particles that interact with particle i contribute to the
time derivative of the total force fi that this particle i
experiences. Thus, in the sum of Eq. (94), the set of
j values to be summed over now contains the particle
index i itself as well as those of all other particles that
interact with particle i. Lastly, as underscored in Section
VIIA, the potential energy V H

i of Eq. (52) is the only

term contributing to the time derivative of (
p2

i

m ). For
a Hamiltonian of the form of Eq. (51), the probability
density ρclassical canonicalΛ is a product of a Gaussian in the
momenta and a probability distribution depending only
on the spatial coordinates. The spatial coordinate and
momenta contributions to the variance of H̃H

i then add
in quadrature. If, as in Section VIII, the number of par-
ticles that interact appreciably with particle i is z then
in the classical limit,

Tr(ρclassical canonicalΛ (∆H̃H
i )2) = (kBT )

2d(z+ 1)/2

+Tr(ρclassical canonicalΛ (V H
i )2). (95)

Inserting Eqs. (93, 95) into Eq. (92) yields a general
rigorous viscosity bound.
To obtain order of magnitude estimates, we assume,

in Eq. (95), that the potential (V H
i ) contributions to be

comparable or smaller than the kinetic ones, and take
the ratio

|Tr(ρcanonicalΛ (PH
i (0)PH(0)))|

√

Tr(ρcanonicalΛ (PH
i (0)PH(0))2)

(96)

in Eq. (92) to be of order unity (as it is for local Gaussian
pressure fluctuations). We further set, as it is for an ideal
gas, the pressure P = O(nkBT ) and the heat capacity

C
(Λ)
v = O(ndkBV) (for the ideal gas, the heat capacity is

half of this value). Subsequently inserting Eqs. (93, 95)
into Eq. (92) produces, up to the above noted numerical
factors,

ζkBT

V
≥ O









~
σ2
P

√

Tr
(

ρclassical canonicalΛ

(

∆H̃H
i

)2
)









⇒ ζ ≥ O

(

V

kBT

~

kBT
√

d(z+ 1)

n
(

kBT
)2

Vd

)

⇒ ζ ≥ n~× O

(

d−3/2(z+ 1)−1/2
)

. (97)

In Table I, we contrast this bound on the bulk viscosity
with the experimentally measured bulk viscosity of water.
In a vein similar to the above calculations for the bulk

viscosity, we may replace the pressure fluctuation auto-
correlation function in Eq. (91) by one of the stress au-
tocorrelation function in order to obtain lower bounds on
the shear viscosity η; the relevant local Hamiltonian for
the calculation of the shear viscosity bound, once again,
given by Eq. (94). This results in a lower bound on η
which is of the form of the righthand side of Eq. (97).
In Section XVIC, we will illustrate how tighter yet less
rigorous bounds on the shear viscosity may be obtained.
As will be further highlighted in Appendix E, numer-

ous local Hamiltonians other than that of Eq. (94) may
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be further considered. These Hamiltonians will lead to
additional bounds. Lastly, we note that in Section XIIC
we sketch how, in the semiclassical limit, a conjectured
link between chaos bounds and the autocorrelation func-
tions may lead to general bounds on the viscosity.

C. Electrical Conductivity Bounds

In the absence of magnetic fields, the (longitudinal)
electrical conductivity of electronic (and other charged)
fluids may be similarly computed via the general recipe
of subsection IXA when applied to the currents along
Cartesian directions ℓ,

Ẏℓ = Jℓ =

NΛ
∑

i=1

eiviℓ, (98)

with ei the charge of particle i. As emphasized in the
main text, the minimal relevant part of the full many
body Hamiltonian HΛ that endows the velocities Ẏiℓ =
eiviℓ with dynamics is the interaction term H̃H

i = V H
i (t)

of Eq. (52). Again, using the arguments that led to
Eq. (89), and omitting numerical factors (including fun-
damental constants), the semiclassical high temperature
scaling of the resistivity is bounded from above by

ρ ≤ O

(
√

Tr(ρcanonicalΛ (V H
i )2)− (Tr(ρcanonicalΛ V H

i ))2
)

. (99)

An explicit calculation of the variance in Eq. (99) is
beyond the scope of the current work. We will qualita-
tively discuss asymptotic high temperature behavior and
bad metal behavior in Section XV.

X. SPATIAL GRADIENT BOUNDS

In this Section, we derive a dual of the Section IV
when time derivatives are replaced by spatial derivations
with the Hamiltonians replaced by the momenta. Al-
though all of our results apply to these verbatim, we will
not explicitly focus on the Heisenberg picture operators.
Towards this end, we return, once again, to the triv-
ial extension (Eq. (15)) of the uncertainty inequalities
to mixed states defined by a density matrixand choose
A = piℓ and B = f ({rj,ℓ′ , pj,ℓ′}) with (1 ≤ j ≤ N and
1 ≤ ℓ′ ≤ d). Here, f is an arbitrary function of the phase
space variables (i.e., of the position and momentum op-
erators). This yields

σ2
piℓ
σ2
f ≥ ~

2

4

∣

∣

∣

∣

〈

∂f

∂riℓ

〉∣

∣

∣

∣

2

. (100)

Eq. (100) is a trivial extension of (textbook type) bounds
on local gradients of any function (especially well known
for pure states) to general mixed states. We next further

rewrite Eq. (100),

〈

p2iℓ
〉

≥ σ2
piℓ

≥ ~
2

4σ2
f

∣

∣

∣

∣

〈

∂f

∂riℓ

〉∣

∣

∣

∣

2

≥ ~
2

4 〈f2〉

∣

∣

∣

∣

〈

∂f

∂riℓ

〉∣

∣

∣

∣

2

,

(101)
and subsequently average over the entire system to obtain

1

NΛ

NΛ
∑

i=1

〈

p2iℓ
〉

≥ 1

NΛ

NΛ
∑

i=1

~
2

4 〈f2〉

∣

∣

∣

∣

〈

∂f

∂riℓ

〉∣

∣

∣

∣

2

. (102)

Replacing the global average of the equilibrium system
of Eq. (102) by an expectation value computed with the
canonical density matrix ρcanonicalΛ yields

Tr
(

ρcanonicalΛ p2iℓ
)

≥ 1

NΛ

NΛ
∑

i=1

~
2

4 〈f2〉

∣

∣

∣

∣

〈

∂f

∂riℓ

〉∣

∣

∣

∣

2

. (103)

The lefthand side of this last inequality is the canoni-
cal ensemble average of the squared single particle (and
Cartesian component) momentum. The above derivation
of Eq. (103) invoked no assumptions and is always valid.
We now turn to higher moments. Reproducing the

derivation of Section IVB with the replacement of H̃i
H

by piℓ, we arrive at an analogue of Eq. (28) that is,
similarly, generally valid only in the semiclassical limit.
That is,

1

NΛ

NΛ
∑

i=1

〈( ∂f

∂riℓ

)2〉

≤ 4

~2
Tr(ρclassical canonicalΛ p2iℓ)

×Tr(ρclassical canonicalΛ f2).(104)

At high temperatures where equipartition holds,
Tr
(

ρcanonicalΛ p2iℓ
)

= mkBT . Putting all of the pieces to-
gether, we then have

1

NΛ

NΛ
∑

i=1

〈

( ∂f
∂riℓ

)2
〉

〈f2〉 ≤ 4mkBT

~2
=

8π

λ2T
, (105)

where, as throughout, λT is the thermal de-Broglie wave-
length of Eq. (5) [148]. In Appendices I,J, and K, we dis-
cuss extensions of this construct in deriving higher order
gradient, general correlator, and general spatio-temporal
derivative bounds.

XI. BOUNDS ON ELECTROMAGNETIC AND
OTHER GAUGE FIELD STRENGTHS

We now consider one of the many results that the in-
equalities of Section X imply. Towards this end, we take
the function f to be a time independent electrostatic po-
tential f = φ (with, in our time-independent Hamilto-
nian system HΛ, a stationary vector potential A). In

this case, the gradients ∂φ
∂riℓ

= −Eiℓ are the components
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of the electric field acting on particle i along the ℓ-th
Cartesian direction. Eq. (105) then becomes

1

NΛ

d
∑

ℓ=1

NΛ
∑

i=1

〈

( ∂φ
∂riℓ

)2
〉

〈φ2〉 =
1

NΛ

NΛ
∑

i=1

〈

E2
i

〉

〈φ2〉 ≤ 8πd

λ2T
. (106)

In a system of uniform particle density, the lefthand side
of Eq. (106) carries a clear physical meaning since the
total stored in the electric field 1

2ǫ0
∫

d3r E2. If the in-
equality of Eq. (106) is violated then the system cannot
be in equilibrium. We caution that this inequality only
holds at sufficiently high temperatures where the classi-
cal equipartition theorem holds. We may similarly derive
bounds for magnetic field strengths (setting f to be Eu-
clidean components of the vector potential A).
Along related lines, for general gauge theories, the un-

certainty relation of Eq. (15) implies (with the operators
A and B set equal to the covariant derivatives Dµ and
Dν respectively) that

〈D†
µDµ〉〈D†

νDν〉 ≥
1

4
|〈[Dµ, Dν ]〉|2 ≡ g2〈Fµν〉2

4
, (107)

where the covariant derivative Dµ ≡ ∂µ − igAµ with Aµ

gauge field components, g the associated coupling con-
stant, and 〈Fµν〉 the expectation value of the associated
field strength (Fµν = − i

g [Aµ, Aν ]). The Greek indices µ

and ν span both spatial (µ = 1, 2, . . . , d) and temporal
(µ = 0) components and ∂µ marks the derivatives relative
to these. The lefthand side of Eq. (107) is set by prod-
ucts of the local kinetic energy expectation values while
the righthand side is the energy density associated with
the field (Fµν ). Eq. (107) has a transparent geometric
meaning and can thus be related to gravity; the covari-
ant derivatives Dµ are associated with parallel transport
(with the gauge connections Aµ replaced by Christoffel
symbols) and Fµν with the Ricci curvature tensor Rµν .
In this context, Eq. (107) implies an upper bound on the
possible curvature that scales with the product of effec-
tive energy densities given by 〈D†

µDµ〉. Replicating the

derivation of Section IVB, we may similarly bound 〈F 2
µν〉

and higher moments of the gauge field strength.
Eq. (107) holds universally (both in equilibrium and in

out of equilibrium settings) and illustrates that, similar
to Eq. (106), gauge fields strengths cannot be arbitrarily
large. In thermal systems in which the global kinetic en-
ergy averages (those of 〈D†

µDµ〉) are set by temperature,
Eq. (107) can be rearranged (similar to our derivation
of Eq. (102) and its corollary of Eq. (106)) so as to il-
lustrate that the global average of the ratio of the field
strength energy density to the kinetic energy is bounded
from above by a function of the temperature.

XII. CHAOS BOUNDS

In recent years, largely inspired by [19], finite temper-
ature bounds on quantum analogs of classical chaotic dy-

namics have been proposed. Penetrating earlier work ex-
amined chaos as captured by the classical Poisson bracket
identity [149],

{q(t), p(0)} =
∂q(t)

∂q(0)
, (108)

with, q(t′) and p(t′) here denoting the conjugate classical
position and momentum at time t′. As seen from the
right hand side of Eq. (108), this Poisson bracket directly
monitors the sensitivity of the system evolution to its
initial conditions. Eq. (108) motivated [19, 149, 150]
investigations of “two time commutators” (or “Out of
Time Order Correlation functions” (OTOC)) of the type

C(t) = −
〈

[WH(t), V H(0)]2
〉

. (109)

Much work has centered on examining a de-
formed version of one of the four terms contribut-
ing to C(t), the amended “regularized OTOC”,
given by Tr(yV H(0)yWH(t)yV H(0)yWH(t)) with
y4 = e−βHΛ/Tr(e−βHΛ) on which rigorous results have
been obtained [19, 151] using rather modest physical
assumptions (which imply analyticity, positivity, and
Schwarz reflection properties). At long times, the expec-
tation value of the commutator of Eq. (109) saturates
to a constant. The OTOCs were first introduced [149]
to asses the reliability of of quasi-classical analysis for
studying superconductivity (notably, investigating the
vertex corrections to the current). The OTOCs (and,
notably, their intermediate time evolution) were studied
in expansive detail by numerous investigators. Illumi-
nating extensions of the OTOCs have been investigated,
e.g., [152]. The time evolution of the OTOCs enables
a definition of general Lyapunov type exponents in
quantum systems. Various theories (including those of
black holes [19, 47, 153], the Sachdev-Ye-Kitaev model
[52–60] and, possibly, systems without quasiparticles
[154]) may quickly thermalize and saturate conjectured
bounds [19] on Lyapunov type exponents. There are
intriguing connections between the chaotic dynamics
probed by these correlation functions and the scram-
bling of initial local information into non-local degrees
of freedom [47, 48, 155], the Eigenstate Thermalization
Hypothesis [156, 157], and to free particle propagation
in various geometries [158]. In Section XIIA, we will
derive direct Lyapunov exponent bounds and in Section
XIIB, we will bound (within the semiclassical limit) the
evolution of two time commutators of Eq. (109). In
Section XIIC, we sketch a general qualitative connection
between the Lyapunov exponent inequalities and the
transport coefficient bounds.

A. Direct semiclassical Lyapunov exponent bounds
without using the OTOC

In this subsection, we will not rely on the correlators of
Eq. (109) and attendant regularized OTOCs as proxies
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for Eq. (108). Rather, we will provide direct inequalities
on the rate of change of any phase space operator (or
semiclassical coordinate). Towards this end, following
the results that we derived in the earlier Sections, we
consider two thermal translationally invariant thermal
systems (labelled, henceforth,“1” and “2”) which differ

minimally in their initial density matrices ρ
(1)
Λ and ρ

(2)
Λ

and examine the dynamics at general times t > 0. The
strategy that we will follow will be to consider two copies
of the system (each associated with the different initial
boundary conditions or associated density matrices) that
occupy the same volume Λ but do not interact with one
another. These copies (which we unimaginatively alluded
to above as “1” and “2”) can, in a classical cartoon, be
pictorially thought of as of composed of “blue” and “red”
particles. Initially, the system of blue particles and the
system of red particles will be close to each other with
only minor variations in their initial state. The two sys-
tems will evolve simultaneously in the same volume. Af-
ter some time t we will measure the evolved distances in
configuration or phase space between the corresponding
particles in the blue and red systems. In this picture, the
Hamiltonian defining the system is simply a decoupled
sum of a Hamiltonian HΛ for the blue particles and an
identical looking Hamiltonian HΛ that acts only on the
red particles. We can then look at the distance between a
blue and a red particle location as an observable Qi and,
following the tools developed in the previous sections,
bound this distance as a function of time.
To transform the above cartoon into a rigorous bound,

we proceed with a few definitions. We first construct the
hybrid density matrix

ρ1∪2
Λ ≡ ρ

(1)
Λ ⊗ ρ

(2)
Λ (110)

defined on two copies of the system Λ. For a = 1, 2, the

density matrix ρ
(a)
Λ describes the probability density of

quantities {Qa
i }. That is, there are two copies (a = 1, 2)

of the system that are independent of each other. Eq.
(110) is a definition for the hybrid density matrix that
may be applied for general systems of different underlying
particle statistics. We will consider this hybrid system
(given by the initial t = 0 Schrodinger picture density
matrix ρ1∪2

Λ ) to evolve according to a Hamiltonian HΛ
12

defined by the direct sum

H
(1∪2)
Λ ≡ H

(1)
Λ +H

(2)
Λ . (111)

In Eq. (111), the Hamiltonians {H(a)
Λ } (with a = 1, 2) are

identical replicas of the global HamiltonianHΛ of the ear-
lier Sections. These two Hamiltonians govern the dynam-

ics of the Heisenberg picture operators {QH(a)
i } and triv-

ially commute with {QH(a′)
i } for a′ 6= a. Thus, the opera-

tor Q
H(a)
i evolves only according to H

(a)
Λ , i.e., Q

H(a)
i (t) =

eiH
(a)
Λ t/~Qie

−iH
(a)
Λ t/~. Paralleling the earlier Sections, we

define local Hamiltonians H̃
H(1)
i and H̃

H(2)
i for which

the commutator [Q
H(1)
i , H̃

H(1)
i ] = [Q

H(1)
i , H

(1)
Λ ]) and

[Q
H(2)
i , H̃

H(2)
i ] = [Q

H(2)
i , H

(2)
Λ ]. Lastly, we introduce the

shorthand for the difference

Q
(1−2)
i ≡ Q

(1)
i −Q

(2)
i , (112)

that monitors the variability between the two copies of
the same observable Qi when these two copies have dif-
ferent initial conditions and governed by identical looking

Hamiltonians {H(a)
Λ }.

With all of the above definitions in tow, we now derive
simple Lyapunov exponent inequalities. At general pos-
itive times t > 0, the difference between the expectation
value of QH

i when two different initial (t = 0) condi-

tions (specified by ρ
(1)
Λ and ρ

(2)
Λ ) are imposed becomes

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )QH

i (t)
)

with the time evolved QH
i (t) =

eiHΛt/~Qie
−iHΛt/~. Given Eqs. (110, 111, 112), this de-

viation probes the disparate dynamics given two differ-
ent initial conditions. This quantity may, alternatively,
be expressed as

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )QH

i (t)
)

= Tr
(

ρ1∪2Q
H(1−2)
i (t)

)

, (113)

with

Q
H(1−2)
i (t) ≡ eiH

(1∪2)
Λ t/~Q

(1−2)
i e−iH

(1∪2)
Λ t/~. (114)

With the definition of Eq. (114),

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )

dQH
i

dt

)

= Tr
(

ρ1∪2
Λ

dQ
H(1−2)
i

dt

)

. (115)

Thus, we arrive at

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(

dQH
i

dt )2
)

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(QH

i (t))2
)

=
Tr
(

ρ1∪2
Λ (

dQ
H(1−2)
i

dt )2
)

Tr
(

ρ1∪2
Λ (Q

H(1−2)
i (t))2

)

≤ 4

~2
Tr
(

ρ1∪2
Λ ((∆H̃

H(1)
i (t))2 + (∆H̃

H(2)
i (t))2)

)

, (116)

where, for both replicas a = 1, 2, we define in the

above, ∆H̃
H(a)
i (t) ≡ (H̃

H(a)
i (t) − Tr(ρ

(1∪2)
Λ H̃

H(a)
i (t))) =

(H̃
H(a)
i (t) − Tr(ρ

(a)
Λ H̃

H(a)
i (t))). The last inline equality

follows from the definitions of Eq. (110) and of the

Hamiltonians {H(a)
Λ }a=1,2. The equality in Eq. (116)

is an outcome of Eqs. (113, 115). The final inequality
in Eq. (116) is a consequence of the local time-energy
uncertainty relation of Section IV applied to the hybrid
system formed by the two replicas; this final inequality
is a rendition of Eq. (28) applicable to semiclassical sys-
tems. In a similar manner, given the definitions of Eqs.
(110, 111),

Tr
(

ρ1∪2
Λ (∆H̃

H(a)
i (t))2

)

= Tr
(

ρaΛ(∆H̃
H(a)
i (t))2

)

. (117)
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Inserting Eq. (117) into Eq. (116) and averaging over all
particles i yields

1

NΛ

NΛ
∑

i=1

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(

dQH
i

dt )2
)

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(QH

i (t))2
)

≤ 4

~2NΛ

NΛ
∑

i=1

∑

a=1,2

Tr
(

ρaΛ(∆H̃
H(a)
i (t))2

)

. (118)

In thermal equilibrium, the two averages
1

NΛ

∑NΛ

i=1 Tr
(

ρaΛ(∆H̃
H(a)
i (t))2

)

are the same in both

replicas a = 1 and 2 (with both given by Eq. (24)).
Thus, with the definition of Eq. (24) for the local heat
capacity, we can then rewrite Eq. (118) as

1

NΛ

NΛ
∑

i=1

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(

dQH
i

dt )2
)

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(QH

i (t))2
)

≤ 8kBT
2Cv,i

~2
≡ λ2L. (119)

We next follow the standard recipe for monitoring chaotic
dynamics. We “launch” the system when it is given two
very similar initial conditions and compute the difference
in the expectation values of various observes at positive
times in order to assess whether the system is chaotic.
At general intermediate times t, the standard deviation
associated with the difference of the same measured ob-
servable in these two different replicas is much smaller
than the expectation value of that difference (for, e.g.,
particle displacements, the latter increases as the par-
ticles separate from each other on evolution while the
magnitude of the thermal fluctuations does not increase),
[

Tr
(

(ρ
(1)
Λ −ρ(2)Λ )(QH

i (t))2
)

−
(

Tr(ρ
(1)
Λ −ρ(2)Λ )(QH

i (t))
)2]

≡

σ2

Q
H(1−2)
i

≪
(

Tr(ρ
(1)
Λ − ρ

(2)
Λ )(QH

i (t))
)2

. Noting that

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(

dQH
i

dt )2
)

≥
(

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )(

dQH
i

dt )
))2

,

we observe that Eq. (119) implies that

1

NΛ

NΛ
∑

i=1

[ d

dt

(

lnTr
(

(ρ
(1)
Λ − ρ

(2)
Λ )QH

i

))]2

=
1

NΛ

NΛ
∑

i=1

[ Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )

dQH
i

dt

)

Tr
(

(ρ
(1)
Λ − ρ

(2)
Λ )QH

i (t)
)

]2

≤ λ2L. (120)

The above bound applies to any local observable asso-
ciated with the NΛ single particles i. We may trivially
compound these single particle expectation values into a
vector spanning all of the particles in the system. The
bound of Eq. (120) restricts, component by component,
how rapidly these configuration space vectors can diverge
from one another [159].

This leads us to a simple general corollary:

• At arbitrary intermediate times, the globally aver-
aged deviation in the expectation value of a local observ-

able caused by a change in initial conditions Tr
(

(ρ
(1)
Λ −

ρ
(2)
Λ ) QH

i (t)
)

cannot, on average, increase more rapidly

than eλLt up to a time independent multiplicative pref-
actor. We thus now identify the ratio λL of Eq. (119) as
the maximal Lyapunov exponent.

Applying Eq. (120) to the position coordinates of par-
ticles along a fixed Cartesian axis (Section VIA), we find
that in thermal systems comprised of NΛ particles in
d spatial dimensions, at intermediate times, when av-
eraged over the entire system, the divergence in the dis-
tance between particle trajectories that were perturbed
at time t = 0 cannot exceed a time independent con-
stant multiplying eλLt with, in the semiclassical regime,

λL ≤ 2kBT
√
d

~
. Similar bounds may be derived for the

evolution of the momenta (following Section VII) and
general observables. Our exact upper bound on the max-
imal Lyapunov exponent may be contrasted with the
slightly higher conjectured bound of [19] according to
which λL is smaller than 2πkBT

~
. In three spatial di-

mensions (d = 3), our non-relativistic upper bound of
2kBT

√
d

~
for configuration space trajectories is smaller by

a factor of
√
3/π ∼ 0.551 from the conjecture of [19]. In

ultra-relativistic systems, the local Hamiltonian is linear
(instead of quadratic) in the momentum (H̃H

i = c|pi|)
and the effective local heat capacity Cv,i assumes a value
double that in the non-relativistic limit that we largely
focus on in the current work; this leads to an additional
increase in our above upper bound by a factor of

√
2. By

using Eqs. (8, 12), the system averages over the parti-
cle index i may be replaced by time averages provided
that the associated time windows are sufficiently wide so
that the long time averages coincide with those over fi-
nite times. As we will discuss in Section XVI, the lower
bound on these averaging times can become exceedingly
short. In what follows, we examine inequalities for finite
averaging times.
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B. Semiclassical Chaos Bounds on the OTOC

In this subsection, we extend the results of Section XII to illustrate how bounds may be obtained on the two-time
commutator of Eq. (109)

C(t) =−
〈

[WH(t), V H(0)]2
〉

=−
〈

V H(0)WH(t)V H(0)WH(t)
〉

−
〈

WH(t)V H(0)WH(t)V H(0)
〉

+
〈

WH(t)(V H(0))2WH(t)
〉

+
〈

V H(0)(WH(t))2V H(0)
〉

. (121)

When the density matrix associated with the expectation value
〈

V H(0)WH(t)V H(0)WH(t)
〉

is factorized and sym-
metrically placed between the operators, the expectation value is altered to become the regularized OTOC [19] defined
by Tr(yV H(0)yWH(t)yV H(0)yWH(t)) with y4 = e−βHΛ/Tr(e−βHΛ) for which elegant rigorous results have been ob-
tained [19, 151]. In what follows, we directly analyze the commutator C(t) to derive a semiclassical bound that is
applicable to the logarithmic derivative of each of the four terms appearing in the second and third line of Eq. (121).
To illustrate the general idea, we explicitly bound the logarithmic derivative of the first of these terms. By repeating
the below steps, identical results apply to all four terms. We start by explicitly writing down the derivative,

d

dt

〈

V H(0)WH(t)V H(0)WH(t)
〉

=
i

~

(〈

V H(0)[H̃H
W (t),WH(t)]V H(0)WH(t)

〉

+
〈

V H(0)WH(t)V H(0)[H̃H
W (t),WH(t)]

〉)

. (122)

Similar to our earlier calculations, H̃H
W (t) ⊂ HΛ is the part of the Hamiltonian that endows WH(t) with its full

dynamics, i.e., [H̃H
W ,WH ] = [HΛ,W

H ]. To obtain the strongest bounds, we will replace H̃H
W → ∆H̃H

W ≡ H̃H
W −〈H̃H

W 〉.
Analogous to Eq. (26),

∣

∣

∣

d
dt

〈

V H(0)WH(t)V H(0)WH(t)
〉

〈V H(0)WH(t)V H(0)WH(t)〉
∣

∣

∣

=
1

~

∣

∣

∣

〈

V H(0)[∆H̃H
W (t),WH(t)]V H(0)WH(t)

〉 ∣

∣

∣+
∣

∣

∣

〈

V H(0)WH(t)V H(0)[∆H̃H
W (t),WH(t)]

〉 ∣

∣

∣

∣

∣

∣ 〈V H(0)WH(t)V H(0)WH(t)〉
∣

∣

∣

≤ 4

~

∣

∣

∣ 〈V H(0)WH(t)V H(0)WH(t)〉
∣

∣

∣

max
{∣

∣

∣

〈

V H(0)∆H̃H
W (t)WH(t)V H(0)WH(t)

〉 ∣

∣

∣,
∣

∣

∣

〈

V H(0)WH(t)∆H̃H
W (t)V H(0)WH(t)

〉 ∣

∣

∣,

∣

∣

∣

〈

V H(0)WH(t)V H(0)∆H̃H
W (t)WH(t)

〉 ∣

∣

∣,
∣

∣

∣

〈

V H(0)WH(t)V H(0)WH(t)∆H̃H
W (t)

〉 ∣

∣

∣

}

. (123)

In the semiclassical limit, all four expectation values in the argument of the maximum of Eq. (123) are identically
the same. Thus,

∣

∣

∣

d
dt

〈

V H(0)WH(t)V H(0)WH(t)
〉

〈V H(0)WH(t)V H(0)WH(t)〉
∣

∣

∣ ≤
4
∣

∣

∣

〈

(V H(0)WH(t))2∆H̃H
W (t)

〉 ∣

∣

∣

~

∣

∣

∣ 〈(V H(0)WH(t))2〉
∣

∣

∣

, (124)

where 〈·〉 now denotes an average with the classical probability density ρclassical canonicalΛ . Applying, in this limit, Eq.

(33) with A = (V H(0)WH(t))2 and B = ∆H̃H
W (t),

∣

∣

∣

d
dt

〈

V H(0)WH(t)V H(0)WH(t)
〉

〈V H(0)WH(t)V H(0)WH(t)〉
∣

∣

∣ ≤ 4

~

√

〈

(

∆H̃H
W (t)

)2
〉

√

〈

(

WH(t)V H(0)
)4
〉

〈

(

WH(t)V H(0)
)2
〉 . (125)

Replicating the above sequence of steps for the other three terms in the second and third line of Eq. (121), it is seen
that each of the four contributions to two-time commutator C(t) cannot increase in time with an exponent that is
larger than the righthand side of Eq. (125). We next consider systems with local interactions and local operators V H

and WH . If WH , and therefore, H̃H
W , involves a small finite number of order unity of degrees of freedom, then the

variance of H̃H
W as computed with the classical thermal probability density ρclassical canonicalΛ , i.e.,

〈

(

∆H̃H
W (t)

)2
〉

, will
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be of the order of
(

kBT
)2

. Furthermore, if the ratio 〈(WH(t)V H(0))4〉/〈(WH(t)V H(0))2〉2 is of order unity then

from Eq. (125) and its analogs, each of the contributions to C(t) in Eq. (121) (and thus C(t) as a whole) will not
be able to increase in time with an exponent larger than λL = O(kBT/~). This bound is consistent with the precise
results obtained in subsection XII A (and Eq. (119) therein in particular).

C. Bounds on Transport Coefficients from the
Chaos Bounds

We next sketch how the final transport coefficient
bounds (Sections VII A 2 and IX) may be reinterpreted
in terms of the chaos bounds. This will further flesh
out earlier conjectured connections between chaos and
transport that were raised when studying electronic sys-
tems [22]. Specifically, as we will briefly illustrate, if the
Lyapunov exponent bound of [19] can be qualitatively
extended then, semiclassically, these will lead to lower
bounds on general Green-Kubo type integrals. Towards
this end, returning to the general formalism of Section IX
for the computation of general transport coefficients, we
first note that in the semiclassical limit, the autocorre-
lation functions 〈Ẏ H(0)Ẏ H(t)〉 decay, approximately, ex-
ponentially in time (∝ e−t/td) with a “dissipation time”
td = 1/λL [19]. This then implies that

γ ≡
∫ ∞

0

dt 〈Ẏ H(0)Ẏ H(t)〉

&

∫ ∞

0

dt e−λLt
〈(

(Ẏ H(0))2
〉

=
1

λL

〈

(Ẏ H(0))2
〉

(126)

In this bound, the factor of (tmin/2) that appeared in Eq.
(81) has, effectively, been replaced by td = λ−1

L . In the
second line of Eq. (126), the semiclassical limit has been
taken. The integral of Eq. (126) carries the same units

as the Green-Kubo integral of Eq. (78). If we take Ẏ
to be a Cartesian velocity component of a single parti-
cle viℓ (as in the integral of the velocity autocorrelator
leading to the diffusion constant discussed in Sections
VIIA 2 and IXA) then, semiclassicaly, for Hamiltonians
of the form of Eq. (51), the canonical thermal average
〈

(Ẏ )2
〉

=
〈

v2iℓ

〉

= (kBT/m). If we insert the bound

of [19], λL ≤ 2πkBT
~

then we find that Eq. (126) im-
plies that, in thermal semiclassical systems, the diffusion
constant obeys a simple universal inequality

D &
~

2πm
. (127)

In the derivation of this bound, the velocity autocorrela-
tion function is assumed to decay in time with no nega-
tive contributions to the integral of Eq. (126). In defining
D+ in Eq. (55) as the integral of the velocity autocor-
relation function up to its first zero (tv), such negative
autocorrelation contributions were similarly not present.
The inequality of Eq. (127) assuming exponential decay

of the velocity autocorrelation function having a value
of tv = ∞ is not as rigorous as the exact inequalities of
Eqs. (60, 64) where no such assumption was made. In
semiclassical systems in which the moments of (∆V H

i )
in Eq. (64) are set by the respective powers of (kBT )
times numbers of order unity, the bound of Eq. (64) will
become similar to that of Eq. (127). When long range
interactions and correlations between many particles are
present (e.g., those between distant ions in a crystal),
the moments of (∆V H

i ) may become significantly larger
than (kBT ) and the resulting bound of Eq. (64) can be-
come appreciably smaller than that of Eq. (127). Similar
to Section VIIA 2 (in particular, Eq. (65) therein), Eq.
(127) suggests an upper bound on the viscosity when-
ever the Stokes-Einstein relation holds. Specifically, for
particles of radius R,

η =
kBT

6πRD
.
mkBT

3~R
(128)

In Table I, we compare our bounds of Eqs. (127,128)
with empirical values for water [160].
Analogously, in thermal relativistic systems, since

〈

v2iℓ

〉

≤ c2, the diffusion constant D & ~c2

2πkBT . Pro-

ceeding, in a similar manner, to bound the shear and
bulk viscosities using the identification of Ẏ in Table II,
we find that, semiclassically,

η ≥ O(n~),

ζ ≥ O(n~). (129)

Inequalities congrous to Eq. (129) are produced by in-
serting the more specific (quantity Q dependent) Lya-
punov exponent bounds of Section XII instead of the
general bound of [19]. That is, we arrive anew at our
order of magnitude bound of Eq. (3) and its likes. It is
worth emphasizing the limitation of our derivation in this
subsection. An assumption of a semiclassical single expo-
nential decaying autocorrelation function is, in many in-
stances, incorrect (it, e.g., does not allow for situations in
which the autocorrelation function exhibits a “correlation
hole” [161] and becomes negative nor for more general
oscillations of the autocorrelation functions about their
long time vanishing value). In Sections VIIA 2 and IX,
we bounded the positive contributions γ+ (Section IXA)
to the autocorrelation function yet did not assume the
autocorrelation function to be a simple exponential (nor
to be bounded from below by an exponential). Instead,
we employed a rigorous bound on the time derivative of
the autocorrelation function that, by the uncertainty re-
lation, is universally valid.
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XIII. TIME AVERAGED BOUNDS AND HOW THEY LEAD TO MEAN FREE PATH INEQUALITIES
AND THE IOFFE-REGEL LIMITS

In what follows, we examine systems having well defined quasiparticles. We will illustrate how the the Ioffe Regel
criterion arises, within our general finite temperature framework, from the position- momentum uncertainty relations.
Towards this end, we now write anew the general variance uncertainty relation,

Tr
(

ρ̂(∆A)2
)

Tr
(

ρ̂(∆B)2
)

≥ 1

4
|Tr(ρ̂[A,B])|2, (130)

with ρ̂ a general density matrix (that includes that of a thermal system that we largely focused on thus far in the
current work). As emphasized earlier, when ρ̂ = ρΛ, this inequality becomes that of Eq. (15). We will now consider

another density matrix ρ̂ ≡ ρτ ≡ 1
τ

∫ τ

0
dt′U (t′) ρΛU† (t′) with the evolution operator U (t′) = e−iHΛt′/~. For any

operator W , the trace

Tr (ρτW ) ≡ 1

τ

∫ τ

0

dt′Tr
(

U (t′) ρΛU
† (t′)W

)

=
1

τ

∫ τ

0

Tr
(

ρΛU
† (t′)WU (t′)

)

≡ 1

τ

∫ τ

0

Tr
(

ρΛW
H (t′)

)

dt′ (131)

yields the average of the expectation value (as computed with ρΛ) of the Heisenberg picture operatorWH over the
time interval [0, τ ]. Plugging everything back into Eq. (130),

(

1

τ

∫ τ

0

dt′ Tr
(

ρΛ
(

AH (t′)
)2
)

−
(

1

τ

∫ τ

0

dt′ Tr
(

ρΛA
H (t′)

)

)2
)

×
(

1

τ

∫ τ

0

dt′ Tr
(

ρΛ
(

BH (t′)
)2
)

−
(

1

τ

∫ τ

0

dt′ Tr
(

ρΛB
H (t′)

)

)2
)

≥ 1

4τ2

∣

∣

∣

∣

Tr

(

ρΛ

∫ τ

0

dt′
[

AH (t′) , BH (t′)
]

)∣

∣

∣

∣

2

. (132)

Eq. (132) holds for all averaging times τ and is free of any assumptions. Previously, we discussed the τ → ∞ limit
associated with thermal averages in ergodic systems.
We next consider what occurs when well-defined particles (or quasiparticles) exist and that these scatter after a

mean-free path ℓm.f.p. and concomitant mean-free time τ . We will set AH and BH to be the conjugate and dual
position and momentum of a particle undergoing collisions with such mean-free path parameters. Doing so, we find
that Eq. (132) implies that for rectilinear motion between mean-free collisions,

(

1

τ

∫ τ

0

dt′ Tr
(

ρΛ
(

xH (t′)
)2
)

−
(

1

τ

∫ τ

0

dt′ Tr
(

ρΛx
H (t′))

)

)2
)

×
(

1

τ

∫ τ

0

dt′ Tr
(

ρΛ
(

pH (t′)
)2
)

−
(

1

τ

∫ τ

0

dt′ Tr
(

ρΛp
H (t′))

)

)2
)

≥ 1

4τ2

∣

∣

∣

∣

Tr

(

ρΛ

∫ τ

0

dt′
[

xH (t′) , pH (t′)
]

)∣

∣

∣

∣

2

=
~
2

4
. (133)

For semiclassical ballistic motion at constant velocity,

1

τ

∫ τ

0

Tr
(

ρΛ
(

xH (t′)
)2
)

dt′ −
(

1

τ

∫ τ

0

Tr
(

ρΛ
(

xH (t′)
))

dt′
)2

=
ℓ2m.f.p.

12
. (134)

The factor of 1
12 has its origins in the same simple integral as that for the moment of inertia of a thin rod. We then

have the bound

ℓ2m.f.p.

12τ

∫ τ

0

Tr
(

ρΛ
(

pH (t′)
)2
)

dt′ ≥ ~
2

4
. (135)



32

If the average value of the squared momentum during this time is (~k)2, then for such ballistic like particle motion
to be possible,

k ℓm.f.p. ≥
√
3. (136)

This condition for a uniform speed semiclassical description that follows from the rigorous inequality of Eq. (133) is
reminiscent of the Ioffe-Regel criterion for metallic behavior (kF ℓm.f.p. & 1 with kF the Fermi wave-vector). Quantum
mechanically, an inequality

(

1

τ

∫ τ

0

dt′ Tr
(

ρΛ
(

xH (t′)
)2
)

−
(

1

τ

∫ τ

0

dt′ Tr
(

ρΛ
(

xH (t′)
))2
))

>
ℓ2m.f.p.

12
(137)

might, generally, be possible. That is, in deviating from the semiclassical limit, the inequality is not as restrictive.
In the cuprates, there is no resistivity saturation [16, 18, 45, 162–164] and the Ioffe-Regel bound is indeed violated.
Whenever long-lived quasiparticles no longer exist, inequalities (133,134,135,136) become void.

XIV. LOW TEMPERATURE BOUNDS IN
QUASIPARTICLE SYSTEMS

We next focus on low temperature bounds in systems
with uncorrelated separable local Hamiltonians of the
form of Eq. (14). A companion pedagogical lightning re-
view of quasiparticle Fermi systems (with which our low
temperature bounds can be contrasted) is given in Ap-
pendix F. When the decomposition of Eq. (14), HΛ =
∑

i′ H̃
H
i′ , applies with the few body operators {H̃H

i′ } dis-
playing no finite connected correlations amongst them-
selves (as evaluated with ρcanonicalΛ ), we can revert to the
bound discussed in Section V. The bona fide thermody-

namic heat capacity C
(Λ)
v of Λ provides an upper bound

on the rates of change of general observables. In what
follows, we will use simple thermodynamic relations for
the heat capacity to examine the asymptotic low tem-
perature bounds in such systems. We will focus on Eq.
(1) and the inequality of Eq. (39) that it leads to for
theories with uncorrelated separable local Hamiltonians.
The “locality” need not be in real space- it may also be,
e.g., in Fourier space as we will shortly discuss.
When the system temperature T → 0+, its heat ca-

pacity must (as dictated by the third law of thermo-

dynamics) drop to C
(Λ)
v = 0 no less slowly than linear

in the temperature. This is so since, at low tempera-
tures, the constant volume heat capacity of the system

C
(Λ)
v = T (∂S

(Λ)

∂T )v (with S(Λ) the entropy of the system)
may, in the absence of a zero temperature non analyt-
icity, be Taylor expanded around the above noted van-
ishing zero temperature value of the heat capacity. This

implies that

√

kBT 2C
(Λ)
v must vanish, at least, as fast as

T 3/2 when the temperature T tends to zero. Eq. (40)
and the derivations in Sections VIIA 2 and IXA then
assert that as the temperature T → 0, relaxation rates
must, similarly, vanish as T 3/2, if not more rapidly,

lim
T→0+

T 3/2τ > 0. (138)

Eq. (138) constitutes a universal low T bound on re-
laxation rates in systems with separable uncorrelated lo-
cal Hamiltonians- i.e., simple quasiparticle systems. We

caution that this inequality does not hold for strongly
correlated systems. As we will explain in Appendix H,
the bounds of Section V with the thermodynamic heat

capacity C
(Λ)
v rear their head also for certain Reflection

Positive systems discuss in the Appendix (Eq. (H8)) and
broader theories in which the connected correlation func-
tions between the local Hamiltonians {H̃H

i′ } are positive
semi-definite. From this, it follows that Eq. (138) ap-
plies not only to systems with separable uncorrelated lo-
cal Hamiltonians but rather also to all interacting Re-
flection Positive systems (and more general theories with
positive semi-definite connected correlators).

XV. ASYMPTOTIC HIGH TEMPERATURE
BOUNDS

In typical metals, primarily due to the electron-phonon
scattering [104], the resistivity increases linearly with
temperature and then saturates at high temperatures
consistent with the Ioffe-Regel limit discussed in Sec-
tion XIII. This resistivity saturation [162] is absent in
so-called “bad metals” that include the normal state of
the cuprate superconductors and a host of other systems
[16, 18, 45, 163–165] (including insightful models [166]).
Elegant work [167] illustrated how, as a general rule, lin-
ear in T electrical resistivity is mandated, by the Kubo
formula, at asymptotically high temperatures. When fit
to a Drude model the scattering time in bad metals was,
for some systems, found to be exceedingly close to the
Planckian time τPlanck = (~/(kBT )), e.g., [165].
Inspired by these and related findings, in this Section,

we will, only very qualitatively, discuss bounds on the
rates of relaxation rates of general local observables at
high temperatures. Our formal asymptotic results need
not, of course, necessarily carry any implications for real
metals. To arrive at these bounds, we return to Eq. (1)
and observe that if the relevant effective high tempera-
ture heat capacity saturates to a constant (Dulong-Petit
type) value then for any local quantity QH

i , the corre-
sponding relaxation time (as given by Eq. (25)),

τ−1 ≤ O(T ). (139)
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We stress that the bounds of Eq. (139) are only re-
strictive on asymptotic high temperature scaling. For
an effective general high temperature Cv,i(T ) that de-
pends on the temperature in a non-trivial manner, Eqs.
(23,24,25,28) imply that the relaxation rate of all as-
sociated observables must, at asymptotically high tem-
peratures T , scale in such a way as to satisfy τ−1 ≤
O(T

√

Cv,i(T )).
We next further discuss the asymptotic scaling of the

effective heat capacity for a general Hamiltonian H̃H
i for

a general local observable that is a function of the local
position ri, momentum pi and (similar to our analysis in
Sections VIII and IXB) possibly also the forces fi. As
in our earlier discussions, in the high temperature limit,
the canonical ensemble variance of the local Hamiltonian
(

∆H̃H
i

)2

driving the dynamics of the observable QH
i can

be evaluated classically. The associated classical proba-
bility density ρclassical canonicalΛ may be factorized into a part
that depends on the momenta and a part depending on
the spatial coordinates. If both the local Hamiltonian
H̃H

i and the global system Hamiltonian HΛ may, as in
the Hamiltonian of Eq. (51), be expressed as a sum of
a term that depends on the momentum alone (i.e., a ki-
netic energy in the absence of the magnetic field) and a
second term that depends solely on the spatial coordi-
nates (potential energy contributions in both Hamiltoni-
ans) then, in a classical high temperature limit defined by

ρclassical canonicalΛ , the variance of the local Hamiltonian H̃H
i

will become a sum of the two respective contributions,

kBT
2Cv,i ≡ Tr

(

ρclassical canonicalΛ

(

∆H̃H
i

)2
)

= Tr






ρclassical canonicalΛ



∆





∑

j

(pH
j )2

2m









2






+Tr
(

ρclassical canonicalΛ

(

∆V H
i

)2
)

.(140)

The first term in Eq. (140) may be evaluated with the ki-
netic energy contribution to ρclassical canonicalΛ that is Gaus-
sian in the momentum while the second term will be com-
puted with the Boltzmann weight e−βV (where V is the
potential energy contribution of Eq. (51)) integrated over
all spatial coordinates. As in Sections VI, VIII and IXB,
the sum over j in the kinetic term includes all (of the
z) particles that interact with i as well as the particle i

itself. The variance of the kinetic term in H̃H
i ,

Tr






ρclassical canonicalΛ



∆





∑

j

(pH
j )2

2m









2






=
d(z+ 1)

2
(kBT )

2
. (141)

If the potential V H
i is bounded then in Eq. (140),

Tr
(

ρcanonicalΛ

(

∆V H
i

)2
)

≤
∥

∥V H
i

∥

∥. Conversely, if the

interactions (and thus V H
i ) are of a power law

form in the spatial coordinates then kBT
2Cv,i ≡

Tr

(

ρclassical canonicalΛ

(

∆H̃H
i

)2
)

= O

(

(kBT )
2
)

. Eqs. (23,

24, 25) imply that at high temperatures, where Eq. (141)
applies, Eq. (139) must be satisfied.
As just remarked above, in the cuprates and other “bad

metals”, the resistivity scales linearly in the temperature
T [16, 18, 45, 164, 165] consistent with this bound. We
make no pretense, however, to claim that our analysis is
related to intriguing “bad metal” behaviors. The elec-
trical response may, instead, be bounded following the
schematics outlined in Section IXC. As discussed earlier,
Eq. (99) provides a qualitative estimate for the upper
bound on the resistivity. If the variance of local inter-
action potential V H

i tends to a constant value at high
temperatures then standard resistivity saturation may be
anticipated. If the variance of V H

i is not bounded as the
temperature increases then neither is our estimate of Eq.
(99).

XVI. THERMALIZATION AND
MEASUREMENTS

A. The quantum case

1. Thermalization times, time averaged measurements and

equilibration

We now expand on the finite time averages considered
in Section XIII and turn to thermalization time bounds.
We will further comment on possible links to quantum
measurements [168–170]. The inequalities derived in this
Section relate to numerous earlier works on thermaliza-
tion times, e.g., [8, 10, 19, 47–51]. In what follows, we will
briefly make stronger connections that were suggested in
[10]. Our results point to a possible relation between
short time measurement averages and thermal expecta-
tion values (that, as we explain below, may be expressed
to those in single eigenstates) in ergodic systems.
As was noted in our discussion of chaos in Section XII

as well as in our bounds on the diffusion constant and
other transport coefficients, the inequality of Eq. (1) not
only implies a bound on how rapidly various local observ-
ables QH

i may grow but also on how fast they can decay
to their equilibrium expectation values. This aspect of
time reversal is trivially captured by the bounds on the

absolute value of the derivative
∣

∣

∣

〈

dQH
i

dt

〉∣

∣

∣. In general, the

tightest bounds on the relaxation rates will be different
for each individual QH

i . These bounds may be obtained

by finding the local Hamiltonians H̃H
i that fully generate

the dynamics of QH
i while having the smallest variance

Tr
(

ρΛ(∆H̃
H
i (t))2

)

. As in Section XIII, we will now turn



34

again to short finite time averages given by

1

T

∫ T

0

Tr
(

ρΛQ
H
i (t)

)

dt, (142)

with an arbitrary (short) averaging time T. It is im-
portant to pause and emphasize here that although the
full system Hamiltonian HΛ is time independent, the lo-
cal Heisenberg picture Hamiltonian H̃H

i (t) is time depen-

dent. Since [HΛ, Q
H
i ] = [H̃H

i , Q
H
i ] (where, as just noted,

H̃H
i is, in general, time dependent), the average of Eq.

(142) may be expressed as

1

T

∫ T

0

Tr
(

ρΛU
†
i (t)Q

H
i (0)Ui(t)

)

dt. (143)

Different from the full system evolution operator U (t′)
of Eq. (131), the relevant local evolution operator Ui(t)
appearing in Eq. (143) that solves Eq. (13) is given by

the time ordered exponential of the local (−iH̃H
i t/~), i.e.,

by the Dyson type series

Ui(t)≡ 1− i

~

∫ t

0

dt1 H̃
H
i (t1)

− 1

~2

∫ t

0

dt1

∫ t1

0

dt2 H̃
H
i (t1) H̃

H
i (t2) + . . . . (144)

In Eqs. (143, 144), we put into effect the central theme of
the current work: although the dynamics are generated
by the full Hamiltonian HΛ of the entire system, the only
relevant terms of the Hamiltonian for the dynamics of
the local operator QH

i (and for the above time average)

are those of the local Hamiltonian H̃i
H . Now, here is a

simple yet important point. If a measurement is aver-
aged (performed) over a time interval T with T & ~/σH̃H

i

then in the integral of Eq. (143), the oscillatory phases,

borne by a finite variance σ2
H̃H

i

= Tr(ρΛ(∆H̃
H
i )2) in

the state ρΛ, will, approximately, average to zero. We
stress that here σH̃H

i
denotes the standard deviation of

the local Hamiltonian H̃H
i governing the dynamics of par-

ticle i [171]. In such a case, the short finite time average
of Eq. (143) will remain unchanged also in the T → ∞
limit.
As emphasized in Section III, the long time limit of

Eq. (142) is none other than the equilibrium average,

Tr
(

ρcanonicalΛ QH
i

)

= lim
T→∞

1

T

∫ T

0

Tr
(

ρΛQ
H
i (t)

)

dt. (145)

Thus, for times

T &
~

σH̃H
i

≡ ~
√

kBT 2Cv,i

, (146)

with the effective local heat capacity of Eq. (24), the
corresponding time averaged measurement of Qi will be-
come equal to its equilibrium thermal expectation value.

That is,

lim
T→∞

1

T

∫ T

0

dt Tr(e−iHΛt/~ρΛe
iHΛt/~Qi)

=
∑

n,m

ρnmQmn lim
T→∞

1

T

∫ T

0

dt e−i(En−Em)t/~

=
∑

n

ρnnQnn. (147)

In Eq. (147), ρnn and Qnn mark, respectively, the di-
agonal matrix elements of ρΛ and Qi in the eigenba-
sis of the many body Hamiltonian HΛ. The long time
average of the integral vanishes unless the correspond-
ing energy eigenvalues of HΛ are the same, En = Em.
When degeneracies appear, we can work in the eigenba-
sis formed by diagonalizing Q in the eigenbasis of fixed
(degenerate) energy. Eq. (147) may be alternatively
also rigorously arrived at even without performing any
long time integrations of the phase factors by realizing
that the long time average of the Heisenberg picture

operator
(

limT→∞
1
T

∫ T

0 dt QH
i (t)

)

is, by construction,

identically a conserved time independent operator (that
must, by Heisenberg’s equations of motion, trivially com-
mute with HΛ) and thus diagonal in the eigenbasis of HΛ

[172]. Computing the expectation value of this integral
by multiplying with the density matrix ρΛ and taking the
trace then leads to the final diagonal form in Eq. (147)
[10]. Eq. (147) trivially enables an analog [10, 123] of a
well known result of long time averages and the Eigen-
state Thermalization Hypothesis [106–113, 173] to long
time averages for general density matrices ρΛ in terms of
weighted thermal equilibrium expectation values.
Thus, whenever the bound of Eq. (146) is satisfied,

the equivalence of Eqs. (142, 143, 145, 147), then leads
to the simple conclusion that

(I) A measurement over a time window of width

T &
~

√

kBT 2Cv,i

(148)

or longer may produce the equilibrium expectation value
of a general local observable. The expectation value
is, in turn, equal to a weighted average (Eq. (147)) of
the expectation values of this observable in individual
eigenstates of the Hamiltonian HΛ that produces its dy-
namics (Eq.(9)). Since, in equilibrium, the density ma-
trix is a delta function in the energy density, the latter
weighted single eigenstate expectation values appearing
in Eq. (147) are associated with eigenstates of the same
exact energy density.

Furthermore if, as posited by Eigenstate Thermaliza-
tion Hypothesis [106–113, 173], the diagonal matrix ele-
ments Qnn are given by a smooth function of the energy
density then since the thermal density matrix ρ is a delta
function in the energy density, Eqs. (142, 143, 145, 147)
will imply that
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(II) A time averaged measurement of a local observ-
able Qi over a time interval of length T or longer may
yield the expectation value of Qi in a single eigenstate of
HΛ.

Amongst these two conclusions, (I) is the more care-
ful statement. As we just explained, conclusion (II) is
a natural corollary of the Eigenstate Thermalization Hy-
pothesis for the diagonal elements of Qi in the eigenbasis
of HΛ. Deviations from the Eigenstate Thermalization
Hypothesis [106–113, 173] may arise in various cases.
Since, from Eq. (148), measurements over time inter-
vals that are of width that is greater than or equal to
the minimal T produce thermal equilibrium expectation
values, we identify ~√

kBT 2Cv,i

as a lower bound on the

thermalization time as discerned by the local observable
Qi. We emphasize that the thermalization time that we
derived above is that of the minimal requisite averaging
time for equilibration of local observables. As such, it
may be a strict lower bound on the global thermalization
time. Truly thermal systems exhibit thermal behavior
and correlations on all scales. In experiments, however,
one typically probes thermalization as measured by local
observables such as the operators Qi that we focused on
above.

B. Qualitative consequences of the equivalence of
short time average measurements and equilibrium

(or eigenstate) expectation values

We now qualitatively expand on possible corollaries of
conclusions (I) and (II) of the last subsection. Towards
that end, we consider what may transpire when the global
HamiltonianHΛ may include a dominant coupling (λiQi)
between a local observableQi and a macroscopic probe in
the case of such measurements. As we discussed in some
detail in the previous Sections, typically, for a local QH

i

with associated Cv,i = O(kB), the standard deviation
of the corresponding σH̃H

i
= O(kBT ). Thus, if conclu-

sion (II) holds, the requisite time beyond which we may
thermalize and effectively “collapse” to an eigenstate of
HΛ will be O(~/(kBT )). More cautiously, following con-
clusion (I), an effective “collapse” of the expectation of
local observables to an average over eigenstates of the
same energy density may arise on this time scale. That
is, inasmuch local observables are concerned, the time av-
eraged density matrix will be effectively that of the equi-
librium system (emulating a delta function as a function
of the energy density). Since, as noted in Section II, at
room temperature, ~/(kBT ) = 2.5 × 10−14 seconds, the
thermalization time may be short and appear (yet cer-
tainly does not need) to be nearly instantaneous. Collo-
quially, the state of the system may exhibit “rapid pre-
cessions” about the its long time average (in which the
expectation values are equal to Hamiltonian eigenstate
expectation values) with these precessions canceling out

at times larger than the thermalization time. A key in-
gredient in the above derivation is that, inasmuch as a
local observable QH

i is concerned, the evolution with (as
we now reiterate) the local Heisenberg picture Hamilto-

nian H̃H
i (specifically, with the evolution operator Ui(t)

of Eq. (144)) used in our inequality is the same as evolu-
tion with the global Hamiltonian HΛ. Thus, effectively,
we are looking at equilibration times (and equilibrium
expectation values) of QH

i as computed within the en-
tire macroscopic system Λ. Our derived bound is that
of minimal time scale for a “collapse” to equilibrium ex-
pectation values in the sense described above. The use
of the (optimal) local H̃H

i ⊂ HΛ capturing the dynamics
of QH

i leads, as remarked at the start of this Section, to
(the tightest) general bounds on the equilibration times
(see Appendix E).

Unlike macroscopic systems in which the thermaliza-
tion time may diverge (with putative large effective free
energy barriers), small finite size systems have analytic
free energy densities and are (for ordinary interactions
and random initial states) typically ergodic. Indeed,
these shortest thermalization times are, for general lo-
cal quantities QH

i , bounded by the insertion of the typ-

ically system size independent H̃H
i in Eq. (18). These

small systems may include few particle, spin, etc., collec-
tions that are coupled to an experimental probe. Beyond
bounds alone, the exact dynamics of general local quan-
tities are governed by their corresponding local Hamilto-
nians H̃H

i .

Equilibration is typically driven and characterized by
entropy maximization [174, 175] subject to the global
constraint of fixed energy (and other constraints when-
ever present). Heat exchange between objects that come
into contact with one another typically ceases when equi-
librium is reached and entropy maximization is achieved.
Entropic effects may further lift degeneracies and stabi-
lize those states, either classical or quantum [176–180],
that allow for more numerous softer low energy fluctua-
tions over other states. A naive implementation of the
entropy maximization maxim suggests that eigenstates
may be similarly favored. Eigenstates have a larger num-
ber of states in their vicinity that share the same energy
than states that are not eigenstates. Towards this end, we
explicitly write a general pure state |ψ〉 = ∑n cn|φn〉 in
the eigenbasis ofHΛ (the eigenstates {|φn〉} have energies
{En}). The energyE = 〈ψ|HΛ|ψ〉 =

∑

n |cn|2En will dis-
perse linearly in the in the deviations of the amplitudes

{δcn} about a general state |ψ(0)〉 of amplitudes {c(0)n }
in which the amplitudes for at least two non-degenerate
states are non-vanishing. The situation is different for
any of the eigenstates ofHΛ for which the energy changes
are quadratic in the amplitude fluctuations [181]. Thus,
there may be more states of fixed energy that are formed
by (these soft quadratic) small fluctuations about an
eigenstate ofHΛ than those formed by fluctuations about
states that are not eigenstates of the Hamiltonian (where
the energy changes will, generally, be linear in amplitude
deviations).
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C. Semiclassical thermalization times in
non-relativistic and ultra-relativistic systems

We next return to pedestrian semiclassical considera-
tions to illustrate why, in two quintessential weakly in-
teracting systems, the thermalization times (the time T

beyond which the long time average are, essentially, the
equilibrium expectation values) indeed cannot be smaller
than O(~/kBT ). Common lore asserts that, different
from electronic quasiparticle systems (see also Appendix
F) where, from the quantum Boltzmann equation, the
scattering rate scales as T 2, the Planckian rate O(kBT/~)
might constitute a universal bound that is also applica-
ble in strongly interacting systems that are devoid of well
defined quasiparticles. The simple calculations in this
subsection will illustrate how the, linear in temperature,
inverse Planckian time scale emerges naturally as a lower
bound on thermalization times in weakly interacting sys-
tems. Towards this end, we first consider a dilute three-
dimensional classical gas (a gas in which the mean free
path is larger than the de-Broglie wavelength) that was,
initially, out of equilibrium. Clearly, in order to ther-
malize, particles must, on average, collide (at least once)
with one another. Thus, for such gases, the de-Broglie
wavelength h/|p| of the particles divided by their speed
|p|/m constitutes a physical lower bound on the thermal-
ization time. The associated single particle momentum
space average of the latter ratio is trivially of the order
of O(~/kBT ) (i.e., up to a factor of (2π)) since [182]

∫

d3p e−βp2/(2m) (hm/p2)
∫

d3p e−βp2/(2m)
=

h

kBT
. (149)

The lower bound on the collision time τ constitutes, for
the reason described above (particles must experience at
least one collision in order to achieve thermalization), a
lower bound on the thermalization time T. This hints,
as is indeed the case, that Eq. (149) further suggests
other bounds (including those associated with transport
coefficients). For instance, the shear viscosity η of a clas-
sical gas [8, 183] is simply related to the collision relax-
ation time τ (that is, in turn, bounded from below by
Eq. (149)),

η = nkBTτ. (150)

Typically, as a function of temperature, the shear viscos-
ity minimum occurs in the lower temperature regime of
the gaseous phase as the system transitions from a vis-
cosity that is monotonically decreasing in temperature
(the fluid) to a viscosity that is monotonically increasing
in temperature (the higher temperature gaseous phase).
Substituting the lower bound on the gas collision time
of Eq. (149) into Eq. (150) therefore implies that the
shear minimal viscosity of the non-degenerate classical
gas (and therefore of general semiclassical systems over
all temperatures) satisfies the inequality

η & nh. (151)

This simplified lower bound on the shear viscosity con-
forms to the more cautious order of magnitude bound of
Eq. (3). Indeed, up to factors involving the spatial di-
mensionality d and an effective coordination number z,
Eq. (151) and its analogs for other quantities are simi-
lar to the (numerically weaker yet) more rigorous bounds
derived via the formalism of Section IX and the less rig-
orous inequalities the we derived by an application of the
chaos bounds of Section XIIB. In Table I, we compare
Eq. (151) with the empirical shear viscosity of water.
The bulk viscosity [184, 185] and other transport coeffi-
cients are similarly related to the relaxation time.

Nearly identical results appear for ultra-relativistic
gases where the particle speeds ≃ c and the minimal
equilibration time is set by the average of h/(c|p|) which
similarly becomes [186] in thermal equilibrium,

∫

d3p e−βc|p| h/(c|p|)
∫

d3p e−βc|p| =
h

2kBT
. (152)

Qualitatively consistent with the above trend of longer
thermalization times of the ultra-relativistic classical
ideal gas as compared to its non-relativistic counterpart
and Eq. (148), the heat capacity of the ultra-relativistic
gas is larger than that of the non-relativistic gas (being
twice as large by the equipartition theorem). We empha-
size that the intuitive argument that we presented in this
subsection is not, at all, rigorous [187] nor general [188].

D. Absence of rapid thermalization in glass
forming liquids and other systems

The lower bounds on the equilibration times that we
derived in the earlier subsections need not be saturated.
For instance, in chemical reactions [33] and nucleation
processes [189], the dynamics are governed by free en-
ergy barriers that may become sizable and lead to slow
dynamics. In Eyring’s reaction rate theory [33], a Planck-
ian type time scale multiplies an exponential in the Gibbs
free energy activation barrier ∆G (i.e., the inverse reac-
tion rate is h

kBT e
β∆G); the minimal time scale here is

Planckian yet the latter exponential factor can become
very notable. Such forms can be motivated for more gen-
eral phenomena, e.g., [8, 34]. For some systems, ergodic-
ity and equilibration to the bona fide canonical ensemble
expectation value associated with the microscopic Hamil-
tonian HΛ may indeed take an exceptionally long time to
achieve. This occurs in, e.g., supercooled glass forming
fluids [10, 123, 190–192]. As we briefly discuss in Ap-
pendix M, the considerations that led us to Eq. (148)
may be further extended to provide bounds on mini-
mal time scales in systems with nearly stationary non-
equilibrium probability densities.
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XVII. OFF-DIAGONAL MATRIX ELEMENTS
OF LOCAL OPERATORS AND DYNAMICS

This Section conceptually builds on general notions re-
viewed in Section III. Our focus will now be on the part
of the Eigenstate Thermalization Hypothesis concerning
off-diagonal matrix elements of local operators in the en-
ergy eigenbasis (not on the diagonal elements of such
operators that we discussed in Section XVI) and how
these may constrain the dynamics of local observables.
Our computations relate to those in [114] yet their con-
clusions differ. Similar to known lore and some earlier
descriptions, e.g., [156, 193, 194], we find that, albeit
erratically varying, the off-diagonal matrix elements of
local operators cannot be completely random in the en-
ergy eigenbasis. Different from earlier works, however,
our considerations are not limited to thermal systems nor
to the analysis of the dynamics of systems that will ther-
malize starting from an initial athermal state. We illus-
trate that in general states, even those of non-equilibrium
systems, no dynamics may be locally observable if the
off-diagonal matrix elements of local operators are com-
pletely random. The dynamics in such systems lead to
bounds on the deviation from randomness.
To simplify the notation (especially since we will

deal with matrix element subscripts) in this Section,
we will not use the local subscripts i (nor global su-
per/superscripts Λ) that we employed in the earlier Sec-
tions.
The final conclusion that we arrive at in this Sec-

tion applies to general random (and thus typically non-
equilibrium) density matrices ρ. We now specialize to
(general Hermitian) local operators Q. According to
the Eigenstate Thermalization Hypothesis [106–113], for
such operators, in the eigenbasis of the Hamiltonian H ,
the off-diagonal (m 6= n) matrix elements

Qmn ∼ f(Emn, ωmn)
Rmn

eS(Emn)/(2kB)
. (153)

Here, Rmn is a random complex number that is drawn
from a distribution P of a standard deviation of unit size
and mean zero and S is the entropy of the equilibrium
system defined by the Hamiltonian H at an average en-
ergy Emn = (Em + En) /2. It is important to empha-
size that Eq. (153) is a general hypothesis for the ma-
trix elements of local observables in the eigenbasis of the
N−particle Hamiltonian and thus can be applied for gen-
eral states of the system (whether in equilibrium or not).
By hermiticity of the local observable, Rmn = R∗

nm. In
Eq. (153), the frequency ωmn ≡ Em−En

~
denotes the

energy difference between the eigenstates labeling the
off-diagonal elements. The magnitude of the continu-
ous function f(Emn, ωmn) is set by the thermal standard

deviation

√

Tr (ρcanonicalQ2)− (Tr (ρcanonicalQ)
2
) of the lo-

cal observable. Since the latter standard deviation is of
order unity (i.e., system size independent) for a local ob-
servable, so is the function f(Emn, ωmn). The Eigenstate
Thermalization Hypothesis further assumes (as is to be

expected) the factor f(Emn, ωmn) to be negligible if ωmn

is larger than the typical energy width.

We next insert the Eigenstate Thermalization Hypoth-
esis ansatz of Eq. (153) into the Heisenberg equations of
motion. Doing so, we see that for an arbitrary local ob-
servable Q,

〈

dQ

dt

〉

=
i

~
Tr (ρ[H,Q])

∼ i

~

∑

n,m

(Em − En) ρnm

× f (Emn, ωmn)
Rmn

eS/(2kB)

≡
∑

n,m

ρnmQ̇
ETH
mn ≡ Tr(ρ Q̇ETH). (154)

Here, Q̇ETH
mn are the matrix elements of the commutator

i
~
[H,Q] with the insertion of Eigenstate Thermalization

Ansatz of Eq. (153). Since {Rmn} are assumed to be un-
correlated random numbers of vanishing mean and unit
variance, the sum of Eq. (154) (which can be viewed as
that over a “random walk” (of individual steps (nm) of

size (ρnmQ̇
ETH
mn ) in the complex plane)) must, by the ad-

ditivity of the variance for the decoupled variables in the
sum, have a typical modulus that scales as the square
root of the number of terms times the absolute value of
a typical term. A simple counting of relevant terms (or,
equivalently, the number of steps in the above “random
walk”) of pair states (nm) while invoking the probability
density normalization constraint over these states (lead-
ing to individual probability density factors that scale as
the reciprocal of the number of relevant states in the sum
(i.e., the possible values of n or of m)) then suggests that

the typical value of 〈dQdt 〉 is exponentially small in the sys-

tem size (scaling as e−S/(2kB)). In what follows, we make
such arguments precise. As the number of individual
terms (nm) becomes large (as it does for a macroscopic
system having numerous state pairs for which the matrix
elements of Q are finite), the squared norm of Eq. (154)
(similar to random walk type sums) may be replaced by
its average over different draws of the set of random vari-
ables {Rmn} from the distribution P. The error incurred
in replacing the sum by its average vanishes in the limit of
a large number of individual terms that are drawn from
the distribution P in the sum of Eq. (154). Thus, for
large systems Λ,

〈

dQ

dt

〉2

∼
[

(Tr(ρ Q̇ETH))2
]

P
, (155)

where [Y ]P denotes the average of Y computed with the
distribution P (and ∼ highlights, once again, the use of
the Eigenstate Thermalization Hypothesis of Eq. (153)).
As we explain below, Eq. (153) implies that in the ther-
modynamic limit, a typical term in the sum of Eq. (154)
is exponentially small in the system size (as the entropy
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is extensive, S = O(N)),

Q̇ETH
mn ≡ i

~
(Em − En) f(Emn, ωmn)

× Rmn

eS/(2kB)

= O(e−S/(2kB)). (156)

In writing the second equality in Eq. (156), we noted
the following three scales:

(i) In any physical theory, the relevant system energies
and thus the energy differences (Em−En) (or frequencies
ωmn) may, at most, scale as a power of the system size.

(ii) The function f(Emn, ωmn) is of order unity.

(iii) The random complex numbers {Rmn} drawn
from the distribution P are of typical unit norm and
vanishing average.

Given Eq. (154), this then implies that

〈

dQ

dt

〉2

∼
[

(Tr(ρ Q̇ETH))2
]

P

=
∑

nmn′m′

ρnmρn′m′ [Q̇ETH
mn Q̇ETH

m′n′ ]P

=
∑

nmn′m′

ρnmρn′m′δmn′δnm′ [|Q̇ETH
mn |2]P

=
∑

nn′

ρnn′ρn′n × O(e−S/kB)

≤ O(e−S/kB ). (157)

The third line in Eq. (157) follows from the absence of
correlations between the random variables {Rmn}, the

matrix elements Q̇ETH
mn are also uncorrelated with each

other. Thus, unless the state pairs (nm) and (m′n′) are
the same, the average [RmnRm′n′ ]P = 0. Furthermore,
if m = m′ and n = n′, the expectation value [R2

mn]P
vanishes since the phase of Rmn is random. The only
bilinear in R that has a non-vanishing expatiation value
is that given by the “contraction” [Rnn′Rn′n]P = 1 set by
the assumed unit variance of these random variables. In
the fourth line of Eq. (154), we inserted Eq. (156), which
given that [[Rmn|2]P = 1 (all too explicitly) implies that

[|Q̇ETH
mn |2]P

=
1

~2
(Em − En)

2(f(Emn, ωmn))
2 [|Rmn|2]P
eS/(kB)

=
1

~2
(Em − En)

2(f(Emn, ωmn))
2e−S/kB

= O(e−S/kB ). (158)

Finally, in deriving the (literal) bottom line scaling of the
bound of Eq. (157), we invoked the following inequality

for general density matrices ρ,

∑

nn′

ρnn′ρn′n = Tr(ρ2) =
∑

a

p2a

≤
∑

a

pa = 1. (159)

Here, a denotes the eigenstates of the probability density
matrix ρ (with pa being the corresponding probability
eigenvalues). From Eq. (157), we indeed see that since

lim
N→∞

e−S/kB = 0, (160)

in order to have a finite time derivatives of observables,
one must have correlations between the energy differences
and the matrix elements. We now return to the complex
plane “random walk” analogy briefly discussed after Eq.
(154) and close our circle of ideas. The Kronecker delta
factors in the third line of Eq. (157) and resultant vari-

ance ([|Q̇ETH
mn |2]P) [195] sum capture the uncorrelated

individual steps in this “random walk”. The normaliza-
tion of the probability density factors that were alluded
to in that analogy is fleshed out in Eq. (159). Simi-
lar conclusions will be drawn if Eq. (153) is assumed to
hold only for sufficiently small finite energy differences
|ωmn| ≤ ω∗ and is violated for larger |ωmn|. In such a
case, we may repeat all of the above steps mutatis mutan-
dis and note that the argument of the sum in Eq. (157)
is positive semi-definite. Therefore, if, in Eq. (157), we
sum only over the subset of frequencies associated with
|ωmn|, |ωm′n′ | ≤ ω∗, then we will similarly obtain that the
contribution of these frequencies to 〈dQ/dt〉2 vanishes in
the thermodynamic limit.
Setting Q(t) = eiHt/~Qe−iHt/~ and Q(0) = Q and re-

peating the considerations that led to Eq. (157), one sees
that the assumption of Eq. (153) analogously suggests
that

〈dQ(t)

dt
Q(0)

〉2

≤ O(e−2S/kB) →N→∞ 0. (161)

That is, similar to Eq. (157), in a general macroscopic
system, the autocorelation function of any local observ-
able Q cannot vary in time unless the assumption of Eq.
(153) is amended by non-random contributions {Fmn} to
its off-diagonal matrix elements, i.e.,

Qmn ∼ f(Emn, ωmn)
Rmn

eS(Emn)/(2kB)
+ Fmn. (162)

In order to obtain physically meaningful results, the na-
ture of these additional contributions {Fmn} cannot be
such that resulting expectation value of the time deriva-
tive 〈dQ/dt〉 of each observable Q and of all other time
dependent correlation functions will become trivially in-
dependent of the system state ρ.
We reiterate that the above conclusion does not hinge

on the general random state ρ being an equilibrium state
nor one approaching equilibrium. Thus, if Eq. (153)
holds with truly random numbers {Rmn} then, in all
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physical states ρ uncorrelated with these random num-
bers, no dynamics of any local quantity Q may be ob-
served.
Employing Eq. (162) to calculate 〈dQ(t)

dt Q(0)〉2 in
states known to exhibit dynamics of Q will generally lead
to constraints on the matrix elements Fmn. We remark
that it is not surprising that, on average for typical cases,
Eq. (153) may appear to hold with a seemingly random
Rmn. This is so since, up to readily calculable diagonal
element contributions, the averages over off-diagonal ma-
trix elements of Q and general functions thereof can be
computed with a density matrix ρ = |ψ〉〈ψ| associated
with a pure state

|ψ〉 = e−S/(2kB)
∑

n

|φn〉〈φn| (163)

formed by an equal amplitude superposition of all eigen-
states |φn〉 of the Hamiltonian that lie within a “shell” of
fixed energies. The width of this energy shell over which
the sum in Eq. (163) extends is set by that value of ωmn

beyond which the function f(Emn, ωmn) in Eq. (153)
is assumed to be negligible. Thus, average properties of
the matrix elements Qmn are emulated by computing ex-
pectation values within such equal amplitude pure states
|ψ〉. That is, for a general function g of the observables
{Qi} and their derivatives, the expectation value

〈ψ|g|ψ〉 = e−S/kB

∑

n

〈φn|g|φn〉. (164)

However, the quantity on the righthand side of Eq. (164)
is the microcanonical ensemble average of g over an en-
ergy shell that yields the respective equilibrium expecta-
tion values. Since observables may appear stochastic in
equilibrium, it is natural to anticipate that, on average
over shells of fixed energies, the statistics of the matrix
elements Qmn conforms to Eq. (153). Picking the func-
tion g to be Q2 for a local operator Q, Eq. (164) will
then suggest that the off-diagonal matrix elements may
indeed be of the form of Eq. (153) in order to obtain a
variance that is of order unity. The requirement of the
variance to be of order unity was initial logic that un-
derlied the Eigenstate Thermalization Hypothesis ansatz
[106–113] of Eq. (153).
In a related vein, we may consider general time de-

pendent correlation functions between different operators
(not solely the (auto)correlation function of a single op-
erator with itself at different times). We may further
consider spatial instead of temporal evolution of local ob-
servables and their correlations. In order to have distance
dependent spatial correlations between local observables,
if the off-diagonal matrix elements of local observables
are random in the energy eigenbasis then this random-
ness must be correlated at different spatial sites in order
to generate a meaningful, distance dependent, correlation
function.
Apart from determining the dynamics, the contribu-

tions of the off-diagonal elements of local observables
may be crucial in other regards (whether or not they

obey Eq. (153)). Indeed, without these contributions,
as we now explain, one will paradoxically obtain that if
the equilibrium expectation values of general local op-
erators Q are continuous smooth function of the energy
density then the expectation values of all such opera-
tors will be identically the same when computed in any
thermal ensemble having a local Hamiltonian. To see
this, consider two local Hamiltonians H1 =

∑

i h
i′

1 and

H2 =
∑

i h
i′

2 where {hi′1 } and {hi′2 } are local operators
associated with sites or local volumes i′ (whose number
is of the order of the system size N). We will refer to
systems associated with these Hamiltonians as “system
1” and “system 2”. When evaluated in the thermal equi-
librium of system 2, the connected correlation function

G
i′j′

1 ≡ 〈hi′1 hj
′

1 〉 − 〈hi′1 〉〈hj
′

1 〉 will tend to zero as the dis-
tance |i′−j′| → ∞ (typically doing so with either a finite
correlation length exponential decay or an algebraic de-
cay). The variance of the energy density (H1/N) may
be expressed as the sum of connected correlation func-

tion over all pairs, σ2
H1/N

= 1
N2

∑

i′j′ G
i′j′

1 . The decay of

connected correlation function implies, in turn, that in
any thermal state of system 2 the energy density associ-
ated with (H1/N) is sharp (i.e., the variance of (H1/N)
tends to zero in the thermodynamic limit) [196]. Thus,
in any equilibrium state of system 2, both energy densi-
ties (H1/N) and (H2/N) are sharp. The latter sharpness
of (H2/N) is just the statement that the energy density
of system 2 in any of its thermal states is a well de-
fined intensive state variable [197]. By flipping 1 ↔ 2
and repeating the above steps, it is seen that for any,
similarly provable, sharp value of (H2/N) in system 1
there is a corresponding sharp energy density (the expec-
tation value of (H1/N)) of system 1 itself. A stronger yet
statement would follow whenever the Eigenstate Ther-
malization Hypothesis holds for diagonal elements dis-
cussed in Sections III and XVIA1 [106–113, 173] (i.e.,
whenever the expectation value of Q in any eigenstate of
a Hamiltonian H will be equal to the thermal average of
Q in the system defined by this Hamiltonian). When-
ever the Eigenstate Thermalization Hypothesis applies,
H1/N will have a vanishing standard deviation in each
eigenstate of H2 and vice versa (H2/N will have a van-
ishing standard deviation in each eigenstate of H1). In
other words, the average energy density (H1/N) when
computed in system 2 defined by H2 would be a function
of the energy density (H2/N) in the same system (the
values of the latter energy density define the equilibrium
states of system 2 at different temperatures). This fur-
ther implies that if the off-diagonal contributions of Q in
the eigenbasis of H2 are omitted then the thermal aver-
age of any local operator Q computed in system 1 at one
temperature T1 would be identically the same as the ther-
mal average of Q when computed with H2 (system 2) at,
generally, a different temperature T2 whenever the expec-
tation value of (H1/N) evaluated in system 2 at temper-
ature T1 matches the energy density of system 2 at tem-
perature T2. Clearly, such an equality cannot hold for all
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local observables Q simultaneously. This illustrates once
again the possible importance of the off-diagonal contri-
butions of Q (in either eigenbasis) and that of having
dependencies of equilibrium expectation values on quan-
tities other than only the energy density. In the classical
arena (where all averages performed over microstates are
“diagonal”), this paradox underscores that the individ-
ual microstate expectation values cannot depend on the
energy density alone. The above considerations can be
extended to situations in which expectation values are
assumed to depend on only a finite number of additional
intensive variables other than the energy density alone.
To recap, the results of this Section suggest that the

off-diagonal matrix elements of local observables can-
not be completely random for dynamics and nontrivial
spatio-temporal correlations to appear. This hints that
although Eq. (153) is consistent with the global Gaus-
sian distribution of the norm of the off-diagonal matrix
elements when averaged over all eigenstates [198], more
intricate deviations from Eq. (153) might need to appear
if local dynamics are to be observed in general random
non-equilibrium states. We explained, however, why on
average the statistics of the off-diagonal matrix elements
may appear to be random. We further commented on the
importance of the off-diagonal matrix elements and/or
dependencies of equilibrium expectation values on quan-
tities other than the energy density and a finite number
of other state variables alone.

XVIII. CONCLUSIONS

In summary, we illustrated how the application of the
uncertainty relations to quantum thermal systems leads
to numerous bounds on local observables, their dynamics,
Lyapunov exponent, transport coefficients, spatial gradi-
ents, and general correlation functions. Some of our con-
clusions are summarized in Table I. These illustrate that
our bounds are often close to empirical values. Comple-
menting the quantities highlighted in this Table, we de-
scribed how other transport coefficients may be bounded
(e.g., Eq. (99) for the order of magnitude of the upper
bound on the electrical resistivity of metals) and other
attributes of the dynamics (e.g., the acceleration of Eq.
(67)) may be bounded. The bulk of our derived trans-
port coefficient bounds do not assume the existence of
quasiparticles. In Section XIV, we discussed universal
low temperature bounds in quasiparticle systems.
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Appendix A: Review of the Araki-Lieb construct
and its implications for finite temperature

uncertainty relations

In this Appendix, we briefly review Araki and Lieb’s
original purification (also known as the thermofield dou-
ble) construct [38, 61]. We then explain [10] how this
construct immediately implies that uncertainty inequali-
ties proven for pure states apply to general mixed states.
The final result of the below derivation- that the uncer-
tainty relations carry over to mixed states- is well known.

Let the eigenvectors and eigenvalues of ρΛ be {|c〉} and
{pc} respectively. Thus,

ρΛ =
∑

c

pc|c〉〈c|. (A1)

Define vectors {|wc〉} in a space orthogonal to that
spanned by {|c〉} such that

〈wc | wc′〉 = δc,c′ (A2)

The volume Λ̄ on which {|wc〉} have their spatial support
is different from Λ (i.e., Λ̄∩Λ = ∅). Now define the pure
state

|ψ〉 ≡
∑

c

√
pc (|c〉 ⊗ |wc〉) . (A3)

If the states {|wc〉} have their spatial support on Λ̄ then
the partial trace of the pure state density matrix

TrΛ̄(|ψ〉〈ψ|) = ρΛ. (A4)

Putting all of the pieces together, this implies that any
uncertainty inequality proven for pure states (over Λ∪Λ̄)
mandates a corresponding inequality for operators de-
fined on Λ where averages are computed with a general
density matrix ρΛ. This establishes Eq. (15).

Stated alternatively, the uncertainty inequality that we
employ throughout the current work for mixed states is
intimately related to the Cauchy-Schwarz inequality as-
sociated with a Hilbert-Schmidt (trace) inner product.
By setting |u〉 ≡ A†|ψ〉 and |v〉 ≡ B|ψ〉 with two general
operators A and B, the results of this Section illustrate
that Cauchy-Schwarz inequality |〈u|v〉|2 ≤ 〈u|u〉〈v|v〉
leads to the trace inequality of Eq. (33).
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Appendix B: Non semiclassical quadratic moment
bounds

Returning to the bound of Eq. (26), we observe that
the expectation value of the anticommutator
〈

{∆H̃H
i ∆QH

i ,∆Q
H
i ∆H̃H

i }
〉

=
〈

∆H̃H
i (∆QH

i )2∆H̃H
i

〉

+
〈

∆QH
i (∆H̃H

i )2∆QH
i

〉

=
1

4

〈(

{∆H̃H
i ,∆Q

H
i }+ [∆H̃H

i ,∆Q
H
i ]
)

×
(

{∆H̃H
i ,∆Q

H
i } − [∆H̃H

i ,∆Q
H
i ]
)

+
(

{∆H̃H
i ,∆Q

H
i } − [∆H̃H

i ,∆Q
H
i ]
)

×
(

{∆H̃H
i ,∆Q

H
i }+ [∆H̃H

i ,∆Q
H
i ]
)〉

=
1

2

〈

{∆H̃H
i ,∆Q

H
i }2

〉

− 1

2

〈

[∆H̃H
i ,∆Q

H
i ]2
〉

≥ −1

2

〈

[∆H̃H
i ,∆Q

H
i ]2
〉

. (B1)

Thus,

−
〈

[∆H̃H
i ,∆Q

H
i ]2
〉

≤ 2
〈

{∆H̃H
i ∆QH

i ,∆Q
H
i ∆H̃H

i }
〉

.

On the righthand side of Eq. (B1), both expectation
values

〈

∆H̃H
i (∆QH

i )2∆H̃H
i

〉

=
〈

(∆QH
i ∆H̃H

i )†(∆QH
i ∆H̃H

i )
〉

≥ 0 (B2)

and
〈

∆QH
i (∆H̃H

i )2∆QH
i

〉

=
〈

(∆H̃H
i ∆QH

i )†(∆H̃H
i ∆QH

i )
〉

≥ 0 (B3)

are manifestly positive semi-definite.
Given a general thermal density matrix ρΛ, we may

define the two density matrices

ρ∆H̃H
i
≡ 1

Tr(ρΛ∆H̃H
i )2

∆H̃H
i ρΛ∆H̃

H
i ,

ρ∆QH
i
≡ 1

Tr(ρΛ∆QH
i )2

∆QH
i ρΛ∆Q

H
i . (B4)

One may readily verify that both ρ∆H̃H
i

and ρ∆Q have

a trace of unity and are positive semi-definite and thus
indeed constitute probability density matrices. Averages
computed with the density matrices of Eq. (B4), in par-
ticular those in Eqs. (B2,B3), correspond to expectation
values calculated in an initial thermal state ρΛ that has,
subsequently, been “locally heated” (or “cooled”) by a

perturbation H̃H
i or QH

i (with the variance associated
with these perturbations set by their equilibrium stan-
dard deviation at the temperature T associated with the
thermal state ρΛ). Given the density matrices of Eq.

(B4) and using the cyclic invariance of the trace, we may
recast Eq. (B1) as

~
2

2
Tr(ρΛ(

dQH
i

dt
)2)

= −1

2
Tr(ρΛ[∆H̃

H
i ,∆Q

H
i ]2)

≤ Tr(ρ∆H̃H
i
(∆QH

i )2) Tr(ρΛ(∆H̃
H
i )2)

+Tr(ρΛ(∆Q
H
i )2) Tr(ρ∆QH

i
(∆H̃H

i )2). (B5)

We underscore that Tr(ρΛ(∆H̃
H
i )2) is set by the effec-

tive heat capacity employed in the main text (Eq. (24))

and that Tr(ρ∆QH
i
(∆H̃H

i )2) is the variance of the local

Hamiltonian when computed with the modified density
matrix ρ∆QH

i
. Eq. (B5) and simple extensions thereof

constitute analogs of the uncertainty relations of Section
IVB for higher order moments of the time derivative of
a general observable that are free of a semiclassical or
other approximations. By deforming the thermal den-
sity matrix to be the density matrices of Eq. (B4), the
semiclassical inequality of Eq. (27) trivially becomes the
exact bound of Eq. (B5). The inequality of Eq. (27) is
further generalized in Appendix C.

Appendix C: semiclassical quadratic and higher
moment bounds for general operators

In this Appendix, we explicitly note how Eq. (27) gen-

eralizes in the classical limit for commuting H̃H
i and ob-

servables QH
i that do not depend only the spatial coor-

dinates or only on the momenta. Here, an average of the
form of Eq. (27) becomes

1

NΛ

NΛ
∑

i=1

〈

∆H̃H
i ∆QH

i ∆H̃H
i ∆QH

i

〉

= Tr(ρclassical canonicalΛ (∆H̃H
i ∆QH

i ∆H̃H
i ∆QH

i ))

= Tr(ρclassical canonicalΛ (∆H̃H
i )2(∆QH

i )2)

≤
√

Tr(ρclassical canonicalΛ (∆H̃H
i )4)

×
√

Tr(ρclassical canonicalΛ (∆QH
i )4). (C1)

In the first equality in Eq. (C1), we invoked Eq. (10).
In the second equality, we used the commutativity in
the classical limit. In the inequality in the fourth line
of Eq. (C1), we invoked the Cauchy-Schwarz relation of

Eq. (33), with A = (∆H̃H
i )2 and B = (∆QH

i )2, trivially
applied to the classical canonical ensemble probability
density averages. Eq. (C1) is similar to our semiclassical
result of Eq. (27) for separable probability densities and
local observables QH

i and associated local Hamiltonians

H̃H
i that each depend only on the spatial coordinates or

only on the momenta. However, since

Tr(ρclassical canonicalΛ (∆H̃H
i )4)

≥(Tr(ρclassicalcanonicalΛ (∆H̃H
i )2))2, (C2)
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and

Tr(ρclassical canonicalΛ (∆QH
i )4)

≥(Tr(ρclassical canonicalΛ (∆QH
i )2))2,

the upper bound of Eq. (C1) is, normally,
less restrictive than Eq. (27) (as anticipated for

the more general {QH
i } and {H̃H

i }). We now
briefly discuss the non-relativistic kinetic term that
is quadratic in the momentum (Eq. (51)). By
Wick’s theorem, for an associated ρclassical canonicalΛ

that is Gaussian in the momentum, for such a ki-
netic H̃H

i ), the average Tr(ρclassical canonicalΛ (∆H̃H
i )4) =

3(Tr(ρclassical canonicalΛ (∆H̃H
i )2)2). Thus, the term involv-

ing the squared variance of the local Hamiltonian of Eq.
(C1) is larger (by a factor of

√
3) as compared to that in

Eq. (27). Eq. (C1) can be extended to higher (n > 2)
moments of ∆QH

i .

Appendix D: Localized Identical Particles

Our central inequalities in the main text relied on ex-
act operator uncertainty relations. These relations held
for arbitrary states ρΛ whether these describe identical
or distinguishable particles or whether these particles are
localized or itinerant. As such, the inequalities that we
derived were universal. The existence of an index i la-
beling a local Hamiltonian H̃H

i associated with a local
observable QH

i does not, of course, imply that the par-
ticles in the system are distinguishable. Prior to taking
semiclassical limit, all of our uncertainty based inequal-
ities were exact. These also include our bounds on the
autocorrelation function and their implications for trans-
port coefficients. For the particular situation in which
particles are localized in some space, the index i may
naturally provide additional information regarding the
localization (as it does in a semiclassical limit in which
particle locations may be specified). Indeed, in various
experimental setups for measuring single particle veloc-
ities or other properties, individual particles may need
to be resolved. We briefly elaborate on this situation in
the current Appendix. The localization that we discuss
now may be that in real, momentum, or any other space.
For definitiveness, in what follows, we allude to localiza-
tion in real space. With a trivial change of spatial labels
by others, the results apply verbatim in momentum or
any other space in which localized particles exist. We

examine the single particle density matrix,

ρ1 ≡ Tr2,3,...,NΛ (ρΛ) . (D1)

If particles may be spatially resolved then, in the posi-
tion space representation, the diagonal elements ρ1 (x1)
form a function of x1 that is equal to the sum of NΛ

spatially localized functions that are centered about po-

sitions {Xi}NΛ

i=1. Given, for each i, the normalized distri-
bution Git

(

x1 − X̄i

)

, the single body probability density

ρ1 (x1, t) ≡ Tr2,3,...,NΛ (ρΛ(t)) =
1

NΛ

NΛ
∑

i=1

Git (x1 −Xi(t))

(D2)
peaks at x1 = Xi. The contribution of each particle
i to the single body probability density ρ1 must be of
the above general form. The single particle distribution
Git (x1 −Xi(t)) need not be of identical functional form
for different i. For example, at a particular spatial lo-
cation, a particle can be in a higher excited stated than
at another location. The particles may, at times t, be
spatially well defined (apart from possibly a set of time
intervals of measure zero) if at all such t, the maximal
standard deviation ∆max

G of Git is far smaller than a fixed
shortest inter-particle distance a.
A key role in what follows will be played a Gaussian

F that is centered about the origin (with F(0) = 1)
that is of standard deviation a ≫ σF ≫ ∆max

G . The
derivatives of Gaussians of such specific standard devi-
ation will be finite only where the probability density
ρ1 (and ρΛ) is vanishingly small. Hence, for a general
spatial function f , the expectation value of the commu-
tator Tr (ρΛ [f,F (xj −Xj(t))]) is negligible [199]. Since
all time dependence of F arises from that of Xj(t), the

expectation value of the time derivative Tr
(

ρΛ
∂F
∂t

)

van-
ishes.
The Gaussian F assumes the role of a broadened delta

function selecting positions xj close to Xj . For sin-
gle body operators QH

i , the results derived in the main
text for distinguishable particles are unaltered by the re-

placement Q̃H
i (t) →

(

Q̃H
i (t)× F

(

xH
i (t)−Xi(t)

)

)

. For,

e.g., our velocity bounds of Section VI, the only term
in HΛ that endows

(

xH
i × F

(

xH
i (t)−Xi(t)

))

with dy-

namics is, as before, H̃H
i =

(pH
i )

2

2m . Given our definitions
and construct, this and our other earlier Hamiltonians
H̃H

i (t) ⊂ HΛ similarly generate the dynamics of other
general

(

QH
i (t)× F

(

xH
i (t)−Xi(t)

))

. Rather explicitly,
from Heisenberg’s equations of motion,
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Tr

(

ρΛ
d

dt

(

Q̃H
i × F

(

xH
i −Xi(t)

)

)

)

=
i

~
Tr
(

ρΛ

[

HH
Λ ,
(

Q̃H
i × F

(

xH
i −Xi(t)

)

)])

+Tr

(

ρΛQ̃
H
i

∂F
(

xH
i −Xi(t)

)

∂t

)

=
i

~
Tr
(

ρΛ

[

HH
Λ ,
(

Q̃H
i × F

(

xH
i −Xi(t)

)

)])

=
i

~
Tr
(

ρΛ

[

HH
Λ , Q̃

H
i

]

× F
(

xH
i −Xi(t)

)

)

. (D3)

In the second equality of Eq. (D3), we invoked the vanishing expectation value of the derivatives of F when these are
computed with ρΛ. We now return to the general uncertainty inequality

(

Tr

(

ρΛ

(

∆H̃H
i (t)

)2
))

×
(

Tr
(

ρΛ
(

∆
(

QH
i (t)× F

(

xH
i (t)−Xi(t)

)))2
))

≥ 1

4
Tr
(

ρΛ

[

H̃H
i (t),QH

i (t)× F
(

xH
i (t)−Xi(t)

)

])2

=
1

4

∣

∣

∣Tr
(

ρΛ

([

H̃H
i (t),QH

i (t)
]

× F
(

xH
i (t)−Xi(t)

)

))∣

∣

∣

2

=
~
2

4

(

Tr

(

F
(

xH
i (t)−Xi(t)

)

× ρΛ × dQH
i

dt

))2

. (D4)

This implies that

kBT
2Cv,i ≡ Tr

(

ρcanonicalΛ

(

∆H̃H
i (t)

)2
)

=
1

NΛ

NΛ
∑

i=1

(

Tr

(

ρΛ

(

∆H̃H
i (t)

)2
))

≥ ~
2

4NΛ

NΛ
∑

i=1

(

Tr
(

ρΛ × dQH
i

dt × F
(

xH
i (t)−Xi(t)

)

)2

Tr
(

ρΛ
(

QH
i (t)× F

(

xH
i (t)−Xi(t)

))2
) . (D5)

The multiplication by F acts as a projection operator
that leads to the identification of xHi with the particular
coordinate Xi. The above sketch may be further refined.

In the simple bounds that we wrote in this Appendix,
we alluded, for concreteness, to the velocity bounds of
Section VI. Similar constructs may be replicated, nearly
verbatim, in momentum (or other) space(s) whenever
well-defined localized particles (in the associated space)
may be defined.

Appendix E: Different bounds associated with the
non-unique choice the local Hamiltonians

We now highlight the non-uniqueness of the choice of
the operator H̃H

i giving rise to the dynamics of QH
i . This

non-uniqueness may be leveraged in order to find optimal
sets of local Hamiltonians {H̃H

i } that give rise to the
strongest bounds on the expectation values of the time
derivatives of QH

i and their moments.

As noted in the main text of the paper, we may choose
H̃H

i to be the minimal subset of terms in HΛ that en-

dow QH
i with dynamics. That is,

dQH
i

dt = i
~

[

HΛ, Q
H
i

]

=
i
~

[

H̃H
i , Q

H
i

]

with H̃H
i ⊂ HΛ. However, any such H̃H

i ⊂
HΛ may be augmented by additional terms that do not
alter the equations of motion. In general, in order to ob-
tain the tightest bounds, we may seek an addition WH

i

for which the variance Tr

(

ρcanonicalΛ

(

H̃H
i +WH

i

)2
)

−
(

Tr
(

ρcanonicalΛ

(

H̃H
i +WH

i

))2
)

will be the smallest.

Apart from commuting with QH
i (i.e., [WH

i , QH
i ] = 0) so

as to leave the equations of motion invariant, the oper-
ators WH

i over which we may minimize the variance are
completely arbitrary [200]. In a harmonic solid model
example that we will examine in Appendix L 1, we will
explicitly demonstrate that keeping more terms than the
minimal ones may lead to far stronger bounds. In an
example that we will examine in Appendix L 1, we will
illustrate that keeping the full Hamiltonian associated
with a given mode instead of only the associated kinetic
term for that mode, will give rise to a more stringent
upper bound on the velocity that tends to zero in the
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low temperature limit. The latter vanishing behavior is
universally expected since at low temperatures when the
system veer towards its ground state(s) for which the en-
ergy fluctuations trivially vanish. In such a situation, we
will simply set H̃H

i to be larger subset of HΛ (i.e., con-
taining more of the terms that appeared in HΛ). The

variance Tr

(

ρcanonicalΛ

(

∆H̃H
i

)2
)

can, typically, be read-

ily bounded. In the semiclassical limit (similar to asso-
ciated exact quantum calculations), similar to [73] (and
[201]), we may choose all external fields {φj} (or phase
space degrees of freedom) not associated with the sup-

port of H̃H
i to assume fixed values φj = φj that min-

imize the variance of H̃H
i when the latter is computed

with a probability density ∝ e−βHΛ |φ with those fixed
external values. This calculation yields the classical vari-
ance of H̃H

i computed within a local whose Hamiltonian
is system given by HΛ with all the said fields φj not in

the domain of support of the local Hamiltonian H̃H
i set

equal to the constant values φj .
We now briefly comment on the diametrically opposite

limit- that of vanishing temperature. General systems
(including toy textbook type models, e.g., particles in a
box, the Hydrogen atom, harmonic oscillators) typically
display zero point quantum fluctuations. These fluctu-
ations does not imply, however, that the local velocities
and other general time derivatives of observables must
be finite at zero temperature. When the system obtains
its ground state energy, the density matrix becomes the
canonical one associated with zero temperature (in this
case, a projection to the ground state manifold) and all
expectation values are stationary (and their time deriva-
tives vanish).

Appendix F: Quasiparticle Fermi Systems

In this Appendix, we regress to a simple realization
of these inequalities discussed in Section XIV – that
of a limiting case of quasiparticle systems of decoupled
fermions,

HΛ =
∑

i

(

pH
i

)2

2m∗ ≡
∑

i

H̃H
i . (F1)

In Fermi gases (and liquids), a hybrid wave-vector (k)
and spin (σ) index will assume the role of the generic
index i in labeling the uncorrelated Hamiltonians in Eq.
(F1). In what follows, for the benefit of readers from
other fields, we briefly review well known rudiments and
then contrast our results of Section XIV with known low
temperature behaviors. Although, in solids, electrons
may strongly interact, as is underscored by Fermi liquid
theory, in many instances, up to unimportant corrections,
the system may be understood as that of non-interacting
quasiparticles with renormalized parameters that is adi-
abatically connected to the Fermi gas of non-interacting

electrons. The Sommerfeld expansion of the Fermi gas
remains applicable. In these liquids, various quantities
such as the mass, electron spectral weight, Landé g fac-
tor, and the compressibility may all be renormalized. In
particular, the mass m∗ in Eq. (F1) is the effective elec-
tron mass which, in “heavy fermion” compounds, can be
several orders of magnitude larger than the bare elec-
tronic mass [45]. Such Fermi liquid behavior is prevalent
[36, 37, 45, 103]. In solids, the electronic dispersion is
periodic and more complicated functions of the momen-
tum appear. However, with the exception of graphene
and other “Dirac materials” [202], the electronic disper-
sion typically tends to the above free electron form of Eq.
(F1) for small wave-vectors k [203–205]. For the Fermi
gas Hamiltonian of Eq. (F1), for a fixed spin polarization
σ, the energy associated with each such sector of wave-
vector k is ǫknk with nk the occupancy of the state of
wave-vector k and corresponding single particle energy

ǫk =
~
2k2

2m∗ . (F2)

The occupancy of a given single particle state of wave-
vector k follows a binomial distribution with probabilities
fǫ and (1 − fǫ) and associated variance

σ2
H̃H

k

= ǫ2kfǫk (1− fǫk) , (F3)

with fǫk = 1
1+eβ(ǫk−µ) being the Fermi function. In the

above briefly noted Fermi liquids, there are additional
quadratic terms augmenting the linear (in nk) energy
contributions ǫknk of the Fermi gas.
Given the character of Fermi gases, the relations of Sec-

tion V and, in particular, those just discussed in Section
XIV, apply since the local (in momentum space) Hamil-

tonians {H̃H
i } are uncorrelated. Enforcing the total num-

ber and energy constraints via the chemical potential and
temperature, each sector of fixed wave-vector k is decou-
pled from the others. Since the single state number op-
erator is positive semi-definite and of unit norm and, for
fixed spin polarization σ, the variance

σ2
nk

≤ 1, (F4)

Eq. (40) implies the inequality

4

~2
kBT

2C
(Λ)
v

NΛ
≥ 1

NΛ

∑

k

∣

∣

∣

∣

〈

dnk

dt

〉∣

∣

∣

∣

2

. (F5)

In the Fermi gas, for temperature far smaller than the
Fermi temperature, T ≪ TF , the electronic (or other
fermion) heat capacity Cel

v = γT with a constant γ [36,
37, 45, 103] and thus

Cv = O(T ). (F6)

In solids, at low temperatures, the linear electronic heat
capacity of Eq. (F6) dominates over other (phonon, spin,
etc.) excitations [203]. We emphasize that in Eq. (F5),

C
(Λ)
v denotes the global thermodynamic heat capacity.
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Following the above discussion and the results of Section
XIV, we see that in the T ≪ TF limit, the relaxation
rates may satisfy Eq. (138). Consistent with Fermi liquid
theory, the resistivity of conventional metals scales as

ρ = O
(

T 2
)

. (F7)

Eq. (F7) adheres to Eq. (138) in the T → 0 limit.
The above schematic analysis may be replicated for gen-
eral dispersions ǫk other than that of Eq. (F2). Below
the Bloch-Gruineisen temperature [206, 207], electron-
phonon interactions may lead to a more rapid decrease of
the resistivity with temperature (that of ρ = O

(

T 5
)

) for
which the bound of Eq. (138) is, once again, trivially sat-
isfied (even more so than for Fermi liquid theory). Mean-
ingful non-trivial dynamics (and response functions) gen-
erally require the introduction of interactions with the
general bounds similar to those in the discussion follow-
ing Eq. (98) with the very qualitative estimate of Eq.
(99).

Appendix G: High temperature velocity bounds in
equilibrium systems

In this Appendix, we explicitly derive the velocity
bounds alluded to in Section VIA and arrive at Eq. (44).
The rather trivial calculation in this Appendix will in-
volve an assumption. Eq. (43) implies that

1

NΛ

NΛ
∑

i=1

〈viℓ〉2
(

σrH
iℓ

)−2

≤ 2

(

kBT

~

)2

(G1)

Writing the single particle expectation values as a sum
of their system wide global average (Eq. (10)) and

fluctuations about these, 〈viℓ〉2 = v2 + δ
(

〈viℓ〉2
)

and
(

σrH
il

)−2

=
(

σ−2
)

+ δ
(

σ−2
rH
il

)

, we have from Eq. (G1)

that

1

NΛ

NΛ
∑

i=1

〈viℓ〉2
(

σrH
iℓ

)−2

=
1

NΛ

NΛ
∑

i=1

(

v2 + δ
(

〈viℓ〉2
))((

σ−2
)

+ δ
(

σ−2
rH
il

))

≤ 2

(

kBT

~

)2

. (G2)

Since O denotes a global average of {〈Oi〉} i.e., O ≡
1

NΛ

∑NΛ

i=1 〈Oi〉, the global sum of the local fluctu-
ations from the global average identically vanishes,
∑NΛ

i=1 δ (〈Oi〉) = 0. Thus, trivially,
∑NΛ

i=1 δ
(

〈viℓ〉2
)

=
∑NΛ

i=1 δ
(

σ−2
rH
il

)

= 0, or 1
NΛ

∑NΛ

i=1 〈viℓ〉
2
(

σ−2
rH
il

)

=

v2(σ−2) + 1
NΛ

∑NΛ

i=1

(

δ
(

〈viℓ〉2
))(

δ
(

σ−2
rH
il

))

≤ 2
(

kBT
~

)2
.

A higher local square momentum (or squared velocity

deviation δ
(〈

v2iℓ
〉))

relative to the global average, is
associated with a more spatially localized state (and

thus larger δ
(

σ−2
rH
il

))

. Thus, the average local correla-

tion of 1
NΛ

∑NΛ

i=1

(

δ
(

〈viℓ〉2
))(

δ
(

σ−2
rHij

))

is expected to

be positive. If that is the case, v2 ≤ 2

(σ−2)

(

kBT
~

)2
.

By the Arithmetic Mean - Harmonic Mean Inequality,

σ−2
rH
il

≥ (σ̄rH
il
)−2, and thus

v2il
1/2 ≤

kBT σ̄rH
il

√
2

~
. (G3)

In classical thermal equilibrium, for any potential energy

V , the average (Eq. (49)) v2il
1/2

=
√

kBT
m . Plugging this

average velocity into Eq. (G3) yields Eq. (44).

Appendix H: Bounds in Reflection Positive and
other systems

Reflection Positivity is satisfied by general Euclidean
field theories (where it may be viewed as an imaginary
time analog of unitarity) and lattice theories [208–211].
As we will discuss in this Appendix, whenever Reflection
Positivity is present our bounds become more potent. In
particular, as noted in Section V and established here,
in Reflection Positive systems, the variance of the local
Hamiltonian H̃H

i′ that drives the dynamics of observables
QH

i′ , can be directly related to the true thermodynamic
specific heat associated with the global system whose dy-
namics is governed by HΛ. This, in a sense, will general-
ize bounds of the type that we found in Section V also for
interacting theories. Systems that are “Reflection Posi-
tive” satisfy the following inequality

〈fθP f〉 ≥ 0 (H1)

for general real functions f . The reflection operator θP
is defined as follows. For any f ,

θP f({Ω(x)}) ≡ f ({Ω (θPx)}) , (H2)

with Ω general operators labelled by the positions x and
where (θPx) marks the mirror image of point x when re-
flected in a plane P . The positivity of Eq. (H1) generally
holds for Hamiltonians (or actions) of the form

HΛ = F + θPF. (H3)

In such systems, a Boltzmann probability density (or Eu-
clidean path integral measure) becomes a reflection sym-

metric form product ρcanonicalΛ = e−βH

Z = e−βF̄
√
Z
θP

(

e−βF
√
Z

)

that ensures positivity. For any two points i′ and j′, we
may choose the plane P to be the perpendicular bisector
of the segment (i′j′). For such a perpendicular bisecting
plane P ,

i′ = θP j
′. (H4)
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When applied to the general Hamiltonians of Eq. (14,
H3), in Reflection Positive systems, the inequality of Eq.
(H1)) becomes

Tr
(

ρcanonicalΛ

(

∆H̃H
i′

)(

∆H̃H
j′

))

≥ 0. (H5)

This inequality is saturated (i.e., becomes an equality)
when the Hamiltonian of Eq. (14) is a sum of decoupled
terms (the situation discussed in Section V). Physically,
Eq. (H5) maintains that the connected correlation func-

tion (or covariance) between the local Hamiltonians H̃H
i′

and H̃H
j′ associated with the two reflection related points

i′ and j′ (Eq. (H4)) is positive semi-definite. To give a
flavor of what this broadly means, we very briefly discuss
standard critical phenomena. In typical critical systems
away from their transition points, connected correlation
functions (such as that of Eq. (H5)) may exponentially
decay to zero, with a finite correlation length, as the spa-
tial separation |i′ − j′| tends to infinity and decay alge-
braically in the distance |i′ − j′| at the critical transition
point. This is indeed what transpires in uniform short
range ferromagnets (that may be trivially expressed in
the form of Eq. (H3). We stress that Eq. (H5) does
not imply finite positive connected correlations for all
|i′ − j′|. Rather, this inequality merely asserts that the
connected correlations cannot be negative. The minimal
Hamiltonians H̃i′ , in a partition of the form of Eq. (14),
for which Eq. (H5) will be satisfied may depend on the
temperature defining ρcanonicalΛ .

On a lattice, if the local Hamiltonian H̃H
i′ is defined

on one (or, often, also several) lattice site(s) then we
may continue to trivially choose, as just discussed, the
plane P to be the perpendicular bisector between i′ and
j′, e.g., the perpendicular bisector between the center of
plaquettes for H̃H

i′ that are certain plaquette operators.
However, generally, we cannot make all local Hamiltoni-
ans H̃H

i′ related to each other by reflections in such per-
pendicular bisecting planes P . In the continuum limit,
such planar reflections may more readily link the local
Hamiltonian (or Euclidean space Lagrangian) densities.
As in Eq. (14), we may express the global Hamiltonian

HΛ in terms of local Hamiltonians H̃H
i′ that drive the

dynamics of the observables QH
i′ . Only a single local

Hamiltonian H̃H
i′ in the sum of Eq. (14) does not com-

mute with the local quantity QH
i′ . Similar to our analysis

of non-interacting theories (Section V), the number of
these local Hamiltonians NΛ′ may be smaller than the
total number of sites or particles NΛ in the system. This
is so since H̃H

i′ may need to be a multi-site (or multi-
particle) operator if QH

i′ features dynamics generated by
more than one local term in HΛ.
With all of the above stated caveats for lattice theories,

we will take Eqs. (H4,H5) to constitute our working defi-
nition of the particular Reflection Positive systems under
consideration in this Appendix. That is, we consider Re-
flection Positive theories with Hamiltonians of the form
of Eq. (14) where any pair of sites i′ and j′ are related
by a suitable reflection (Eq. (H4)). Applying Eq. (21)

to the decomposition of Eq. (14),

1

N ′
Λ

N ′

Λ
∑

i′=1

Tr

(

ρcanonicalΛ

(

∆H̃H
i′ (t)

)2
)

≥ ~
2

4N ′
Λ

N ′

Λ
∑

i′=1

(

Tr
(

ρΛ
dQ′H

i

dt

))2

Tr
(

ρΛ
(

∆QH
i′ (t)

)2
) . (H6)

From Reflection Positivity, the inequality of Eq. (H5)
applies to the individual local Hamiltonians in Eq. (H6).
Combined with translational invariance, this implies that

kBT
2C(Λ)

v = Tr
(

ρcanonicalΛ (∆HΛ)
2
)

= Tr






ρcanonicalΛ





N ′

Λ
∑

i′=1

(

∆H̃H
i′

)





2






≥ N ′
Λ

(

Tr
(

ρcanonicalΛ

(

∆H̃H
i′

))2
)

, (H7)

where ∆HΛ ≡ HΛ − Tr(ρcanonicalΛ HΛ). In Eq. (H7), C
(Λ)
v

is the constant volume heat capacity of the entire system
Λ. We caution that the Reflection Positivity property of
Eq. (H5) and thus the inequality of Eq. (H7) cannot
hold universally. For instance, at zero temperature the
global system Λ lies in its ground state- a state that need
not be an eigenstate of any of the local Hamiltonians H̃H

i

(and thus these Hamiltonians will have a finite variance).
When Eq. (H7) is satisfied, repeating the derivation of
Section IVA, we arrive at an analog of Eq. (23),

kBT
2cv ≥ ~

2

4
O. (H8)

In Eq. (H8), cv ≡ C(Λ)
v

N ′

Λ
is the thermodynamic specific

heat (not the effective local heat capacity of Eq. (23)).

As in Section IVA, in Eq. (H8), O = 1
N ′

Λ

∑N ′

Λ

i′=1 Oi′ with

Oi′ ≡

〈

dQH
i′

dt

〉2

(

σH
Q

i′
(t)

)2 . Eqs. (H7, H8) are the central results of

this Appendix. These inequalities illustrate, how, similar
to the decoupled systems of Section V (and Eq. (40)
in particular), in these interacting theories, the rates of
change of general local observables QH

i are universally
bounded by the specific heat. If the specific heat cv =
O (kB) then the relaxation rates for any local operator
will be bounded by O

(

kBT
~

)

.
In ferromagnetic systems (of arbitrary interaction

range and also in the absence of uniform couplings), it fol-
lows from the second Griffiths inequality [208, 212–215],
that Eq. (H5) is satisfied. This, in turn, leads to Eq.
(H7) with conclusions identical to those of the Reflection
Positive case. Of course, the dynamics of ferromagnets
may be rather trivial. Ferromagnets form a particular
subset of frustration free systems for which the ground
states of HΛ are also ground states of all of the local
Hamiltonians {H̃H

i′ }.
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We finally turn to broader nontrivial physical instances
in which counterparts of Eq. (H5) appear- i.e., systems
in which all connected correlation functions of the lo-
cal Hamiltonians {H̃H

i′ } forming the total Hamiltonian
HΛ (Eq. (14))) are positive semi-definite. Here, the con-
nected correlator of Eq. (H5) need not be between Hamil-
tonians that are related to one another by the reflections
of Eq. (H4). Indeed, as it may be readily verified, if
the global Hamiltonian may be partitioned (Eq. (14))
into local Hamiltonians such that Eq. (H5) is satisfied

for all local Hamiltonian pairs H̃H
i′ and H̃H

j′ then Eq.

(H8) will follow. Thus, in all such theories with positive
semi-definite connected correlation functions, we obtain
a bound involving the thermodynamic specific heat (in-
stead of the effective local heat capacity Cv,i of Eq. (24)).
For these more general cases, the bound of Eq. (H8)
involving the thermodynamic specific heat still applies.
The consequences of Eq. (H8) are manifold. In partic-
ular, the low temperature bounds discussed in Section
XIV) (specifically Eq. (138)) hold universally.

Appendix I: High order gradient inequalities

1. Spatial gradients

Returning to the uncertainty inequality of Eq. (15),
we next set, for general functions f , the two relevant

operators to be A = piℓ and B =
∂nf({rj,ℓ′ ,pj,ℓ′})

∂rn
iℓ

. For

an arbitrary natural number n, Eq. (15) then implies
that

σ2
piℓ
σ2

∂nf

∂rn
iℓ

≥ ~
2

4

∣

∣

∣

∣

〈

∂n+1f

∂rn+1
iℓ

〉∣

∣

∣

∣

2

. (I1)

For the many-body Hamiltonian of Eq. (51), at suffi-
ciently high temperatures T where the classical equipar-
tition theorem holds, Eq. (I1) then implies thatmkBT =

Tr
(

ρcanonicalΛ p2iℓ
)

= 1
NΛ

∑NΛ

i=1 Tr
(

ρΛp
2
iℓ

)

≥ 1
NΛ

∑NΛ

i=1 σ
2
piℓ

≥

~
2

4NΛ

∑NΛ

i=1

∣

∣

∣

∣

∣

∣

〈

∂n+1f

∂rn
iℓ

〉

σ ∂nf
∂rn

iℓ

∣

∣

∣

∣

∣

∣

2

. Thus, trivially extending the n =

0 case of Eq. (103),

1

NΛ

NΛ
∑

i=1

〈

∂n+1f

∂rn+1
iℓ

〉2

〈

(

∂uf
∂rn

iℓ

)2
〉 ≤ 1

NΛ

NΛ
∑

i=1

∣

∣

∣

∣

∣

∣

∣

〈

∂n+1f

∂rn+1
iℓ

〉

σ ∂uf

∂rn
iℓ

∣

∣

∣

∣

∣

∣

∣

2

≤ 4mkBT

~2
=

8π

λ2T
. (I2)

As told, here f is a completely arbitrary differentiable
function. It may, e.g., be the total mass or charge den-
sity of all particles or potentials generated by moving
charges that are in equilibrium (Section XI). In equilib-
rium, all such functions cannot have average relative gra-
dients that exceed O (1/λT ). Inequality of Eq. (I2) only

holds at sufficiently high temperatures where the classical
equipartition theorem holds.

We may similarly set in Eq. (15) the operators A = pniℓ
with integer n and take B to be a general phase space
function. The relevant momenta variances in Eq. (15)
may be computed. When evaluated with the classi-
cal canonical probability density ρclassical canonicalΛ for the
Hamiltonian of Eq. (51), the classical high temperature
variances of pniℓ are, for odd n,

σ2
pn
iℓ
= (2mkBT )

n
(2n− 1)!!, (I3)

and for even n,

σ2
pn
iℓ
= (2mkBT )

n ((2n− 1)!!− ((n− 1)!!)2
)

. (I4)

This leads us to recognize that

• In thermal systems, spatial gradients cannot, typi-

cally, be larger than O

(

1
λT

)

.

Thus, if, e.g., a lattice is in equilibrium then its lattice
constant must, typically, be larger than the thermal de
Broglie wavelength associated with the ionic mass O (λT ).
This is consistent with our earlier bound of Eq. (105). At
lower temperatures, the variance of the squared momen-
tum is, generally, different and is not set by the classical
results of Eqs. (I3, I4).

2. High order time derivatives

We next consider high order time derivatives. Follow-
ing the same recipe as in Appendix I 1, we substitute

A = H̃H
i and B =

∂nQH
i

∂tn in Eq. (15). with H̃H
i com-

pletely generating all of the dynamics of QH
i .

kBT
2Cv,i

≡ Tr

(

ρcanonicalΛ

(

H̃H
i

)2
)

−
(

Tr
(

ρcanonicalΛ

(

H̃H
i

))2
)

=
1

NΛ

NΛ
∑

i=1

(

Tr

(

ρΛ

(

H̃H
i

)2
)

−
(

TrρΛH̃
H
i

)2
)

≥ ~
2

4NΛ

NΛ
∑

i=1

(

Tr
(

ρΛ
∂n+1QH

i

∂tn+1

))2

Tr

(

ρΛ

(

∂nQH
i

∂tn

)2
) . (I5)

For a local H̃H
i , the high temperature variance is

O

(

(kBT )
2
)

. Thus, similar to our earlier results,

• In thermal systems, at sufficiently high tempera-
tures where classical equipartition holds, temporal rates
of change typically cannot be faster than O

(

kBT
~

)

. At
lower temperatures, the variance of the squared momen-
tum is, generally, different.
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Appendix J: Bounds on two-point correlators

1. Time derivatives

Our inequalities (for both temporal and spatial deriva-
tives) may be extended to operators that are the average
of local operators, i.e.,

QH
i → qHλ ≡ 1

Nλ

∑

i∈λ

QH
i , (J1)

with λ ⊂ Λ an arbitrary subvolume of Nλ particles or
sites. Since

σ2
qH
λk

=
1

N2
λ

∑

i,j∈λk

(〈

QH
i QH

j

〉

−
〈

QH
i

〉 〈

QH
j

〉)

, (J2)

the uncertainty of QH
i as computed with ρΛ is related

to an average of two-point correlators on the righthand
side of Eq. (J2) when evaluated with the same density
matrix. Thus, from Eq. (21),

4kBT
2Cv,λ

~2

≥ lim
T→∞

1

T

∫ T

0

dt

∣

∣

∣

1
Nλ

∑

i∈λ

〈

dQH
i /dt

〉

∣

∣

∣

2

1
N2

λ

∑

i,j∈λ

(〈

QH
i QH

j

〉

−
〈

QH
i

〉 〈

QH
j

〉) . (J3)

In Eq. (J3), 〈·〉 denotes the average computed
with ρΛ and, similar to Eq. (24), kBT

2Cv,λ ≡
Tr

(

ρcanonicalΛ

(

∆H̃H
λ

)2
)

where H̃H
λ now contains all

terms in the full Hamiltonian HΛ that provide the dy-
namics of qHλ , i.e.,

[

H̃H
λ , q

H
λ

]

=
[

HΛ, q
H
λ

]

. (J4)

2. Spatial derivatives

Let us label the center of mass of each of the volume
{λk} over which we average the correlation functions by
{xHk }. From Eq. (J2), for spatial derivatives,

8πNλ

λ2T
=

4mNλkBT

~2

≥ lim
T→∞

1

T

∫ T

0

dt
∣

∣

〈

∂qHλk
/∂xk

〉∣

∣

2

1
N2

λ

∑

i,j∈λk

〈

QH
i QH

j

〉

−
〈

QH
i

〉 〈

QH
j

〉 . (J5)

The origin of the factor of Nλ on the lefthand side is that
the mass of λk (whose center of mass is xHk ) is Nλm.

Appendix K: Bounds on correlators of
spatio-temporal gradients of general operators

In the semiclassical limit, we may bound general cor-
relators of the form

〈∂AH

∂rHµ

∂BH

∂rHν

∂CH

∂rHκ
· · ·Y

〉

, (K1)

with AH , BH , CH , · · · general Heisenberg picture opera-
tors (that may also be identical to one another or, e.g.,
correspond to local operators that are separated relative
to one another in space (as well as in time (in a manner
similar to our discussion of the autocorrelator GẎ of Eq.
(78)))) and Y is a general operator. In what follows, we
will assume that the above correlator is a product of n
temporal or spatial gradients. In Eq. (K1), rHµ=0 labels

time while rHµ=ℓ=1,2,...,d is a Cartesian component of the

position coordinate on which the operator AH depends.
To bound Eq. (K1), we simply note that we may re-

place (i) temporal derivatives such as ∂AH

∂rHµ
= i

~
[H̃H

A , A
H ]

with H̃H
A ⊂ HΛ denoting the local Hamiltonian pro-

viding the dynamics of AH and (ii) spatial derivatives
∂AH

∂rH
ℓ

= − i
~
[pHℓ , A

H ]. Whenever the global system wide

average of Eq. (K1) or its long time average corresponds
to a canonical ensemble average (as discussed in Section
III for a single operator time derivative) then we may
readily derive a bound. Replacing, in this fashion, the
gradients in Eq. (K1) by commutators and replicating
the semiclassical considerations of Section IVB, an up-
per bound on absolute value of the correlator Eq. (K1)
is given by

(2

~

)n

Tr
(

ρclassical canonicalΛ

∣

∣

∣(∆AH)(∆BH)(∆CH)

×pHµ pHν pHκ · · ·Y
∣

∣

∣

)

. (K2)

For semiclassical particle systems, the expectation value
of Eq. (K2) becomes a phase space average.

Appendix L: Simple examples

In this Appendix, we carry out pedagogical calcula-
tions that explicitly apply the bound of Eq. (1) to two
toy models.

1. The harmonic solid

Our first examined model is that of the harmonic solid.
As is well known, harmonic oscillator ground states satu-
rates the usual uncertainty relations (i.e., the uncertainty
bounds turn to equalities). In this Appendix, we analyze
our temporal inequalities for finite temperature realiza-
tions of this system and its trivial many body exten-
sion where the normal modes decouple. As emphasized
throughout this work, the global systems Λ that we con-
sider (including the harmonic solid that we study now)
are open and in contact with a thermal bath. The canon-
ical density matrix of the system Λ is then a product of
the canonical density matrices for each of the individ-
ual eigenmodes. In any single harmonic mode (phonon),
we will label the normal mode coordinate and associated
conjugate momentum by xH and pH (which will be im-
plicitly assumed to correspond to the mode of fixed fre-
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quency ω). If we focus only on an individual normal mode
displacement xH (which for consistency of notation with
the earlier parts of the paper we label QH

i where now i is
not the particle index but rather labels the mode of fixed
frequency ω) then the relevant part of the Hamiltonian
HΛ endowing xH with dynamics is

H̃H
i =

(

pH
)2

2m
. (L1)

By contrast, for this single decoupled harmonic mode in
the open global system Λ, the full Hamiltonian (H̃H

i ⊂
Hω ⊂ HΛ) governing its dynamics is

Hω =
p2

2m
+

1

2
mω2x2. (L2)

In the n-th eigenstate of the oscillator, the expectation
value of p4 is

〈

n
∣

∣p4
∣

∣n
〉

=

(

m~ω

2

)2
[

6n2 + 6n+ 3
]

. (L3)

The variance of H̃H
i computed with the canonical density

matrix ρcanonical of Eqs. (6,7) is thus

σ2
(pH )2

2m

= Tr

(

ρcanonicalΛ

(

(pH)2

2m

)2
)

− Tr

(

ρcanonicalΛ

p2H
2m

)2

=
1

4m2

(

m~ω

2

)2
[

6 Tr
(

ρcanonicalΛ n2
)

+ 6 Tr
(

ρcanonicalΛ n
)

+ 3−
(

2
(

Tr
(

ρcanonicalΛ n
))

+ 1
)2
]

. (L4)

Before proceeding, we very briefly review standard re-
sults that we will employ. The partition function of the
harmonic oscillator,

ZΛ =

∞
∑

n=0

e−β~ω(n+ 1
2 ) =

e−β~ω/2

1− e−β~ω
, (L5)

and the well known finite temperature average the num-
ber operator appearing in Eq. (L4) is Tr

(

ρcanonicalΛ n
)

=
1

eβ~ω−1
(i.e., the Bose function for vanishing chemi-

cal potential or the Planck type distribution). The
variance of the number operator Tr

(

ρcanonicalΛ

(

n2
))

−
(

Tr
(

ρcanonicalΛ (n
))2

) = ∂2

∂(β~ω)2 lnZ.

From the above, it follows that Tr
(

ρcanonicalΛ

(

n2
))

=
eβ~ω

(eβ~ω−1)2
+ 1

(eβ~ω−1)2
. An elementary calculation then

illustrates that, at an arbitrary temperature T , the vari-
ance of the kinetic energy in a single mode of HΛ given
by Eq. (L4) is none other than the square of the internal
energy U ≡ Tr

(

ρcanonicalΛ HΛ

)

(= ~ω(Tr
(

ρcanonicalΛ n
)

+1/2))

at that temperature,

σ2
(pH )2

2m

=
(~ω)2

8

[

3 Tr
(

ρcanonicalΛ

(

n2
))

− 2
(

Tr
(

ρcanonicalΛ (n)
))2

+
(

Tr
(

ρcanonicalΛ (n)
))

+ 1
]

=
(~ω)2

8

[

3

(

1 + eβ~ω

(eβ~ω − 1)
2

)

− 2
1

(eβ~ω − 1)
2 +

1

eβ~ω − 1
+ 1

]

=
(~ω)2

8
coth2

(

β~ω

2

)

=
1

2
U2. (L6)

This relation concerning the variance of the kinetic en-
ergy at finite temperature complements the well known
result that the average of the kinetic energy is half of the
total energy in a harmonic mode. As Eq. (L6) illustrates,
the variance of the kinetic term is, at low temperatures,
higher than that of the full Hamiltonian. This is a gen-
eral property that appears whenever we use the thermo-
dynamic heat capacity defined by the Hamiltonian HΛ

(employed in Section V and XIV) and Appendix H in-
stead of the effective heat capacity of Eq. (24). The vari-
ance of the full Hamiltonian in the thermal state that
it defines (and thus the thermodynamic heat capacity)
always vanishes in the low T limit (since the system ap-
proaches a (ground state) eigenstate or mixture of degen-
erate states).
Taylor expanding Eq. (L6) in the inverse temper-

ature, we have σ2
(pH )2

2m

∼ 1
2β2 + · · · = (kBT )2

2 + · · · ,
where the ellipsis denote terms of order O

(

β−1
)

or higher

[216]. We next use the shorthand Q̄i to denote a long
time average by invoking Eq. (12), Tr

(

ρcanonicalΛ QH
i

)

=

limT→∞
1
T

∫ T

0 Tr
(

ρΛQ
H
i (t)

)

dt ≡ Q̄i. When Qi = xH
is the single mode coordinate, the Hamiltonian H̃H

i =
(pH)2

2m ⊂ Hω ⊂ HΛ fully generates the dynamics of QH
i .

Recognizing that the earlier global system average in-
equalities may be replaced by long time averages (since
both may be computed with ρcanonicalΛ ),

σ2
H̃H

≥

lim
T→∞

~
2

4T

∫ T

0

dt
(

Tr
(

ρΛ
dQH

dt

))2

Tr
(

ρΛ (QH)
2
)

− (Tr (ρΛQH))
2
. (L7)

Substituting Eq. (L6) for the variance of H̃H ,

(~ω)2

8
coth2

(

β~ω

2

)

≥

lim
T→∞

~
2

4T

∫ T

0

dt
(

Tr
(

ρΛ
dxH

dt

))2

Tr
(

ρΛ (xH)
2
)

− (Tr (ρΛxH))
2
. (L8)

The new bound of Eq. (L8) holds for any individual
harmonic normal mode of frequency ω and coordinate
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xH . The full set of normal mode coordinates in a har-
monic solid is related, by a unitary transformation, to
the individual displacements of all atoms. If an atomic
displacement in the lattice cannot exceed the lattice con-
stant “a” times the Lindemann ratio cL [134] (typically,
cL ∼ 0.1) then the variance

Tr
(

ρΛ
(

∆xH
)2
)

< (cLa)
2. (L9)

Here, ∆xH ≡
(

xH − Tr
(

ρΛx
H
))

denotes the deviation of

xH from its equilibrium average. Thus, the denominator
in the integrand of Eq. (L8) is bounded by (cLa)

2,

lim
T→∞

1

T

∫ T

0

(

Tr

(

ρΛ
dxH

dt

))2

dt

≤ (ωacL)
2

2
coth2

(

β~ω

2

)

. (L10)

That is, in a harmonic solid, the long time average of the
squared normal mode velocity is rigorously bounded by
the bottom line of Eq. (L10).
As we underscored in Appendix E, the choice of the

local Hamiltonian H̃H
i providing the dynamics of QH

i is

not unique. Some choices of H̃H
i may lead to stronger

inequalities. Another bound is obtained by setting H̃H
i to

be the full single mode Hamiltonian Hω. The righthand
side of Eq. (L7) is then replaced by kBT

2CEinstein where
CEinstein is the heat capacity in the Einstein model [30]
(the thermodynamic heat capacity for this single mode
oscillator defined by the full Hamiltonian HΛ),

CEinstein =
(β~ω)2eβ~ω

(eβ~ω − 1)
2 kB. (L11)

At low temperatures, this thermodynamic specific heat
type bound when using the full single mode Hamiltonian
Hω is tighter than that obtained with a minimal kinetic
energy H̃H

i . This is so since the individual kinetic and
potential energy fluctuations in the harmonic oscillator
are negatively correlated (whereas the variance of Hω in
its own ground state must vanish). Inserting the Einstein
heat capacity for a normal mode of angular frequency ω,

lim
T→∞

1

T

∫ T

0

(

Tr

(

ρΛ
dxH

dt

))2

dt

≤ 4a2c2L
~2

[

kBT
2 (β~ω)

2eβ~ω

(eβ~ω − 1)
2 kB

]

=(2cLaω)
2 eβ~ω

(eβ~ω − 1)
2 . (L12)

The exponential decay of the bound with the inverse tem-
perature (scaling as e−β~ω when β~ω ≫ 1) captures the
quantum depression of the Einstein heat capacity of Eq.
(L11). Beyond the specifics of our toy model, in general
low temperature systems, there is a quantum suppression
of mode excitations (leading to tighter bounds on the

dynamics). In the diametrically opposite high tempera-
ture limit, the righthand side forming the upper bound in
Eq. (L12) now tends to zero as the inverse temperature
β → 0. In this high temperature limit, the bound of Eq.
(L12) reads

lim
T→∞

1

T

∫ T

0

(

Tr

(

ρΛ
dxH

dt

))2

dt ≤ 2

(

cLakBT

~

)2

.

(L13)
As it must, the bound of Eq. (L13) for this single
harmonic mode is consistent with the general velocity
bounds of Eqs. (43,48, G3) [10]. In a system with
a higher number of modes, identical results follow.
More generally, in an arbitrary number of spatial
dimensions d, summing Eq. (48) over all Cartesian
components ℓ = 1, 2, . . . d, irrespective of the nature of
the interactions (whether harmonic or not), the average

squared speed per particle 1
NΛ

∑NΛ

i=1

〈(

drHi
dt

)2〉

≤
2(kBT )2

~2 Tr
(

ρclassical canonicalΛ (∆rHi )2
)

. In a solid

satisfying the Lindemann criterion, we have

Tr
(

ρclassical canonicalΛ (∆rHi )2
)

≤ (cLa)
2, and a trivial

extension of Eq. (L13) rigorously follows for general
solids irrespective of the nature of the interaction
between their constituents. In [20], a related bound
was advanced for the melting speed (one in which the
temperature T is set to be the melting temperature of
the harmonic solid). This bound was empirically tested
across a broad array of solids [20].
We conclude this Appendix by mentioning that the

bounds that we just derived are not restricted to the
canonical ensemble. Rather, these inequalities hold more
broadly when the reduced one body density matrix has
the same diagonal entries in the energy eigenbasis as the
canonical density matrix,

(ρΛ)nn =
e−βEn

ZΛ
=
e−β(n+ 1

2 )~ω

ZΛ
, (L14)

with the partition function of Eq. (L5). The off-diagonal
matrix elements (in the eigenbasis of HΛ) of this single
body density matrix can be completely arbitrary in the
calculations in this Appendix. This is so since (see also
Section XVI and Eq. (147) in particular) the long time
average of any off-diagonal contributions will trivially

vanish since limT→∞
1
T

∫ T

0 dt′eiωnmt′ = 0 when ωnm 6= 0.
Thus, arbitrary off-diagonal matrix elements will not in-
fluence any of bounds that we derived on the long time
averages.

2. An XY spin model

As a second toy model, we next consider a spin S = 1
2

nearest neighbor XY system on a general lattice,

HΛ = −J
∑

〈ij〉

(

Sx
i S

x
j + Sy

i S
y
j

)

. (L15)
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The time derivative of QH
i = SxH

i is generated by terms
of the form

H̃H
i = −JSy

i

∑

|j−i|=1

Sy
j , (L16)

where, to avoid cumbersome notation, we omit the
Heisenberg picture (H) superscript on all spin operators.
Henceforth, these will be implicitly assumed. Squar-

ing Eq. (L16),
(

H̃H
i

)2

= J2
(

Sy
i

∑

|j−i|=1 S
y
j

)2

=

J2
∑

j,j′ S
y
j S

y
j′ with the sum over j and j′ being that

over all sites j, j′ that are nearest neighbor sites of
i. In this sum, if j = j′ then, trivially, Sy

j S
y
j′ =

(

Sy
j

)2
= ~

2

4 . If j 6= j′ the corresponding expectation

values
(

Tr(ρcanonicalΛ Sy
j S

y
j′)
)

is the next nearest neighbor

correlator of the y components of the spin. For the

computation of Tr(ρcanonicalΛ

(

H̃H
i

)2

) we need to further

determine Tr(ρcanonicalΛ

(

Sy
i

∑

|j−i|=1 S
y
j

)2

). The average

Tr(ρcanonicalΛ Sy
i

∑

|j−i|=1 S
y
j ) is half the of the internal en-

ergy
(

−Tr(ρcanonicalΛ HΛ)/J
)

per bond of the XY system.
The origin of the latter factor of a half is that both x and
y components have equal contributions to the internal en-
ergy. Generally not all next nearest neighbor correlators
Tr(ρcanonicalΛ Sy

j S
y
j′ ) assume the same value.

We next turn to a hypercubic lattice rendition of the
model. We set the lattice constant to be one. If on such
a lattice, Tr(ρcanonicalΛ Sy

j S
y
j′) = G(

√
2) when |j − j′| =

√
2

and Tr(ρcanonicalΛ Sy
j S

y
j′) = G(2) for |j − j′| = 2 then

Tr
(

ρcanonicalΛ

(

H̃H
i

)2 )

−
(

Tr(ρcanonicalΛ H̃H
i )
)2

= z
~
4

16
+ 2

(

z′G(
√
2) + z′′G(2)

)

− (zGnn)
2
. (L17)

The origin of the factor of ~
4/16 =

(

~
2/4
)2

is the
square of the spin bilinear arising when when j =
j′. Here, z, z′ and z′′ are, respectively, the number of
nearest neighbors of site i, the number of sites a dis-
tance

√
2 away, and the number of sites a distance 2

away. The origin of the prefactor of two in the second
term of Eq. (L17) is that both correlation functions
Tr(ρcanonicalΛ Sy

j S
y
j′ ) and Tr(ρcanonicalΛ Sy

j′S
y
j ) appear when

computing Tr
(

ρcanonicalΛ

(

H̃H
i

)2 )

. On a d-dimensional

hypercubic lattice, z = z′′ = 2d and z′ = 2d(d − 1).
Eq. (L17) forms the righthand side of Eq. (24). In d = 1
(i.e., a spin chain), the correlation functions G(z) in Eq.
(L17) may be exactly determined via a Jordan-Wigner
transformation (see the “classical” work of Lieb, Schultz,
and Mattis [217] for exact expressions). In higher dimen-
sional (d > 1) realizations, G(z) cannot be computed
exactly.
Putting all of the pieces together, we may now substi-

tute Qi = Sx
i in the bound of Eq. (23) with O defined by

Eqs. (22,25). Notably, the energy variance of Eq. (24)

is now given by Eq. (L17). As we sketched in Appendix
IVB, higher moments of the time derivative of the spin
operator Sx

i may be bounded analogously.

Appendix M: Minimal prethermalization times and
metastable states

The systems noted in Section XVID and others may
require a very long time to thermalize to the true equi-
librium canonical distribution. We now discuss the situ-
ation in which the non-equilibrium density matrix ρneqΛ is
nearly stationary and the system may appear to thermal-
ize to this state. Such an occurrence appears in prether-
malized systems [218, 219] in which a steady state dif-
ferent from that of true equilibrium is first obtained (fol-
lowed by true thermalization later on). Even for such a
nearly stationary ρneqΛ , there trivially is, as is seen from
Eq. (147), a required minimal time window width beyond
which the resulting average for any local observable Qi

will not change and seem to approach an effective equilib-
rium (stationary) value. For prethermalization, similar
long time integrals appear that mirror those appearing
for the equilibrium state of Section XVIA1. The long
time average is equal to the prethermal state average.
Repeating the considerations that led to Eq. (147), we
see that this minimal time is given by ~√

kBT 2Cneq

v,i

. Here,

Eq. (24) is replaced by the variance of the local Hamil-

tonian H̃H
i in the nearly steady non-equilibrium state,

kBT
2Cneq

v,i ≡ Tr

(

ρneqΛ

(

∆H̃H
i (t)

)2
)

. (M1)

Similar to the above, metastable systems that appear in
numerous arenas may, on measurable time scales, seem
to equilibrate to a thermal state associated with an ef-
fective Hamiltonian rather than the thermal state asso-
ciated with the microscopic Hamiltonian HΛ. For such
metastable systems, the thermalization bounds that we
derived above and in earlier Appendices and Sections
may be extended to the fictive thermal state associated
with this effective Hamiltonian.

Appendix N: Lower limit on measurable time
windows in macrosopic systems

We conclude with a simple comment regarding a uni-
versal limit on the possible rates of change of bounded lo-
cal observables in any system (no matter how large) with
bounded interactions. Returning to Eq. (18), in systems
with bounded operatorsQH

i (e.g., a spin component), the
standard deviation of σQH

i
is bounded. In an analogous

fashion, the standard deviation of the local Hamiltonian
σH̃H

i
is also bounded. This implies that the rate of change

of any such local observable is bounded and thus there
is a lower (temperature independent) bound on the time
scales that may be measured by any such “clock”.
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