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A cluster weight Ising model is proposed by introducing an additional cluster weight in the
partition function of the traditional Ising model. It is equivalent to the O(n) loop model or n-
component face cubic loop model on the two-dimensional lattice, but on the three-dimensional
lattice, it is still not very clear whether or not these models have the same universality. In order
to simulate the cluster weight Ising model and search for new universality class, we apply a cluster
algorithm, by combining the color-assignation and the Swendsen-Wang methods. The dynamical
exponent for the absolute magnetization is estimated to be z = 0.45(3) at n = 1.5, consistent
with that by the traditional Swendsen-Wang methods. The numerical estimation of the thermal
exponent yt and magnetic exponent ym, show that the universalities of the two models on the three
dimensional lattice are different. We obtain the global phase diagram containing paramagnetic and
ferromagnetic phases. The phase transition between the two phases are second order at 1 ≤ n < nc

and first order at n ≥ nc, where nc ≈ 2. The scaling dimension yt equals to the system dimension
d when the first order transition occurs. Our results are helpful in the understanding of some
traditional statistical mechanics models.

PACS numbers: 05.50.+q, 64.60.Cn, 64.60.De, 75.10.Hk

I. INTRODUCTION

A basic task in statistical physics is revealing the uni-
versalities of a many theoretical models describing the
common properties of different kinds of materials. The
most original and standard model in statistical physics
is the Ising model, proposed by Ising in the year 1925[1].
The model was generalized to a large variety of models,
such as the O(n) spin model initially defined by Stan-
ley [2] as n-component spins interacting in an isotropic
way. Another interesting model is the n-component
face cubic model, which is usually defined as a Hamil-
tonian containing two nearest-neighbor interactions be-
tween n-component spins that point to the faces of an
n-dimensional hypercube [3, 4]. Face cubic model’s coun-
terpart model is a corner cubic model with spins pointing
to the corners instead of faces of the hypercube [4, 5].
The critical properties of the O(n) spin model and

n-component face cubic model have been studied and
compared extensively in the language of graph by ex-
panding the partition function in power and integrating
the spin variables. The O(n) spin model should be able
to be mapped to loop model [6–8], where the parame-
ter n is not restricted to integers. Similar mapping ex-
ists from n-component face cubic model to the so called
cubic-loop model named by Ref. [9] or Eulerian bond-
cubic model [10, 11], as each vertex (site) connects even
number of bonds. On the square lattice, in the range

∗ zhangwanzhou@tyut.edu.cn
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1 ≤ n < 2, the O(n) loop model and n-component face
cubic model [10] belong to the same universality class,
and the critical exponents are expected to be obtained
by mapping the model to Coulomb gas model [12]. The
difference of the two models start at n = 2 because
the O(2) spin model undergoes a Berezinskii-Kosterlitz-
Thouless(BKT) transition [13–15] while n-component
face cubic model undergoes a second-order transition
[10]. For n > 2 on the square lattice, there is no physical
phase transition for O(n) loop model [16, 17], but the
face cubic loop model undergoes a first-order transition
[18]. In three-dimensions, O(n) symmetry can lead to
continuous transitions at very large n [19, 20], while the
cubic symmetry makes the transition discontinuous when
n > nc with nc ≈ 2.89 [21].

In order to access the rich critical properties of loop
model, the local updates of Monte Carlo simulation is
performed although it is a difficult and interesting task
due to the non-local weight in the partition sum of the
model [16]. To solve this problem, a cluster algorithm
combining the tricks of Swendsen-Wang algorithm [22]
and ‘coloring method’ is proposed by Deng et al [23]. In
this algorithm, the microstate (configuration) of the loop
model is represented by the configuration of Ising spins,
the loops are regarded as the domain walls [24, 25] of
the Ising clusters. However, a problems arises naturally,
such representation is only applicable in two dimensional
honeycomb lattices because there is no loop intersection
phenomenon; in three dimensions with maximum coor-
dination number 3, due to the special topology, the loop
model was simulated in a way of resorting to other meth-
ods, for instance, the worm algorithm [26, 27].

In this paper, we pay special attention to the Ising rep-
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resentation. In fact, the two dimensional loop model can
be regarded as an Ising model with cluster weight, which
we will explain in detail in the next section. Generaliza-
tion of such a ‘cluster weighted Ising’ (CWI) model to
three dimension is applicable and straight forward, and
the cluster algorithm is still applicable for it. We will
investigate this model by Monte Carlo simulations, and
compare its critical properties with the results from the
loop models [10, 20].
The outline of this work is as follows. Section II intro-

duces the loop model and the Ising representation on the
honeycomb and cubic lattices, the proposed CWI model.
The difficulty of simulating the loop model in non-planar
graphs is also described. Section III describes the cluster-
update algorithm and several sampled observables in our
Monte Carlo simulations. Numerical results are then pre-
sented in Sec. IV. The global phase diagram are shown
and the critical exponents for the first-order and second-
order transitions are presented. The efficiency of the al-
gorithm and how to get the error bars are also discussed.
Conclusive comments are made in Sec. V.

II. ISING MODEL WITH A CLUSTER WEIGHT
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FIG. 1. (Color online) (a) On a honeycomb lattice, a loop
denoted by red bonds forms with the number of clusters nc =
2 and and the number of loops l = 1 (b) For the cubic lattices,
the graph may not satisfy the the planarity, required by the
relationship nc = l + 1.

Starting at the partition function of the loop model,

Zloop =
∑

G

xbnl, (1)

where l is the number of loops. The loop configuration
on the honeycomb lattice can be represented by the Ising
configuration on the triangular lattice (dual lattice of the
honeycomb lattice), and the loops are just the domain
walls [24, 25] of the Ising clusters. The number of the
Ising clusters nc is just the number of loops l plus 1,
namely nc = l+ 1.
For the honeycomb lattices, intersecting loops does not

emerge as shown in Fig. 1 (a). The reason is that each
configuration consists Eulerian-bond graph, “Eulerian“

means each site (vertex) is connected to even number of
bonds.
However, for the square lattice, similar to the cubic lat-

tice show in Fig. 1 (b), loop intersecting will occur. This
will cause difficulties in counting the number of loop dur-
ing simulations. Not only square lattice, any lattices with
degree more than 3 will cause such confusion. Namely,
each site connects more than 3 sites.
One way to solve such a question is not using the term

“number of loops” in Eq (1) because such a quantity is
not well defined on graphs with degree above 3. The
correct term is “cyclomatic number”, defined to be the
minimum number of edges required to be deleted from a
graph in order to obtain a forest [28]. The value of “cy-
clomatic number” is l = e−n+1, where e and n are the
numbers of bonds and the sites in the lattices, respec-
tively. On graphs of maximum degree 3, the cyclomatic
number does indeed count the number of loops l.
On the other hand, even using the definition of “cyclo-

matic number” l, the relation nc = l + 1 still holds for
the square and honeycomb lattices, but this is only true
for planar graphs. The requirement of planarity is very
crucial. For the cubic lattices, the graph may not satisfy
the requirement.
Here, we propose to performing direct research in the

language of Ising clusters in the dual lattices rather than
loop language. The partition function of the CWI model
proposed reads,

ZCWI =
∑

{Si}

exp(−H)nnc , (2)

with the reduced Hamiltonian of the well known Ising
model,

H = −K
∑

<i,j>

SiSj , (3)

where K = J/kBT . The term nnc is factor of cluster
weight, and nc is the number of Ising clusters in the con-
figurations and n is a real number. The clusters are for-
mulated by the connected spins with same directions.
The exploration of the CWI model will help to un-

derstand the loop model. By doing similar work like
the low temperature expansion [29], the above model
can be transformed into the loop model with the rela-
tion x = exp(−2K) between the parameters x and K.
The study of the CWI model will helps to understand
n-component face cubic model [9–11], whose partition is
which can transformed into a loop model.

III. ALGORITHM AND OBSERVABLES

The algorithm to simulate this model is as follows:

1. Initialize randomly assigned configuration.

2. Construct the Ising clusters: for a pair neighbor-
hood sites i and j , if Si = Sj, then absorb site j
into to the cluster.
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3. Assign each Ising cluster with a green color(active)
with a probability of 1/n, but for a cluster with a
red color(inactive) with a probability of 1− 1/n.

4. Construct the Swendsen-Wang clusters: for the site
i, add its neighborhood site j into the cluster ac-
cording the rules as follows:

(a) No matter what the statuses of the spins on
the sites i and j are, the only consideration is
the color assigned on the sites. If one site in
the site i and j is in red, then absorb the site
j into the cluster absolutely.

(b) If both sites i and j are in green, then absorb
site j into to the cluster with a probability of
p = 1− e−2K if Si = Sj .

5. Flip the clusters with a probability 1/2.

This algorithm is precisely introduced in Ref [23]. In
this paper, we only apply it to non-planar graphs. Mean-
while, it would be worth mentioning that there is no par-
ticular reason to use Swendsen-Wang algorithm for the
Ising updates on the active subgraph in step 4. Actually,
“any” valid Ising Monte Carlo method would suffice, such
as worm algorithm [30], or Sweeny algorithm [31], or dy-
namic connectivity checking algorithm [32].
Considered that we assign the clusters by red color

(inactive) with a probability of 1 − 1/n, and hence the
algorithm we used only works for n ≥ 1 even though the
CWI model is well defined for any n > 0.
With the help of Monte Carlo algorithm introduced

before, the sampled observables include the magnetiza-
tion m, the magnetic susceptibility χ, the specific heat
CV and the Binder ratio Q, which are defined as follows

m = 〈|M|〉, (4)

Q = 〈M2〉
2
/〈M4〉, (5)

χ =
L3

kBT
[〈M2〉 − 〈M〉

2
], (6)

CV =
1

kBT 2
[〈E2〉 − 〈E〉2], (7)

with M defined as

M =
∑

i

Si/L
3. (8)

The previous physical quantities have their scaling be-
havior as a function of the system size L and the ther-
modynamic temperature T :

m =Lym−d[m0 + a1(T − Tc)L
yt + a2(T − Tc)

2L2yt

+ · · ·+ b1L
y1 + b2L

y2 + · · · ],
(9)

Q =Q0 + e1(T − Tc)L
yt + e2(T − Tc)

2L2yt

+ · · ·+ f1L
y1 + f2L

y2 + · · · ,
(10)

where Tc is the critical temperature, yt is the thermal
exponent, ym is the magnetic exponent, d is the space di-
mension and y1, y2,· · · , are negative correction-to-scaling
exponents. The expansion coefficients ai, bi, ei, fi, (i =
1, 2,· · · ) emerging in the two scaling functions, in general,
are different.
The fitting function in Eq. (9) describes how m de-

pends on the expansion coefficients, and at the critical
points, the function is reduced to

m = Lym−d(m0 + b1L
y1 + b2L

y2 + · · · ), (11)

which will be used to determine the exponent ym.

IV. RESULTS

Firstly, by the algorithm describing in Sec. III, we per-
form a Monte Carlo simulation of the CWI model on the
3D lattice. The first 105 − 106 MC steps of simulation
is performed in order to let the system reaches equilib-
rium states. Then 105 samples in each thread (totally
100 threads) are taken to calculate each quantity for the
system size 16≤L≤144. The estimated auto correlation
time τint is about L

0.45(3) explained in Sec. IVD. There-
fore there are enough independent samples in the total
107 samples. To obtain Tc and yt, we perform a finite-
size scaling analysis of Q for various system sizes near Tc.
At Tc, ym is calculated.

A. Global phase diagram and exponents

To verify our method and results, we first simulate the
model with n = 1 on the 3D lattice equivalent to the
3D Ising model, whose critical point is known at Tc =
4.5110(3) [33]. Our result Tc=4.5115(1) from the Binder
ratio Q according to Eq. (10) is consistent with results
in Ref. [33]. Apart from the critical points, yt and ym
are also very consistent with the results in Ref. [20]. We
obtain yt = 1.584(4) while yt takes value of 1.588(2) in
Ref. [20].

1 1.5 2 2.5 3
n

4

6

8

10

12

T

PM

FM

FIG. 2. (Color online) The global phase diagram in the plane
Tc .vs. n, containing FM and PM phase. The dashed (solid)
lines denote first (second order) transition.
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TABLE I. Comparison of the numerical exponents with those
in Ref [20]. The critical temperature Tc, the thermal exponent
yt and the magnetic exponent ym for different values of n. The
estimated errors in the last decimal place are shown between
parentheses.

n Tc yt yt→Ref [20] ym ym→Ref [20]
1.0 4.5115(1) 1.584(4) 1.588(2) 2.487(1) 2.483(3)
1.5 4.99912(5) 1.639(6) 1.538(4) 2.400(5) 2.482(3)
1.6 5.12147(5) 1.71(5) - 2.34(2) -
2.0 5.7514(2) 2.95(5) 1.488(3) - -

The numerical exponents yt and ym at the critical
points are listed in Table I for different values of n. The
numerical estimation of yt and ym are different from with
values in Ref [20] for n = 1.5.
Fig. 2 shows the global phase diagram containing para-

magnetic (PM) phase and ferromagnetic (FM) phase,
where the dashed line denotes the first order transition
in the range nc ≤ n < 3 and the solid line represents the
second order transition in the range 1 < n < nc, where
nc ≈ 2.
To summary, for n > 1 on the 3D lattice, the univer-

salities of the CWI model and the O(n) loop model are
different.

B. n = 1, 1.5, detailed analysis

For n = 1, the CWI model is reduced to the pure
Ising model, which has been simulated in a higher pre-
cision by Ref [34]. It provides a good reference to
check our result. To perform Levenberg-Marquardt(LM)
least-squares fit [35], the weighted distance between
data points and fitting function is defined as ∆i =
Q(Ti; {an}) − Qi, where an is the parameter to be fit-
ted including the exponents yt, y1, y2, the coefficients e1,
e2, f1, f2 and other quantities Q0 and Tc. In practical,
the error, i.e., standard deviation σi of the data points
Qi is divided aiming to minimise the quadratic distance,

χ2 =

N
∑

i=1

∆2
i

σ2
i

=

N
∑

i=1

[Q(Ti; {an})−Qi]
2

σ2
i

. (12)

Figure 3(a) show the lines Q .vs. T in the regimes of Tc

in the range 4.506 < T < 4.518 with various system sizes
from L = 16 − 144. Using the data Q .vs. T beginning
with different values of Lmin = 16, · · · , 48 and the fixed
maximum size Lmax = 144, the critical temperature is
obtained as Tc = 4.5115(1), which is consistent with a
more precise value 1/Tc = 0.221654626(5) [34].
In Fig. 3 (b), the red symbols yt is obtained by fitting

the terms including one corrected term f1L
y1 . Increasing

Lmin, yt gradually converges to a value yt = 1.584(4)
consistent to the known result yt = 1.588(2) [20] within
the error bars when Lmin = 48. The goodness of fit χ2

4.506 4.508 4.51 4.512 4.514 4.516 4.518
T

0.5

0.6

0.7

0.8

0.9

Q

L=16
L=20,24,28,32,40,48,64
L=96,112
L=128,144

(a)   n=1

20 30 40 50
L

min

1.56

1.57

1.58

1.59

1.6

y t

1.36 1.51 1.41 1.48 1.55 2.08 1.47

χ2
/dof

Ref   1.588(2)

(b)   n=1   Lmax=128

20 28 40 96 176
L

0.10

0.2

0.3

0.4

m

(y
m

-d)logL+logm
0

y
m

=2.487(1)

(c)   n=1

FIG. 3. (Color online) (a) Binder ratio Q .vs. T at n = 1
with different sizes. The critical point is Tc = 4.5115(1), and
Q0 = 0.62(4). (b) yt .vs. Lmin. The values of χ2/dof are
labeled. (c)The log-log plot of the magnetization m .vs. L.

per degree is distributed in an acceptable range between
1.36 and 2.08. In Fig. 3 (c), the magnetic exponent ym =
2.487(1) is consistent with the results ym = 2.483(3) in
Ref [20] according to Eq. (9).

For n = 1.5, to get the the regime of the critical point,
Figure 4 shows the magnetization m, the magnetic sus-
ceptibility χ, the specific heat CV and the Binder ratio Q
as a function of T with different system sizes L = 4, 8, 16
and 32. From the position of peaks and jumps, Tc is
around 5.

Precise Tc is obtained by fitting Eq. (10). In
Fig. 5(a), Q .vs. T is calculated in a very narrow re-
gion 4.9990 < T < 5.0002 with many different sizes L =
4 − 144 and the the precise critical point is obtained at
Tc=4.99912(5) by the LM algorithm. Correspondingly,
the thermal exponent is yt=1.639(6). This value is ob-
tain by calcuate the average of yt through different Lmin,
the χ2/dof is also shown in Fig. 5(b). The obtained yt is
different from yt=1.538(4) in Ref. [20]. This means that
CWI model is not in the same universality as the pure
loop model [20].

Figure 5(c) shows the log-log plot m versus system size
L, i.e., log(m) = (ym − d) log(L) + log(m0) for n = 1.5
of the CWI model. The fitted result ym = 2.400(5) is
different from 2.482(3) in the last two significant digits.
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(c) (d)

n=1.5

FIG. 4. (Color online) (a) m (b) χ (c) CV (d) Q .vs. T
at n = 1.5 in the range 0 < T < 10, with different sizes
L = 4, 8, 16 and 32, respectively.

4.999 4.9992 4.9994 4.9996 4.9998 5 5.0002
T

0.54

0.56

0.58

0.6

0.62

Q L=20
L=24-64
L=80
L=96
L=112

(a)   n=1.5

20 24 28 40 48
L

min

1.4

1.6

1.8

y t

nf=1(b)   n=1.5   Lmax=112

1.42 1.03 0.95
0.64

0.49
0.63

20 28 40 48 64 12864
L

0.07

0.15

0.19

0.227

m

(y
m

-d)logL+logm
0

y
m

=2.400(5)
(c)   n=1.5

FIG. 5. (Color online) (a)The Binder ratio Q versus T at
n = 1.5 with different sizes. (b) yt versus Lmin. (c) The
log-log plot of m versus L.

C. n = 2, 3, a first-order phase transition

We gradually increase n in the range 2 ≤ n < 3.
Since first-order transitions are difficult to study, we first
consider simulating significantly larger n values, which
should be safely in the strongly first-order regime. The
methods used are ploting the hysteresis and histogram

of m and E [44–46], and check whether or not the expo-
nent of yt equals to d. For n = 2, histogram and fitting
of Eq. (10) are used. The results by different methods
check for each other.

1. n = 3

0 5 10 15
T

-4

-2

0

2

4

6

E

10
5

5x10
5

5 10 15
T

-0.4

0

0.4

0.8

1.2

m

(a) (b)

n=3 

metastable state
metastable state

L=8
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time

0.0

0.2

0.4

0.6

0.8

1.0

m

1 10 100 1000 10000
time

-3

-2

-1

0

E

(c) (d)

0 0.1 0.2 0.3 0.4 0.5
m

0

50

100

P
(m

)

L=8
L=16
L=32
L=64

-1 0 1 2 3
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0

2

4

6

P
(E

)

L=8
L=16
L=32
L=64

(e) (f)

FIG. 6. (Color online) (a) Hysteresis loop of the quantity E
.vs. T (b) the quantity Q .vs. T (c) m (d) E vs. MC time
at T = 10. (e) Double-peak distributions of m at n = 3,
with different sizes L =8, 16, 32 and 64. (f) Double-peak
distributions of E at n = 3, with different sizes L =8, 16, 32
and 64 for T =11.8, 11.7, 11.6 and 11.3.

To show the signature of a first-order transition for
sufficiently large n = 3, we draw the hysteresis loops of
the energy and magnetization in Fig. 6(a) in the range
0 < T < 15. The expression for the energy E is

E =
[−J

∑

〈i,j〉 SiSj − nc log(n)]

L3
, (13)

where nc is the number of Ising clusters in a spin config-
uration. The hysteresis loops have been observed both
in classical Baxter-Wu model [36] and the site random
cluster model [40], as well as quantum systems [37–39],
which means that there is an obvious first-order phase
transition [41, 42].
Although SW algorithm has a global update advan-

tage, but it still has slow mixing for a first-order tran-
sition regime proved by Ref. [43], which can be used to
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form a closed hysteresis loop. Initializing with the tem-
perature T = 0, we increase T as well as sample the en-
ergy per site E. In the simulation of a given value of “T ”,
we treat the spin configuration of the completed simula-
tion, as the (new) initial configuration of the simulation
of next value of “T ”. After T exceeds Tc by a small value,
the energy per site E jumps to a higher value. We de-
crease T in the same way with regards to the initialization
of configurations. A closed hysteresis loop shapes when
T becomes smaller than Tc. We repeat these steps in a
similar fashion for m, and the loop is shown in Fig. 6(b).

The hysteresis loops are caused by the fact that the life-
times of the meta-stable states are much longer than the
time intervals between temperature variations [36], and
simulation and the measurements are taken from meta-
stable states, marked by the gray area.

To confirm above statement, the quantity <m(t)> =
1
t

∑t

l=1 m(l) is also measured, where m(l) is the observ-
ablem observed at time l in the Monte Carlo simulations.
E(t) is defined in the same way. As shown in Fig. 6
(c) and (d), m(t) and E(t) converge to 0.38013(1) and
-0.27634(2) respectively, which are belong to the values
of one metastable state.

For an infinite system with size L → ∞, there will be
a discontinuity at Tc of order parameter m [41]. For a
finite system, the probability p(m) is approximated by
two Gaussian curves [42]. As shown in Figs. 7 (e) and
(f), there are clearly double-peak structures at sizes L =
32 and 64 for the histogram of m and E. The sharp
double-peak at n = 3 is indicative of sufficiently strong
first-order transition.

2. n = 2

Theoretically, for a first order transition, the fitting of
Eq. (10) can not help determine Tc[41]. However, when
finite system sizes are small and the temperatures become
very close to Tc, Eq. (10) is used here to determine yt.
Figure 7(a) show the lines Q .vs. T in the regimes of Tc

in the range 5.7502 < T < 5.7532 with various system
sizes from L = 16−48. By performing the LM algorithm,
the values of goodness of fit χ2/dof are acceptable and
the values are shown in Figs 7(b). By sum over yt with
different values of Lmin, the average yt is obtained as
2.95(5) indicating the scaling dimension yt equals to the
space dimension d, i.e., yt = d. This result is consistent
with the conclusions in Refs [44–46].

In Figs 7 (c) and (d), the double-peak distributions of
m and E at n = 2 are shown, with different sizes L=32,
64, 96 for T =5.755, 5.7518 and 5.7516. Increasing the
system sizes, the peaks become sharper representing that
a first-order transition occurs.

5.7502 5.7507 5.7512 5.7517 5.7522 5.7527 5.7532
T

0.5

0.6

0.7

0.8

Q L=16
L=20,24,28
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L=40
L=48

(a)   n=2
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L

min

2.4

2.6

2.8

3.0

3.2

3.4

y t 1.289
0.795 0.686 0.659 0.694 0.744

0.717

χ2
/dof

0.86(b)   n=2   Lmax=48

0 0.1 0.2 0.3 0.4 0.5
m

0

2

4

6

8

P
(m

)

L=32
L=64
L=96

-1 -0.9 -0.8 -0.7 -0.6
E

0

5

10

15

20

P
(E

)

L=32
L=64
L=96

(c) (d)

FIG. 7. (Color online) (a)The Binder ratio Q versus T at
n = 2 with different sizes. (b) yt versus Lmin. (c) Double-
peak distributions of m at n = 2, with different sizes L=32,
64, 96. (d) Double-peak distributions of E at n = 2, with
different sizes L=32, 64, 96 for T =5.755, 5.7518 and 5.7516.

D. Autocorrelation function

The algorithm has a little critical slowing down phe-
nomenon. This phenomena can be judged by autocorre-
lation time τint, which can identify the number of MC
steps required between two configurations before they
can be considered statistically independent [47].
For the quantity absolute magnetism M = |M|, the

integrated autocorrelation function AM (t) is defined as:

AM (t) =
〈MkMk+t〉 − 〈Mk〉

2

〈M2
k 〉 − 〈Mk〉2

(14)

and the integrated accucorrelation time τint is defined as

τint =
1

2
+

∞
∑

t=0

AM (t) (15)

In Figs. 8(a) and (b), the autocorrelation function
Am(t) for the M decays almost purely exponentially on
MC time (a linear decay on the linear-log scale). Close
to Tc = 0.499912, AM (t) grows with L while it decreases
with L when the temperature deviates away from Tc.
As shown in Fig. 8(c), the integrated autocorrelation

time τint behaviors in the way like Lz at T = Tc where
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the dynamical exponent z = 0.45(3) and the error bar
in the parentheses is the systematic error due to cor-
rections to scaling [48]. This value of z is consistent
(within error bar) with the result 0.443±0.005±0.030 of
a “susceptibility-like” observable, or 0.459±0.005±0.025
of a “energy like” observable from Ref. [48] studying the
three dimensional Ising model by the SW algorithm [22].
The algorithm we used for n = 1.5 is as efficient as the
SW algorithm.

0 10 20 30
t

0.001

0.01

0.1

1

A
|M

|(t
)

L=4
L=8
L=16
L=32

0 10 20
t

0.001

0.01

0.1

1

A
|M

|(t
)

L=4
L=8
L=16
L=32

(a) (b)

T=4.99912 T=6

4 8 16 32
L

4

16

τ in
t L

0.45(3)

T/J=4.99912
T/J=5
T/J=5.2-6

(c)

FIG. 8. (Color online) AM (t) versus t for n = 1.5 CWI model
with different sizes at (a) T = Tc (b) T = 6 > Tc. (c) τint

versus L at different temperatures. The exponent z is fitted
to be z = 0.45(3).

E. Error bar analysis

The programs are run in 100 threads (bins), and in
each thread (bin) different seed of random number gen-
erator is used. The first 105 − 106 MC steps of simula-
tions are run without measuring any quantities allowing
the systems to reach the stage of equilibrium. 107 times
of sampling are performed in the equilibrium states and
the mean values of the quantities are collected from each
bin.
For example, the quantity m is average from many

bins according to m = 1
nbin

∑nbin

b=1 mb, where mb, b =
1, · · · , nbin are computed over each bin. The error bar σ
is calculated according to

σ =

√

√

√

√

1

nbin(nbin− 1)

nbin
∑

b=1

(mb −m)2 (16)

The quoted error bar corresponds to one standard devi-

ation (i.e., confidence level ≈ 68%).
The error bars of the fitted exponents are estimated

by the diagonal elements of the covariance matrix [C] =
[α]−1, where α is defined by [35]

αkl =

N
∑

i=1

1

σ2
i

[

∂Q(Ti; {an})

∂ak

∂Q(Ti; {an})

∂al

]

(17)

V. DISCUSSION AND CONCLUSION

It should be noted that, loop model can be obtained
as a high-temperature expansion of various cubic models,
such as both face and corner cubic model [4], in which
the spins point to the corners of an n-dimensional hyper-
cube, but it also arises as a high temperature expansion
of the O(n) vector spin model in certain settings. The
descriptor cubic or O(n) refers to a symmetry of the spin
Hamiltonian, and has no immediate interpretation in the
loop language. Furthermore, the face cubic and corner
cubic models can both be related to this same loop model
but can have entirely different phase transitions [4].

In conclusion, we have proposed a cluster weight Ising
(CWI) model, composed of an Ising model with an ad-
ditional cluster weight in the partition function with re-
spect to the traditional Ising model. In order to simulate
the CWI model, we apply an efficient cluster algorithm
by combining the color-assignation and the Swendsen-
Wang method. The algorithm has almost the same effi-
ciency as the Swendsen-Wang method, i.e., the dynami-
cal exponent for the absolute magnetization z = 0.45(3)
at n = 1.5 is consistent with that of the traditional
Swendsen-Wang method.

Second order transitions emerges with 1 ≤ n < nc

and first order transitions occur when n ≥ nc (nc ≈ 2)
of the CWI model on the 3D lattices, and the univer-
salities of our CWI model and the loop model [20] are
completely different. The first-order transition is verified
by the signatures of hysteresis, double-peak structure of
histograms for the order parameters, and the value of the
critical exponent yt = d. Our results can be helpful in
the understanding of traditional statistical models.
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Blöte, The O(n) loop model on a three-dimensional lat-
tice, Nucl. Phys. B 859, 107 (2012).

[21] J. M. Carmona, A. Pelissetto, and E. Vicari, N-
component Ginzburg-Landau Hamiltonian with cubic
anisotropy: A six-loop study, Phys. Rev. B 61, 15136

(2000).
[22] R. H. Swendsen, J. S. Wang, Nonuniversal critical dy-

namics in Monte Carlo simulations, Phys. Rev. Lett. 58
86 (1987).

[23] Y. J. Deng, T. M. Garoni, W. A. Guo, H.W. J. Blöte, and
A. D. Sokal, Cluster simulations of loop models on two-
dimensional lattices, Phys. Rev. Lett. 98, 120601 (2007).

[24] J. Dubail, J. L. Jacobsen, and H. Saleur, Critical ex-
ponents of domain walls in the two-dimensional Potts
model, J. Phys. A: Math. Theor. 43, 482002 (2010).

[25] C. X. Ding, X. F. Qian, Y. J. Deng, W. A. Guo, and
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