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Abstract

Dynamic mode decomposition (DMD) provides a re-
gression framework for adaptively learning a best-fit
linear dynamics model over snapshots of temporal,
or spatio-temporal, data. A diversity of regression
techniques have been developed for producing the
linear model approximation whose solutions are ex-
ponentials in time. For spatio-temporal data, DMD
provides low-rank and interpretable models in the
form of dominant modal structures along with their
exponential/oscillatory behavior in time. The ma-
jority of DMD algorithms, however, are prone to
bias errors from noisy measurements of the dynam-
ics, leading to poor model fits and unstable fore-
casting capabilities. The optimized DMD algorithm
minimizes the model bias with a variable projection
optimization, thus leading to stabilized forecasting
capabilities. Here, the optimized DMD algorithm
is improved by using statistical bagging methods
whereby a single set of snapshots is used to pro-
duce an ensemble of optimized DMD models. The
outputs of these models are averaged to produce
a bagging, optimized dynamic mode decomposition
(BOP-DMD). BOP-DMD not only improves perfor-
mance, it also robustifies the model and provides
both spatial and temporal uncertainty quantifica-
tion (UQ). Thus unlike currently available DMD al-
gorithms, BOP-DMD provides a stable and robust
model for probabilistic, or Bayesian forecasting with
comprehensive UQ metrics.

1 INTRODUCTION

The data-driven modeling and control of complex
systems, which includes the ability to produce
accurate and robust forecasting algorithms, is a
rapidly evolving field with the potential to transform
the engineering, biological, and physical sciences.

The combination of high-fidelity measurements from
modern sensor technologies and numerical simula-
tions has ensured that while data is often abundant,
accurate and computationally efficient models for
forecasting remain challenging. Dynamic mode de-
composition (DMD) provides a data-driven regres-
sion architecture for adaptively learning linear dy-
namics models over snapshots of temporal data. Al-
though often used for the discovery of approximate
dynamical systems from high-dimensional, spatio-
temporal data (e.g. fluid flows), it can equally ap-
plied to simple time series measurements to produce
best-fit models. DMD has been broadly used in the
scientific community due to its ease of use, inter-
pretability and adaptive nature [1]. However, bias
induced by measurement noise has significantly lim-
ited the forecasting and reconstruction performance
of DMD algorithms, as illustrated in the example
measurements of atmospheric chemistry dynamics of
Fig. 1. As shown in Fig. 2, using an optimized DMD
formulation, we show that leveraging the statisti-
cal method of bagging (bootstrap aggregating) [2]
significantly improves DMD robustness and accu-
racy for forecasting while also providing uncertainty
quantification (UQ) in its predictions and recon-
structions.

Dynamic mode decomposition originated in the
fluid dynamics community. Introduced as as algo-
rithm by Schmid [3, 4], it has rapidly become a com-
monly used data-driven analysis tool and the stan-
dard algorithm to approximate the Koopman oper-
ator from data [5]. In the context of fluid dynamics,
DMD was used to identify spatio-temporal coherent
fluid structures from high-dimensional time-series
data. The DMD analysis offered an alternative to
standard dimensionality reduction methods such as
the proper orthogonal decomposition (POD), which
highlighted low-rank features in fluid flows using the
computationally efficient singular value decomposi-
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Figure 1: Canonical bias effect in DMD algorithms
for noisy (normalized) data (top panel) for a spe-
cific longitude and elevation. In this example of at-
mospheric chemistry from Velagar et al [15], thirty
days of nitrous oxide (NO) are measured and a DMD
model regression is used to fit the data which has
been normalized [15]. The bias of the exact DMD
algorithm (middle panel) shows that the solution
almost immediately tends to zero while optimized
DMD (bottom panel) is able to correctly approxi-
mate the chemical dynamics.

tion (SVD) [6]. The advantage of using DMD over
SVD is that the DMD modes are linear combinations
of the SVD modes that have a common linear (ex-
ponential) behavior in time, given by oscillations at
a fixed frequency with growth or decay. Specifically,
DMD is a regression to solutions of the form

x(t) =

r∑
j=1

φje
ωjtbj = Φ exp(Ωt)b, (1)

where x(t) is an r-rank approximation to a col-
lection of state space measurements xk = x(tk)
(k = 1, 2, · · · , n). The algorithm regresses to values
of the DMD eigenvalues ωj , DMD modes φj and
their loadings bj . The ωj determines the tempo-
ral behavior of the system associated with a modal
structure φj , thus giving a highly interpretable rep-
resentation of the dynamics. Such a regression can
also be learned from time-series data [7]. DMD may
be thought of as a combination of SVD/POD in
space with the Fourier transform in time, combining
the strengths of each approach [8, 1]. DMD is modu-
lar due to its simple formulation in terms of linear al-
gebra, resulting in innovations related to control [9],
compression [10, 11], reduced-order modeling [12],
and multi-resolution analysis [13, 14], among others.

Because of its simplicity and interpretability,

DMD has been applied to a wide range of diverse ap-
plications beyond fluid mechanics, including neuro-
science [16], disease modeling [17], robotics [18, 19],
video processing [20, 21], power grids [22, 23], fi-
nancial markets [24], and plasma physics [25, 26].
The regression to (1) shows the immediate value of
DMD for forecasting. Specifically, any time t∗ can be
evaluated to produce an approximation to the state
of the system x(t∗). However, despite its introduc-
tion more than a decade ago, DMD is rarely used
for forecasting and/or reconstruction of time-series
data except in cases with high-quality (noise-free or
nearly noise free) data. Indeed, practitioners who
work with DMD and noisy data know that the algo-
rithm fails not only to produce a reasonable forecast,
but also often fails in the task of reconstructing the
time-series it was originally regressed to. Thus in the
past decade, the value of DMD has largely been as
an important diagnostic tool as the DMD modes and
frequencies are highly interpretable. Indeed, from
Schmid’s [3, 4] original work until now, DMD pa-
pers are primarily diagnostic in nature with the key
figures of any given paper being the DMD modes
and eigenvalues. In cases, where DMD is used on
noise-free data, such as for producing reduced or-
der models from high-fidelity numerical simulation
data [27, 12], then the DMD solution (1) can be used
for reconstructing and forecasting accurate represen-
tations of the solution.

The origins of the DMD’s poor performance for
reconstruction and forecasting is due to bias-induced
effects from noisy measurements [27, 28, 29, 30]. In-
deed, based on observations of the DMD spectrum
from Bagheri et al [27] and Degennaro et al [31],
Hemati et al. [28] identified the explicit origins of
this noise-driven bias effect on the eigevalue distri-
bution and proposed methods that could circum-
vent it. Following [28, 29], Askham and Kutz [30]
produced the optimized DMD (optDMD) algorithm
which is a nonlinear optimization enabled by vari-
able projection techniques which provides optimal
de-biasing for a given signal-to-noise ratio. Indeed,
optDMD is the standard for producing the most ac-
curate and precise DMD modes and eigenvalues in
the presence of noise. However, the variable pro-
jection method often fails to converge, limiting its
usefulness. In what follows, we empower the opti-
mized DMD algorithm with three critical new fea-
tures: (i) an initialization procedure allowing for sta-
bilizing the convergence of the variable projection al-
gorithm, (ii) a statistical bagging scheme [2], whose
objective is to reduce variance and stabilize models,
for improving the accuracy and robustness of the re-
gression, and (iii) uncertainty quantification (UQ)
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x(k) =Φ(k)exp(Ω(k)t)b(k)

X ∈ Cn×m X(k) ∈ Cn×p

k = 1, 2, · · · ,K

Bagging: select p snapshots

Compute after K trials

Optimized DMD

Mean: Φ,Ω,b
Variance: Φ,Ω,b

Data snapshots

Figure 2: Summary of the BOP-DMD architecture. The data snapshots x(tk) are collected over m snapshots
into the matrix X. Columns of X are randomly sub-selected into the matrix X(k) to build an optimized DMD
model. Each DMD model x(k) = Φ(k)exp(Ω(k)t)b(k) is used to compute the statistics (mean and variance)
of the DMD parametrizations Φ,Ω,b which are used in building a the BOP-DMD ensemble solution with
UQ.

in the DMD model, both temporal and spatial. Our
algorithm, termed the bagging, optimized dynamic
mode decomposition (BOP-DMD) is highlighted in
Fig. 2 and is characterized against current DMD
algorithms, demonstrating its performance for not
only diagnostics, but also reconstruction and prob-
abilistic forecasting. It is further applied to a num-
ber of example spatio-temporal systems. It should
be noted that alternatives to improve DMD mod-
els include choosing appropriate windows of time for
sampling data [13, 32] and ensembling DMD regres-
sions on short burst of data, which was developed
by Scandurra, Tezzele and Louiseau for the pyDMD
package (Tutorial 8) [33]. These sampling strategies
can also be used to great effect with the BOP-DMD
algorithm, with the ensembling method being simi-
lar in spirit, but formalized and improved here with
bagging and optimization. BOP-DMD also easily in-
tegrates other methods for improving DMD models,
including centering data [34] and time-delay embed-
ding data [35, 36, 37, 38]. Importantly, BOP-DMD
can be used on top of these algorithms instead of the
exact DMD algorithm for improving accuracy, sta-
bility and performance while generating UQ met-
rics, reducing variance and preventing over-fitting
through bagging [2].

2 ALGORITHMS FOR DMD

The algorithmic construction of the DMD method
can be best understood from the so-called exact
DMD [39]. Indeed, this exact DMD is simply a least-
square fitting procedure. Specifically, the DMD al-

gorithm seeks a best fit linear operator A that ap-
proximately advances the state of a system, x ∈ Rn,
forward in time according to the linear dynamical
system

xk+1 = Axk, (2)

where xk = x(k∆t), and ∆t denotes a fixed time
step that is small enough to resolve the highest fre-
quencies in the dynamics. Thus, the operator A is
an approximation of the Koopman operator K re-
stricted to a measurement subspace spanned by di-
rect measurements of the state x [5]. In the origi-
nal DMD formulation [4], uniform sampling in time
was required so that tk = k∆t. The exact DMD
algorithm [39] does not require uniform sampling.
Rather, for each snapshot x(tk) there is a corre-
sponding snapshot x(t′k) one time step ∆t in the
future. These snapshots are arranged into two ma-
trices, X and X′:

X =

x(t1) x(t2) · · · x(tm)

 (3a)

X′ =

x(t′1) x(t′2) · · · x(t′m)

 . (3b)

In terms of these matrices, the DMD regression (2)
is

X′ ≈ AX. (4)

The exact DMD is the best fit, in a least-squares
sense, operator A that approximately advances
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snapshot measurements forward in time. Specifi-
cally, it can be formulated as an optimization prob-
lem

A = argmin
A

‖X′ −AX‖F = X′X† (5)

where ‖ ·‖F is the Frobenius norm and † denotes the
pseudo-inverse. The pseudo-inverse may be com-
puted using the SVD of X = UΣV∗ as X† =
VΣ−1U∗. The matrices U ∈ Cn×n and Vm×m

are unitary, so that U∗U = I and V∗V = I,
where ∗ denotes complex-conjugate transpose. The
columns of U are known as POD modes. Often for
high-dimensional data, the DMD leverages low-rank
structure by first projecting A onto the first r POD
modes in Ur and approximating the pseudo-inverse
using the rank-r SVD approximation X ≈ UrΣrV

∗
r :

Ã = U∗rAUr = U∗rX
′VrΣ

−1
r . (6)

The leading spectral decomposition of A may
be approximated from the spectral decomposition
of the much smaller Ã:

ÃW = WΛ. (7)

The diagonal matrix Λ contains the DMD eigen-
values, which correspond to eigenvalues of the high-
dimensional matrix A. The columns of W are eigen-
vectors of Ã, and provide a coordinate transforma-
tion that diagonalizes the matrix. These columns
may be thought of as linear combinations of POD
mode amplitudes that behave linearly with a single
temporal pattern given by the corresponding eigen-
value λ.

The eigenvectors of A are the DMD modes Φ,
and they are reconstructed using the eigenvectors
W of the reduced system and the time-shifted data
matrix X′:

Φ = X′ṼΣ̃−1W. (8)

Tu et al. [39] proved that these DMD modes are
eigenvectors of the full A matrix under certain con-
ditions. As already shown in the introduction, the
DMD decomposition allows for a reconstruction of
the solution as (1). The amplitudes of each mode b
can be computed from

b = Φ†x1., (9)

however, alternative and often better approaches are
available b [8, 40, 30]. Thus, the data matrix X may
be reconstructed as

X ≈ Φdiag(b)T(ω) (10)

=

 | |
φ1 · · · φr
| |


 b1

. . .

br


 eω1t1 · · · eω1tm

...
. . .

...
eωrt1 · · · eωrtm

 .

Bagheri [27] first highlighted that DMD is partic-
ularly sensitive to the effects of noisy data, with
systematic biases introduced to the eigenvalue dis-
tribution [41, 42, 29, 43]. As a result, a number
of methods have been introduced to stabilize per-
formance, including total least-squares DMD [43],
forward-backward DMD [29], variational DMD [44],
subspace DMD [45], time-delay embedded DMD [35,
36, 37, 38] and robust DMD methods [30, 46]. How-
ever, the optimized DMD algorithm of Askham and
Kutz [30], which uses a variable projection method
for nonlinear least squares to compute the DMD for
unevenly timed samples, provides the best and op-
timal performance of any algorithm currently avail-
able. This is not surprising given that it actually
is constructed to optimally satisfy the DMD prob-
lem formulation. Specifically, the optimized DMD
algorithm solves the exponential fitting problem di-
rectly:

argmin
ω,Φb

‖X−ΦbT(ω)‖F , (11)

where Φb = Φdiag(b). This has been shown to pro-
vide a superior decomposition due to its ability to
optimally suppress bias and handle snapshots col-
lected at arbitrary times. The disadvantage of opti-
mized DMD is that one must solve a nonlinear opti-
mization problem, often which can fail to converge.

3 BOP-DMD: BAGGING,
OPTIMIZED DMD

BOP-DMD leverages Breiman’s statistical bagging
sampling strategy [2] shown in Fig. 2 along with the
optimized DMD algorithm. Bagging is designed to
produce an ensemble of models, thereby reducing
model variance and suppressing over-fitting by de-
sign. Not only is ensembling improve DMD, it also
is effective in deep neural network regressions [47].
Further innovations here include stabilizing the vari-
able projection technique used by optDMD so that
it converges consistently to an optimal solution. Its
ability to converge is often dependent upon a suit-
able initial guess for the DMD eigenvalues and eigen-
vectors. More precisely, we have observed through
simulations that the initial guess of the eigenvec-
tors has the most pronounced effect on the reliable
convergence of variable projection. In its standard
form, no initial guess is given and failure to converge
is common for complex, noisy data.

The BOP-DMD algorithm accounts for the ini-
tialization process and further provides the optimal
solutions to linear models by using opt-DMD as the
regression architecture. Algorithm 1 shows the al-
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Algorithm 1 BOP-DMD

Input: Input (X, p, K)
procedure BOPDMD(X, p, K)

Compute Φ0,Ω0,b0 . optDMD regression
for k ∈ {1, 2, · · · ,K} do . Compute K

optDMD models.
Choose p of m snapshots (p < m) .

Bagging
opt-DMD Φk,Ωk,bk . Initialize with Ω0

Update Φ0,Ω0,b0 . Use improved Φ,Ω,b
end for
Compute mean µ = {〈Φ〉, 〈Ω〉, 〈b〉}
Compute variance σ = {〈Φ2〉, 〈Ω2〉, 〈b2〉}
return µ,σ . Return optDMD parameters.

end procedure

gorithmic structure of BOP-DMD, highlighting the
bagging, initialization and ensembling of the DMD
models to produce an ensemble, probabilistic DMD
model. The initialization of DMD is accomplished
by first constructing an optDMD model approxima-
tion, whose eigenvalues and eigenvectors Φ0 can be
used to seed the BOP-DMD.

Algorithm 1 provides a robust method for pro-
ducing DMD models. As will be shown in the next
section, BOP-DMD outperforms the opt-DMD algo-
rithm which has already been shown to be the gold
standard for producing DMD models [30, 44]. In ad-
dition to the DMD model itself, the output of the
algorithm can be used to produce a forecast with
UQ metrics as shown in Algorithm 2. Specifically,
the BOP-DMD model is used in a Monte-Carlo fash-
ion to produce a probabilistic forecast for a given
system. This forecasting is accomplished by sim-
ply drawing from the probability distributions of the
Φ,Ω,b computed from BOP-DMD. The mean and
variance of the forecast are produced, giving uncer-
tainty quantification with the forecasting prediction.
Both Algorithms 1 and 2 are demonstrated in what
follows.

4 A Simple Example

We first tested the performance of the BOP-DMD
algorithm on a simple example with additive noise.
Algorithm performances were assessed by comparing
the computed eigenvalues using optDMD and BOP-
DMD to the analytical eigenvalues, as highlighted in
previous works [29, 43, 30, 44].

Algorithm 2 Forecasting BOP-DMD

Input: Input (µ,σ,T,K )
procedure forecastBOPDMD(µ,σ,T,K)

for k ∈ {1, 2, · · · ,K} do . Compute K
Forecasts.

Generate 〈Φ〉,Ωk,bk . Drawn from (µ,σ)
xk(T) = 〈Φ〉 exp(ΩkT)bk . Solution for

times T
end for
Compute mean 〈x(T)〉
Compute variance 〈x2(T)〉
return 〈x(T)〉, 〈x2(T)〉 . Return optDMD

forecast
end procedure

4.1 Generation of Data

The data used in this example was generated using
the following equation:

f(x, t) = g1(x)eλ1t+g2(x)eλ2t+g3(x)eλ3t+σε (12)

where ε ∼ N(0, 1) is normally distributed noise and

g1(x) = sin(x)

g2(x) = cos(x)

g3(x) = tanh(x).

Here, σ ranges from 0.001 to 0.05 (depending on
noise setting), x ∈ [0, 1], and t ∈ [0, 1]. To create the
data matrix X ∈ Rmxn, Equation 12 was evaluated
on a gridspace comprised of equally spaced spatial
points, xk, for k = 1...n, and equally spaced time
points, tk, for k = 1...m. These sampling points are
used to construct an individual state space estimate
xk = x(tk) and the full data matrix X ∈ Cn×m.

4.2 Methods and Results

In order to create an initial seed for the BOP-DMD
algorithm, the original optDMD algorithm was run
on the full data matrix, X, without initial con-
ditions. The eigenvalues outputted by this algo-
rithm, Ωopt, were used as initial conditions for our
algorithm. For k trials, eigenvalues of various sub-
sets were numerically computed using the aforemen-
tioned initial conditions. As shown in Figure 2, these
subsets, X(k) ∈ Rnxp, for k = 1...100 , were gener-
ated by concatenating p randomly selected column
indices of the original data matrix, X.

Figure 3 shows the BOP-DMD distributions of
the computed eigenvalues for each of these subsets.
These distributions were generated for various noise
realizations (a-c). In each of the distributions, the
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<{λ}

=
{λ
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medium noise
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Figure 3: Uncertainty quantification for computed
eigenvalue magnitudes for 4 separate noise realiza-
tions (a - d) for eigenvalues λ1 = −2, λ2 = i,
λ3 = 1. For comparison, the magnitude of the true
eigenvalue is depicted by a solid blue dot, the mag-
nitude of the computed eigenvalue using optDMD
is depicted by a solid red dot. The two concen-
tric circles represent the range of eigenvalue mag-
nitudes within one and two standard deviations, re-
spectively. These results were generating using k =
100 trials of the BOP-DMD algorithm with a ran-
domly selected subset of size p = 20 for low and
medium noise settings (a and b) and p = 50 for
higher noise settings (c and d).

mean computed eigenvalue using bagging performed
better than the original optDMD algorithm. More
importantly, this trend in performance is present in
each of the three noise realizations, highlighting the
robustness and efficacy of this algorithm.

Figure 4 shows the squared difference in error
between the mean computed eigenvalue and true
eigenvalue for medium noise setting (σ = 0.005) for
various batch sizes. As the batch sizes, p, increases,
this error appears to plateau. Out of m = 100 snap-
shots, only 20 randomly selected snapshots are re-
quired for convergence. More importantly, optimal
performance is actually achieved with p = 20 for a
medium noise setting.
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Figure 4: Evaluation of the bagging sub-selection
of data with medium noise. In this case, there
are m = 100 data snapshots and p randomly sub-
selected snapshots for bagging. The mean squared
difference between the true value and mean across
trials for various p are shown. Note that only p = 20
sub-selected snapshots are required to achieve con-
vergence.

5 BOP-DMD Applications

In what follows, we apply the BOP-DMD algorithm
to two spatio-temporal systems: flow around a cylin-
der and sea-surface temperature data. Both provide
a platform for the evaluation of the algorithm’s per-
formance, including its ability to produce UQ met-
rics in both space and time.

5.1 Flow Around a cylinder

As a common DMD example [27], we simulate the
fluid flow past a circular cylinder with the two-
dimensional, incompressible Navier-Stokes equa-
tions at Re = 100:

∇·u = 0, ∂tu+ (du ·∇)du = −∇p+
1

Re
∆u (13)

where u is the two-component flow velocity field in
2D and p is the pressure term. For Reynold’s num-
ber Re = Rec ≈ 47, the fluid flow past a cylinder un-
dergoes a supercritical Hopf bifurcation, where the
steady flow for Re < Rec transitions to unsteady
vortex shedding [48]. The unfolding gives the cele-
brated Stuart-Landau ODE, which is essentially the
Hopf normal form in complex coordinates. This has
resulted in accurate and efficient reduced-order mod-
els for this system [49, 50].

Figure 5 shows the first eight normalized BOP-
DMD modes constructed from K = 100 trials using
noisy data. The modes are cleanly produced and the
spatial UQ, as illustrated in the bottom panel of the
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〈ω2
1,2〉 〈ω2

3,4〉 〈ω2
5,6〉 〈ω2

7,8〉
BOP-DMD Eigenvalues

Figure 5: Vortex Shedding Example with noise and corruption (first 8 paired modes): Top panel: Temporal
uncertainty quantification for eigenvalues corresponding to modes. The black lines represent a least-square
fit of a normal distribution. Middle panel: Mean of the BOP-DMD modes generated after bagging with
K = 100 trials. Bottom panel: Spatial variance of the uncertainty over the K = 100 ensemble .

figure, show the spatial patterns where DMD is most
uncertain in its ability to provide an accurate recon-
struction. With K = 100 ensembles, BOP-DMD
is able to both produce UQ metrics for the DMD
eigenvalues and their temporal uncertainty as well
as a spatial uncertainty map for the variance of each
of the modes. The spatial and temporal UQ pro-
vide a framework for Monte Carlo forecasting since
the probability distributions of both the spatial and
temporal fields can be drawn from to estimate an
ensemble of future state predictions.

Although flow around a cylinder is a well known
example, it helps illustrates the key concept that
BOP-DMD stabilizes the prediction of the DMD
modes and eigenvalues by ensembling them. More
than that, the UQ can be explicitly computed for all
spatial points and every DMD frequency extracted.
This is in addition to removing DMD bias induced
by noise which leads to issues as illustrated in Fig. 1.

5.2 Sea-surface temperature

Another common example used in the DMD and
POD literature is sea-surface temperature data. We
consider the NOAA OISST V2 global ocean surface
temperature data set spanning 1990–2016. The data
are publicly available online [51]. The first 1000
snapshots, which ends in 2007 (19.2 years) are used
for producing BOP-DMD modes whose resolution
is 360x180 pixels. In the next section, these BOP-
DMD modes are used for forecasting.

Figure 6 shows the first five BOP-DMD modes
along with their DMD eigenvalues. For these results
the normalized BOP-DMD modes are constructed
from K = 100 of the data. The modes are cleanly
produced and the spatial UQ, as illustrated in the
bottom panel of the figure, show the spatial pat-
terns where DMD is most uncertain in its ability to
provide an accurate reconstruction. Note the high-
est spatial uncertainty along the El Niño Southern
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BOP-DMD Modes

Spatial Uncertainty

Figure 6: SST data (first 6 modes): Top panel: Uncertainty quantification for eigenvalues corresponding
to modes. The black line represents a least-square fit of a normal distribution. Middle panel: Mean of the
DMD modes generated after bagging with K = 100 trials. Bottom panel: Spatial variance of the BOP-DMD
modes over the ensemble of models.

Oscillation (ENSO). The BOP-DMD algorithm also
quantifies the temporal uncertainty by allowing for
a Gaussian fit to the eigenvalue distribution.

6 Forecasting with BOP-DMD

The BOP-DMD algorithm can produce an approx-
imation to the solution (11). This solution gives
the capability to forecast future states of temporal
systems, including the examples considered here of
flow around a cylinder and sea-surface temperatures.
Moreover, by using the BOP-DMD forecasting al-
gorithm, Monte Carlo simulations can produce UQ
for the future state by drawing from the spatial and
temporal distributions of the DMD modes and eigen-
values as shown in Fig. 5 and 6.

The forecasting capabilities for the two examples
shown in the previous section are shown in Fig. 7
and 8. For the flow around a cylinder, the average
vorticity over the domain is illustrated in the top
panel. The forecast in this data set has very little
uncertainty as the dynamics is quite low-dimensional
and BOP-DMD has no problem extracting the fu-
ture state. For the sea-surface temperature data,
The first 19.2 years (1000 snapshots) are used to

predict the next 7.6 years (400 snapshots). The 7.6
year forecast is illustrated along with the error. Note
that the largest error (Fig. 8) occurs where the spa-
tial UQ metric is largest as shown in Fig. 6. Only
five modes are used to forecast the sea-surface tem-
perature data.

7 Conclusions

In conclusion, the dynamic mode decomposition has
emerged as a flexible, adaptive, robust, and gen-
eral purpose data-driven method for the analysis and
characterization of a broad range of scientific appli-
cations [1]. The regression to a linear dynamical
system also provides an interpretable, data-driven
framework for modal decompositions whose tempo-
ral dynamics are exponentials. The sheer multi-
tude of variants of the DMD regression framework
highlights the broad interest from the community in
making the method more stable, robust, and pre-
dictive. The BOP-DMD algorithm outlined here in-
tegrates and leverages many advantageous mathe-
matical techniques, including variable projection for
the optimization and statistical bagging for creat-
ing an ensemble of models. When combined, these
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Figure 7: Forecasting skill of BOP-DMD for flow around cylinder with noise as illustrated in Fig. 5. The
BOP-DMD model is trained over t ∈ [0, 100] and forecast in the time range t ∈ [100, 150]. For this data
set, the BOP-DMD model provides an accurate and stable prediction with nearly vanishing variance. The
top panel shows the average vorticity data (black line) as a function of time along with the BOP-DMD
reconstruction (red line) and forecast (magenta line). The slightly visible cyan line in the forecast shows the
variance around the average of the magenta forecast line.

two widely used techniques are able to construct a
model which is less prone to over-fitting and reduces
model variance. Indeed, the ensemble of BOP-DMD
provides both spatial and temporal UQ metrics for
reconstruction and forecasting that are currently un-
available in other methods.

Demonstrated in this manuscript is the BOP-
DMD algorithm on a number of applications. The
algorithm not only stabilizes the DMD method and
consistently removes noise bias, but also provides
both a spatial and temporal uncertainty quantifi-
cation of the linear model. Thus it improves on
the performance of optimized DMD while provid-
ing additional and critical insights into the dynam-
ics and its spatio-temporal variability. The method
is adaptive, requires very little data, and provides
the capability to produce stable, probabilistic fore-
casts. Moreover, it does this within the framework
of an interpretable modal decomposition that reveals
dominant spatio-temporal features in a given data
set.

As data-driven methods continue to be devel-
oped across the engineering, physical and biological
sciences, it is imperative that modeling strategies
be capable of handling real data that is often

noisy and high-dimensional. With its ease of use,
minimal data requirements and interpretability,
DMD provides an exceptional practical alternative
to data-driven techniques, such as neural network
models. The ensembling aspect of BOP-DMD also
provides a Bayesian perspective on the linear model
fitting by providing estimates of the probability
distributions for the DMD eigenvalues and DMD
eigenfunctions, both of which allow for estimates
of the method’s forecasting horizon and capabil-
ities. The open source code provided allows for
reproducible and broad usage across the sciences.
Moreover, the underlying algorithm can be used
with established DMD pre-processing innovations,
including time-delay embeddings, data centering
and multi-resolution analysis.

Code Availability: The code used in this paper
can be found at https://github.com/dsashid/BOP-
DMD. Use of this code requires installation of the
initial optDMD framework which can be found at
https://github.com/duqbo/optdmd.
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Figure 8: Forecasting skill of BOP-DMD for global sea-surface temperature. The BOP-DMD model is
trained over a 19.2 year period (1000 snapshots) and forecast to the next 7.6 years (400 snapshots). For this
data set, the BOP-DMD model provides an accurate and stable prediction with nearly vanishing variance
with five modes. The error in the right panel is multiplied by 20 for visibility on the same color scale.
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