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We study the two-dimensional surface long-range order in a non-equilibrium steady state under
shear flow using the three-dimensional conserved O(N) model. Whereas the correlation on the
surface is enhanced by increasing interactions within the surface, the long-range order cannot be
realized at equilibrium because of divergent thermal fluctuations associated with the low dimen-
sionality of the surface. Here, the shear flow is applied parallel to the surface, on which the flow
is set to zero. Despite the shear flow not affecting the order parameter on the surface directly, the
fluctuations at the surface are strongly suppressed by the flow away from the surface, leading to the
surface long-range order. We demonstrate these results through an exact analysis in the large-N
limit, where non-linear fluctuations are self-consistently treated.

Introduction.— Because time-reversal symmetry of
statistical properties is broken under non-equilibrium
conditions, out-of-equilibrium systems exhibit anoma-
lous fluctuations that have never been observed in equi-
librium systems. The most familiar examples are con-
served quantities exhibiting long-range correlations even
far from critical points [1–5]. The behavior contrasts with
equilibrium systems, for which the correlation length re-
mains microscopic except near critical points. Another
example of anomalous fluctuations is that external flow
strongly suppresses long-wavelength fluctuations associ-
ated with equilibrium phase transitions, changing the
universality class of critical phenomena [6–13]. The sup-
pression of fluctuations is also observed in the polar phase
of active matter [14–19]. The purpose of this Letter is to
propose a remarkable critical phenomenon arising from
the suppression of long-wavelength fluctuations out of
equilibrium.

The phenomenon under focus is the long-range order
on surfaces [20–24]. We consider a system in which the
order parameters move around between two parallel walls
[see Fig. 1 (a)]. Even though the bulk region far from
the walls remains disordered, a localized long-range order
may be realized near the walls, called surface long-range
order. Numerous theoretical studies since the 1970s have
been conducted on it in equilibrium systems such as fer-
romagnetic systems [25–28], fluids [29–32], nematic liquid
crystals [33], block copolymer melts [34–36], crystalline
solids [37–39], and Bose–Einstein condensates [40–42].
Because the presence or absence of surface long-range
order can significantly change physical properties near
the walls without changing the bulk properties, this phe-
nomenon has recently attracted much attention in the
fields of engineering and applied sciences [43–46].

Surface long-range order is associated with critical phe-
nomena in low-dimensional systems because the surface
in the three-dimensional world is two-dimensional. A dis-
tinctive feature of low-dimensional systems is the absence
of spontaneous breaking of continuous symmetries as de-
scribed by the Hohenberg–Mermin–Wagner theorem [47–

49]. It is then natural to ask whether the Hohenberg–
Mermin–Wagner theorem can be applied to surface long-
range order. This problem has been studied with var-
ious equilibrium models, such as the XY model [50],
the Heisenberg model [51, 52], the O(N) model [53–55],
and the spherical model [56, 57]. To the best of our
knowledge, there is no rigorous proof of the Hohenberg–
Mermin–Wagner theorem for the surface long-range or-
der. However, from the results of theoretical analyses and
numerical simulations, the Hohenberg–Mermin–Wagner
theorem is believed to hold for two-dimensional surfaces
embedded in three-dimensional systems [23].

In this Letter, we demonstrate through an exact anal-
ysis of the large-N -limit model that anomalous fluctu-
ations in the non-equilibrium disordered bulk stabilize
the two-dimensional surface long-range order prohibited
in equilibrium. We study an infinite system with a spe-
cific two-dimensional plane where the interactions are en-
hanced [Fig. 1 (b)]. The effect of the wall is modeled by
changing the local interactions within the plane, and the
long-range order localized on the plane is interpreted as
the surface long-range order. We note that spatially lo-
calized order is one of the subjects studied in the context
of surface critical phenomena [20]. To drive the system
into a non-equilibrium steady state, we apply uniform
shear flow parallel to the plane. We consider the case

FIG. 1. Schematics of (a) surface long-range order, and (b)
our setup. We study a specific plane at the center of an infinite
system. The shear flow is applied parallel to the plane of
focus. There is no net flow on the plane.
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in which the flow velocity on the plane is zero. Without
knowing details about the surrounding bulk, one may
consider this plane to be in equilibrium. We then ask
whether spontaneous breaking of the continuous symme-
try occurs on the plane.
Model .— We consider an N -component real vector

order parameter ϕ(x) = (ϕ1(x), ϕ2(x), · · · , ϕN (x)) de-
fined in a three-dimensional region V ≡ [−L1/2, L1/2]×
[−L2/2, L2/2] × [−L3/2, L3/2]. The order parameter is
convected by uniform shear flow with a velocity v(x) =
(γx2, 0, 0), conserving its total amount

∫

V
d3xϕa(x, t).

We assume that the system is described by the time-
dependent Ginzburg-Landau model [58]:

∂ϕa(x, t)

∂t
+∇ · ja = 0, (1)

ja = ϕa(x, t)v(x)−D0∇
(

δΦ[ϕ]

δϕa(x, t)

)

+ fa(x, t), (2)

where Φ[ϕ] denotes the Landau free energy and fa(x, t)
Gaussian white noise satisfying

〈

fa(x, t)
〉

= 0 and
〈

fa
α(x, t)f

b
β(x

′, t′)
〉

= 2D0Tδαβδabδ(x−x′)δ(t− t′). Here
T denotes the temperature of the thermal bath, and sub-
script α = 1, 2, 3 indices the spatial component. We also
assume that

∫

V d3xϕa(x, t) = 0 for all a throughout the
dynamics.
The Landau free energy has two contributions, Φ[ϕ] =

Φb[ϕ] + Φs[ϕ]. Φb[ϕ] describes the standard O(N) sym-
metric free energy and Φs[ϕ] the local enhanced effects
within the plane under focus. Each is given by [20]

Φb[ϕ]

=

∫

d3x
{1

2
ϕ(x) ·

(

r0 −∆
)

ϕ(x) +
g

4N
(|ϕ(x)|2)2

}

,(3)

Φs[ϕ] =

∫

d3x
1

2
ϕ(x) ·

(

− c0δ(x2)
)

ϕ(x). (4)

Note that r0 is chosen independently of the temperature
T . In the Letter, we refer to the x2 = 0 plane as the
surface and the region sufficiently far from the x2 = 0
plane as the bulk.
The point of interest is whether controlling c0 stabi-

lizes the two-dimensional long-range order at the surface
while leaving the bulk disordered. We again stress that
for any γ̇ there is no flow at the surface, as explained in
Introduction. To help in understanding the geometry of
the surface long-range order, we evaluate the order pa-
rameter profile in the ordered state at γ̇ = T = 0 (Fig. 2),
which we obtained by numerically minimizing Φ[ϕ] while
taking into account the conservation law. The parameter
settings are N = 2, r0 = g = 1.0, and c0 = 11.0, and the
system size is set at L1 = L2 = L3 = 128.0. We use
a mesh size of 1.0 to discretize the space. The periodic
behavior of ϕ near x2 = 0 indicates the appearance of
surface long-range order. Note that the conservation law
prohibits the all-aligned state ϕ(x‖, x2 = 0) = (ϕ0, 0);
here ϕ0 is an appropriate constant [10, 59]. Actually, the
state shown in Fig. 2 takes the form ϕ(x‖, x2 = 0) =

−50 0 50
x1

−50

0

50

x
2

0 2

〈|ϕ|〉

−50

0

50

x
2

FIG. 2. Order parameter field at T = 0 for N = 2. Right:
snapshot in the x2 = 0 space. The order parameter is depicted
as arrows. Left: amplitude of the order parameter.

ϕ0

(

cos(2πx1/L1), sin(2πx1/L1)
)

. The long-range order
treated in this Letter is such a twisted state [60].
As evident in Fig. 2, the present model exhibits the

localized ordered state at T = 0. In the large-N limit, the
critical point csc0 (r0; γ̇, T = 0) is found to be independent
of γ̇ as

csc0 (r0; γ̇, T = 0) = 1

/

∫ 2π/auv
2

2π/L2

dk2
1

r0 + k22
, (5)

where auv2 is the ultraviolet (UV) cutoff length of the
x2-axis. In the absence of shear flow, this ordered state
is broken for any finite temperature T > 0. However,
by adding infinitesimal shear flow to that state, long-
range order is restored. This is the main result, which
we demonstrate below.
Renormalization effect in the large-N limit .— To per-

form an exact analysis of nonlinear effects, we consider
the large-N limit [61–63]. In the following, r0 is as-
sumed to be sufficiently large so that the bulk remains
disordered. When c0 approaches the transition point
csc0 (r0; γ̇, T ) from below, the disordered phase becomes
unstable only near the surface. In other words, the cor-
relation length at the surface diverges along the x1- and
x3-axes but remains finite along the x2-axis. We identify
the transition point using this property without requiring
the order parameter profile in the ordered state.
We define a new variable ξ to describe the local fluc-

tuations of the order parameter,

ξ(x) = ϕ(x)−
〈

ϕ(x)
〉

. (6)

When the whole area is disordered, the averaged order
parameter profile is given by 〈ϕ(x)〉 = 0, and the time
evolution of ξ is described by

[ ∂

∂t
+ γx2

∂

∂x1

]

ξa(x, t)

= D0∆
(

−∆+ r0 − c0δ(x2) +
g

N
|ξ(x)|2

)

ξa(x, t)

− ∇ · fa(x, t). (7)
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The non-linear term of Eq. (7) is expanded in terms of
N as

|ξ(x)|2ξa(x, t) =
〈

|ξ(x)|2
〉

ξa(x, t) + o(N), (8)

where o(N) represents the terms smaller than N . Equa-
tion (7) is then expressed in the large-N limit in the
linearized non-local form,

[ ∂

∂t
+ γx2

∂

∂x1

]

ξa(x, t)

= D0∆
(

−∆+ r(r0)− c(x2; r0, c0)
)

ξa(x, t)

− ∇ · fa(x, t), (9)

where r(r0) and c(x2; r0, c0) are, respectively, defined as

r(r0) = r0 +
g

N
lim

x2→∞

〈

|ξ(x)|2
〉r,c()

l
, (10)

c(x2; r0, c0) = c0δ(x2)

− g

N

(

〈

|ξ(x)|2
〉r,c()

l
− lim

x2→∞

〈

|ξ(x)|2
〉r,c()

l

)

. (11)

Here, to avoid confusion, we introduce the notation

〈·〉r,c()l as the average with respect to Eq. (9), where r
and the functional form of c are parameters contained in

Eq. (9). We note that limx2→∞
〈

|ξ(x)|2
〉r,c()

l
is replaced

with
〈

|ξ(x)|2
〉r,0

l
because the effect of the enhanced pa-

rameter c0 decays exponentially from the surface. With
this replacement, it becomes clear that the renormalized
r does not depend on c0.
Because of the translational symmetry along the x1-

and x3-axes in Eq. (9), we rewrite
〈

|ξ(x)|2
〉r,c()

l
in terms

of the Fourier transform C
r,c()
l (k‖, x2, y2; γ̇) defined by

1

N

〈

ξ(x) · ξ(y)
〉r,c()

l

=

∫

d2k‖
(2π)2

C
r,c()
l (k‖, x2, y2; γ̇)e

ik‖·(x‖−y‖). (12)

Therefore, to solve Eq. (11) with respect to c()
in a self-consistent manner, we need to calculate

C
r,c()
l (k‖, x2, y2; γ̇). For this purpose, we assume that

the functional form of c is given by

c(x2) = c0δ(x2) + c1e
−x2/ℓ1 , (13)

where ℓ1 is a constant of length dimension. Furthermore,

we assume that C
r,c()
l (k‖, x2, 0; γ̇) also takes an exponen-

tial form

C
r,c()
l (k‖, x2, 0; γ̇) = C

r,c()
l (k‖, 0, 0; γ̇)e

−x2/ℓ2[c()],(14)

where ℓ2[c()] depends on the functional form of c, but
does not depend on k‖. These assumptions are reason-
able because the correlation length along the x2-axis re-
mains finite even near the transition point.
Under these assumptions, we obtain [64]

C
r,c()
l (k‖, 0, 0, γ̇) =

TCr,0
l (k‖, 0, 0, γ̇)

T − c̄Cr,0
l (k‖, 0, 0; γ̇)

(15)

with

c̄ = c0 + ℓsumc1, (16)

ℓsum = ℓ1 + ℓ2(0) + ℓ2[c()]. (17)

Cr,0
l (k‖, 0, 0; γ̇) is the correlation function for c(x2) = 0.

Noting that Eq. (9) with c(x2) = 0 describes the dynam-
ics of ξ(x, t) at distances far from the x2 = 0 plane, we

interpret Cr,0
l (k‖, 0, 0; γ̇) as the correlation function in

the disordered bulk. Accordingly, Eq. (15) provides an
expression for surface fluctuations in terms of the disor-
dered bulk ones. This expression was already derived for
γ̇ = 0 [65].
When c(x2) is set to 0, Eq. (9) recovers Galilean in-

variance [6] and, as a result,
〈

ξ(x) ·ξ(y)
〉r,0

l
=

〈

ξ(x−y) ·
ξ(0)

〉r,0

l
holds. We then introduce the Fourier transform

Cr,0
l (k; γ̇) defined by

1

N

〈

ξ(x) · ξ(y)
〉r,0

l
=

∫

d3k

(2π)3
Cr,0

l (k; γ̇)eik·(x−y).(18)

Noting the linearity of Eq. (9), we derive the integral

representation of Cr,0
l (k; γ̇), [6, 12]

Cr,0
l (k; γ̇) = TD0

∫ ∞

0

dse−
∫

s

0
dλ|κλ|2(|κλ|2+r)|κs|2 (19)

with κλ = (k1, k2 + γλk1/2, k3). Then, combining
Eqs. (15) and (19), and numerically solving Eqs. (10)
and (11) with respect to r and c(), we obtain r and the
functional form of c as a function of r0, c0 and T .
Transition point in the large-N limit .— We calculate

the transition point csc0 (r0, γ̇, T ) without solving Eqs. (10)
and (11) with respect to r and c(). In terms of the cor-
relation function on the surface, the transition point csc0
is identified as

lim
k‖→0

C
r,c()
l (k‖, 0, 0; γ̇) → ∞. (20)

Using Eq. (15), this condition is immediately rewritten as

c̄ = cmax ≡ T/Cr,0
l (k‖ = 0, 0, 0; γ̇). Then, the functional

form of c at the transition point c0 = csc0 is calculated
from Eqs. (13) and (16), specifically

c(x2) = csc0 δ(x2) +
cmax − csc0

ℓsum
e−x2/ℓ1 . (21)

By applying Eq. (11) at the transition point, we obtain
an expression for csc0 (r0, γ̇, T ),

csc0 (r0, γ̇, T ) = cmax + gℓsum

∫ 2π/auv

2π/L

d2k‖
(2π)2

Cr
sc(k‖; γ̇)

− ℓsum(r − r0), (22)

where auv = auv1 = auv3 is the UV cutoff along the x1-
and x3-axes, and Cr

sc(k‖; γ̇) is the correlation function at
the transition point given by

Cr
sc(k‖; γ̇) =

Cr,0
l (k‖, 0, 0, γ̇)

1− Cr,0
l (k‖, 0, 0; γ̇)/C

r,0
l (k‖ = 0, 0, 0; γ̇)

.(23)
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FIG. 3. Log-log plot of the inverse of Cr
sc(k‖; γ̇). The red

(blue) plot sets k3 = 0 (k1 = 0). The black line is Eq. (24).
The parameter settings are: D0 = T = g = 1, r = 10, γ̇ = 0.3,
L1 = 16394, and L2 = L3 = 1024. The UV-cutoff length
along the x2-axis is chosen as auv

2 = 0.01. Inset: Linear-log
plot of the same data.

Equation (5) is derived immediately from Eq. (22) by
considering the limit of T → +0.
Proof of existence of surface ordered state.— By not-

ing that the surface long-range order occurs for c0 >
csc0 (r0, γ̇, T ), we can judge its existence/non-existence
from whether csc0 (r0, γ̇, T ) diverges to positive infinity.
For example, for T → +0, the surface ordered state ex-
ists as Eq. (5) does not diverge. However, for T > 0,
csc0 (r0, γ̇, T ) may diverge due to the contribution from the
infrared region in the wavenumber integral of Eq. (22).
Therefore, we study an asymptotic expression of Eq. (23)
for |k‖| ≪ r1/2.
The explicit expression for Cr

sc(k‖; γ̇) is calculated
by substituting Eq. (19) into Eq. (23). We present in
Fig. 3 Cr

sc(k‖; γ̇) obtained by numerical integration. We
also derive an asymptotic expression of Cr

sc(k‖; γ̇) for

|k‖| ≪ r1/2 through rather complicated theoretical cal-
culations [66]; specifically, we have

Cr
sc(k‖; γ̇) ≃

T

(2γ̇/
√
3D0r2)|k1|+ |k‖|2/

√
r
, (24)

where auv2 ≪ r−1/2 is used. Equation (24) is plotted
(Fig. 3, black lines), and shows good agreement between
the numerical and theoretical results.
We now substitute Eq. (24) into Eq. (22) and study the

convergence of the integral. For the equilibrium case, the
wavenumber integration of Eq. (22) diverges logarithmi-
cally,

∫ 2π/auv

2π/L

d2k‖
(2π)2

T

|k‖|2/
√
r
∼ logL → ∞ (25)

for L = L1 = L3 → ∞, which leads immediately to
csc0 (r0, γ̇ = 0, T ) = ∞. Thus, we conclude that the two-
dimensional surface long-range order does not appear in
equilibrium.

0.1 0.5 1.0 1.5 2.0 2.5 3.0

γ̇

13.3

13.4

13.5

13.6

13.7

13.8

c 0

disordered

ordered

0.2 0.5
γ̇

0.8

1.0

c 0
−
c m

a
x

FIG. 4. Phase diagram in (c0, γ̇) space. Parameters: D0 =
T = g = lsum = 1, r = 10, L1 = 16384, and L2 = L3 = 1024.
The UV-cutoff lengths, auv

1 , auv

2 , and auv

3 are set to 1.0. Inset:
the γ̇-axis is logarithmically scaled. The black dashed line is
a guideline given as 0.74 − 1.569 log γ̇.

In the presence of the shear flow, the situation is com-
pletely different. With the contribution of the |k1| term,
Eq. (24) is of order L for |k| ∼ 2π/L, which is con-
siderably small compared with the terms of order L2 in
equilibrium. As a result, the logarithmic divergence of
Eq. (25) is removed and the surface long-range order
becomes stable, even in two dimensions. More specifi-
cally, when γ̇ approaches +0, the infrared contribution
of the wavenumber integration in Eq. (22) is cut off by

|k| ≃ kc ≡ 2γ̇/(
√
3D0r

3/2) instead of 2π/L. kc is related
to the length-scale governing the crossover behavior be-
tween |kx|−1 and k−2

x in Cr
sc(k‖; γ̇). Then, the transition

point works out to be

csc0 (r0; γ̇, T )

≃ 2
√
r + glsum

∫ 2π/auv

kc

d2k‖
(2π)2

T

|k‖|2/
√
r
− ℓsum(r − r0)

= 2
√
r − glsumT

√
r

2π
log

( auvγ̇√
3πD0r3/2

)

− ℓsum(r − r0).

(26)

We find that the transition point csc0 (r0, γ̇, T ) diverges as
− log γ̇ for γ̇ → +0. Conversely, for any nonzero γ̇, the
surface ordered state stabilizes for a sufficiently large c0.
We numerically calculate the transition point using

Eqs. (19) and (22). We neglect the renormalization ef-
fect of r because it is quite small for sufficiently large
r0 [67]. The results are plotted as a phase diagram in
the (c0, γ̇)-space (Fig. 4). To extract the γ̇-dependence
of the transition point from the simulation data, we plot
the line 0.74 − 1.569 log γ̇ as a guide. The slope −1.569
is derived by considering the correction term for Eq. (24)
that comes from the condition auv2 ≃ r−1/2 [68]. From
this figure, we confirm that the transition point diverges
as log γ̇ for γ̇ → +0.
Discussion.— We demonstrated that the uniform

shear flow stabilizes the two-dimensional surface ordered
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state, which is prohibited in equilibrium. The interest-
ing point is that the order parameter is not affected
by the flow directly. Actually, the origin of this phe-
nomenon is the anomalous fluctuations in the disordered
non-equilibrium bulk. From Eq. (19), we calculate the
asymptotic expression of the correlation function in this
region as [69]

Cr,0
l (k; γ̇) ≃ T

r + |k|2 +A{(γ̇/D0r)|k1|}2/3
, (27)

where A ≃ 1.18. We find that the fluctuations in the
disordered bulk are suppressed as described by an unfa-
miliar term proportional to |k1|2/3. This term is present
regardless of the state of the x2 = 0 plane and leads to
the |k1| mode in Eq. (24). We note that by modifying
the present model so as not to conserve the order param-
eter, the suppression of bulk fluctuations is removed, as
a result, the localized two-dimensional order cannot be
stabilized [70].
The anomalous fluctuations in the disordered phase

are one of the specific features of the non-equilibrium
steady state. We expect the surface long-range order

to be ubiquitous to these systems and may be accessed
in experimental systems. One example is the isotropic-
hexagonal order transition in a solution of diblock copoly-
mers [8, 71, 72] or crystalline solids [73, 74], in which spa-
tial translation symmetry is spontaneously broken while
density is conserved. We also note that our model is re-
lated to the colloidal liquids made of nanoscale ferromag-
netic particle, so-called ferrofluids [75–77]. Ferrofluids
exhibit a ferromagnetic phase transition with conserving
the Heisenberg spin. Further exploration of the surface
long-range order out of equilibrium is desirable.
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S1. PHASE DIAGRAM IN EQUILIBRIUM AT ZERO TEMPERATURE

We here give a detailed analysis regarding the properties of our model at T = 0 in equilibrium. We treat both
the cases of non-conserved and conserved order parameters. The contents of this section, especially for the case of
non-conserved order parameter, were found in the literatures [S1]. For simplicity, we restrict ourselves to the case
N = 2; the extension to N > 2 can be straightforwardly performed.

A. Bulk long-range order

In this section, we study the phase diagram for regions sufficiently far from the x2 = 0 plane. Because the effects
of the enhanced interactions are neglected in this region, the phase diagram is calculated by minimizing the bulk free
energy Φb[ϕ]. Then, we start with calculating local minima of Φb[ϕ] by solving the following equation

δΦb[ϕ]

δϕa(x, t)
= −∆ϕa(x) + r0ϕ

a(x) +
g

2
|ϕ(x)|2ϕa(x) = 0. (S.1)

We search the global-minimum state among the local-minimum solutions. It should be noted that the global-minimum
state depends on the existence of the conservation law:

∫

V3

d3xϕ(x) = 0. (S.2)

First, we consider the non-conserved case. We choose a symmetry breaking solution by setting ϕ2(x) = 0. Then,
Eq. (S.1) becomes

−∆ϕ1(x) + r0ϕ
1(x) +

g

2

(

ϕ1(x)
)3

= 0. (S.3)

The solution of Eq. (S.3) that satisfies the periodic boundary condition is given by

ϕ1(x) =

{

0 for r0 ≥ 0,
±a0 for r0 < 0,

(S.4)

where we set

a0 =

√

−2r0
g

. (S.5)

This result means that the bulk region exhibits the long-range order for r0 < 0.
Next, we consider the conserved case, where the solution Eq. (S.4) is not relevant because it does not satisfy the

conservation law Eq. (S.2). Instead of Eq. (S.4), we consider two types of solutions: domain-wall and twisted solutions.
The domain-wall solution has a domain wall described by [S2]

ϕ1(x) = a0 tanh
( x1√

2ξ

)

, (S.6)

where we have assumed that the domain wall is located at x1 = 0 and ξ = r
−1/2
0 is the correlation length. Then, the

solution satisfying the conservation law Eq. (S.2) is constructed by combining two domain walls, for example, as

ϕ1(x) = a0 tanh
(x1 +

L1

4√
2ξ

)

− a0 tanh
(x1 − L1

4√
2ξ

)

− a0 + b(x1), (S.7)
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where b(x1) is a small correction. Next, in order to calculate the twisted solution, we return to Eq. (S.1). We here
assume that |ϕ(x)|2 is a constant Ib independent of x:

|ϕ(x)|2 = Ib, (S.8)

and also assume that ϕ(x) depends only on the x1-coordinate. Then, Eq. (S.1) is simplified as

− ∂2

∂x2
1

ϕa(x) +
(

r0 +
g

2
Ib
)

ϕa(x) = 0, (S.9)

and the general solution is immediately obtained as

ϕa(x) = Aa
1e
√

r0+gIb/2x1 +Aa
2e

−
√

r0+gIb/2x1 . (S.10)

By imposing the periodic boundary condition, Ib is calculated as

Ib =

{

0 for r0 ≥ 0,

− 2
g

(

r0 +
(2nπ)2

L2
1

)

for r0 < 0,
(S.11)

where n = 1, 2, · · · . The constants (Aa
1 , A

a
2) are determined by the condition Eq. (S.8). The final expression of twisted

solutions is given by
(

ϕ1(x), ϕ2(x)
)

=
(

an cos
(

2nπ
L1

x1

)

, an sin
(

2nπ
L1

x1

)
)

(S.12)

with

an =

√

−2r0
g

− 2(2nπ)2

gL2
1

(S.13)

for r0 < 0 and ϕ1(x) = ϕ2(x) = 0 for r0 ≥ 0. We here notice that the total free energy Φb[ϕ] increases with increasing
n. Therefore, we have the twisted solution with n = 1 as a candidate of minimizing the total free energy Φb[ϕ].
From the above calculation, we find that the bulk long-range order occurs for r0 < 0 regardless of the presence

or absence of conservation law. For the non-conserved case, it is trivial that Eq. (S.4) gives the global minimum
of Φb[ϕ]. In contrast, for the conserved case, we need to compare Φb[ϕ] for the two solutions, the domain-wall and
twisted solutions. For the domain-wall solution, the domain wall gives the extra free energy that is proportional to its
area O(L2L3). In contrast, for the twisted solution with n = 1, the extra free energy comes from the spatial variation
of the order parameter, which is estimated as O(L2L3/L1). Therefore, when the system size is sufficiently large, the
twisted solution Eq. (S.12) with n = 1 is realized in the ordered phase.

B. Surface long-range order

We study the surface long-range order for c0 > 0. For this purpose, r0 is chosen to be positive (r0 > 0) so that the
regions sufficiently far from the x2 = 0 plane remain disordered. We also assume that the ultraviolet cutoff in the

x2-axis, a
uv
2 , is sufficiently smaller than r

−1/2
0 . We show that the surface long-range order occurs in equilibrium at

T = 0. Here, the surface long-range order is identified by two properties; (i) the long-range order on the x2 = 0 plane
and (ii) the exponential decay into the bulk.
The state that minimizes the total free energy Φb[ϕ] + Φs[ϕ] is given by [S3]

−∆ϕa(x) + r0ϕ
a(x) +

g

2
|ϕ(x)|2ϕa(x) = 0 (S.14)

with the following boundary conditions on the x2 = 0 plane

∂ϕ(+0)

∂x2
= −c0

2
ϕ(+0), (S.15)

∂ϕ(−0)

∂x2
=

c0
2
ϕ(−0). (S.16)

Here, we note that the additional free energy Φs[ϕ] yields the boundary conditions at x2 = 0. Because we are
interested in the regime where the bulk is still disordered, we impose two additional boundary conditions:

ϕ(±∞) = 0, (S.17)

∂ϕ(±∞)

∂x2
= 0, (S.18)
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where we have taken the large system-size limit L2 → ∞. These boundary conditions mean that the bulk remains

disordered. We then assume that
∣

∣ϕ(x)
∣

∣

2
depends only on the x2-coordinate:

|ϕ(x)|2 = I(x2). (S.19)

This assumption corresponds to Eq. (S.8) in the bulk long-range order.
By multiplying Eq. (S.14) by ∂ϕa/∂x2, we obtain

−1

2

∂2

∂x2
1

( ∂

∂x2
(ϕa)2

)

− 1

2

∂

∂x2

(∂ϕa

∂x2

)2

+
1

2
r0

∂

∂x2
(ϕa)2 +

g

2
I(x2)

∂

∂x2
(ϕa)2 = 0. (S.20)

By taking the sum with respect to a and integrating from x2 = +0 to x2 = ∞, I(x2) at the x2 = 0 plane is calculated
as

1

2

(

c20
4

− r0

)

I(+0)− g

4
I(+0)2 = 0. (S.21)

From this equation, we obtain

I(+0) =







0 for c0 ≤ 2
√
r0,

2
g

(

c20
4 − r0

)

for c0 > 2
√
r0.

(S.22)

Accordingly, the phase transition on the x2 = 0 plane is observed at c0 = 2
√
r0. We note that this result coincides

with that in the large-N limit, Eq. (5) if the ultraviolet cutoff auv2 is taken to be infinitesimal [S3].
In order to show that the order is localized near the x2 = 0 plane, we return to Eq. (S.14). Because the boundary

condition Eq. (S.17) implies that the order parameter is so small sufficiently far from the x2 = 0 plane, we can neglect
the non-linear term from Eq. (S.14) there. Then, Eq. (S.14) is rewritten as

− ∂2

∂x2
2

ϕa(x) + r0ϕ
a(x) = 0, (S.23)

and we immediately find that ϕa(x) decays to 0 with the correlation length ξ = r
−1/2
0 . By combining this fact with

Eq. (S.22), we conclude that the surface long-range order is realized at T = 0.
We then consider the order parameter profile in the x2 = 0 plane. It is understood from the similar argument as

the bulk long-range order. For the non-conserved case, because there is no constraint for the order parameter, the
order parameter points to the same direction in the true equilibrium state, specifically, described by

(

ϕ1(x1, x2 = 0, x3), ϕ2(x1, x2 = 0, x3)
)

=
( √

2
g

( c20
4 − r0

)

, 0
)

, (S.24)

where the direction of order is assumed to be parallel to the ϕ1-direction. In contrast, for the conserved case, we need
to compare the domain-wall and twisted solutions. For the domain-wall solution, the direction of order is fixed (e.g.

ϕ1) and the magnitude of the order parameter is given by
√

I(+0). Therefore, in order to satisfy the conservation
law, there must be order-parameter flips somewhere in the x2 = 0 plane (c.f. Eq. (S.7)), which yield the extra energy
proportional to O(L3). For the twisted solution, the order-parameter profile in the x2 = 0 plane is given by

(

ϕ1(x1, x2 = 0, x3), ϕ2(x1, x2 = 0, x3)
)

=
( √

2
g

( c20
4 − r0

)

cos
(

2nπ
L1

x1

)

,
√

2
g

( c20
4 − r0

)

sin
(

2nπ
L1

x1

)

)

. (S.25)

Then, we find that the spatial variation of the order parameter yields the extra energy proportional to O(L3/L1). By
comparing these two solutions, we conclude that the global minimum is given by Eq. (S.25). This result corresponds
to Fig. 2 in the main text.
In summary, we present the phase diagram in Fig. S1, which is often found in the literatures [S1].

S2. DETAILED ANALYSIS OF LINEAR FLUCTUATIONS

In the main text, we used the results obtained by analyzing the linearized equation:

( ∂

∂t
+ γ̇x2

∂

∂x1

)

ξa(x, t) = D0∆
(

−∆+ r − c(x2)
)

ξa(x, t)−∇ · fa(x, t). (S.26)

We here give their derivations.
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FIG. S1. Phase diagram of our model at T = 0 in equilibrium.

The basic quantity of interest is the equal-time correlation function in the steady state, which is defined by

C
r,c()
l (x,y; γ̇) = lim

t→∞
C

r,c()
l (x,y, t; γ̇) (S.27)

with

C
r,c()
l (x,y, t; γ̇) =

1

N

〈

ξ(x, t) · ξ(y, t)
〉r,c()

l
. (S.28)

When the focus is restricted to the steady state with c(x2) = 0, the correlation function satisfies the translational
invariance

Cr,0
l (x,y; γ̇) = Cr,0

l (x+ a,y + a; γ̇), (S.29)

where a is any vector. This result is derived directly from Galilean invariance of Eq. (S.26) with c(x2) = 0. The

detailed discussion was given in Ref. [S4]. Based on this property, we introduce the Fourier transform Cr,0
l (k; γ̇) with

respect to all the directions as

Cr,0
l (x,y; γ̇) =

∫

d3k

(2π)3
Cr,0

l (k; γ̇)eik·(x−y). (S.30)

While Eq. (S.29) does not hold for c(x2) 6= 0, there remains the translational symmetry along the x1- and x3-
directions. Then, we introduce the Fourier transform with respect to the remaining directions:

C
r,c()
l (x,y; γ̇) =

∫

d2k‖
(2π)2

C
r,c()
l (k‖, x2, y2; γ̇)e

ik‖·(x‖−y‖), (S.31)

where x‖ = (x1, x3) and k‖ = (k1, k3).

A. Derivation of Eq. (15)

The equation for C
r,c()
l (x,y; γ̇) is derived from Eq. (S.26) as

{

γ̇x2
∂

∂x1
+ γ̇y2

∂

∂y1
+D0∆x

(

∆x − r + c(x2)
)

+D0∆y

(

∆y − r + c(y2)
)}

C
r,c()
l (x,y; γ̇) = −D0T

(

∆x +∆y

)

δ(x− y),

(S.32)

where ∆x is the Laplacian with respect to x. Noting C
r,c()
l (x,y; γ̇) = C

r,c()
l (y,x; γ̇), we simplify Eq. (S.32) as

{

γ̇x2
∂

∂x1
+D0∆x

(

∆x − r + c(x2)
)}

C
r,c()
l (x,y; γ̇) = −D0T∆xδ(x− y). (S.33)
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Now, we introduce the differential operators:

L0(x,x
′) =

[

γ̇x2
∂

∂x1
+D0∆x

(

∆x − r
)]

δ(x− x′), (S.34)

and rewrite Eq. (S.33) as
∫

d3x′L0(x,x
′)Cr,c()

l (x′,y; γ̇) = −D0∆xc(x2)C
r,c()
l (x,y; γ̇)−D0T∆xδ(x− y). (S.35)

Clearly, L0(x,y) is connected with Cr,0
l (x,y; γ̇) as

∫

d3x′L0(x,x
′)Cr,0

l (x′,y; γ̇) = −D0T∆xδ(x− y). (S.36)

By interpreting Eq. (S.36) from a different viewpoint, we find that Cr,0
l (x,y; γ̇) is identified with the inverse operator

of L0(x,y). Based on this observation, by acting the inverse operator Cr,0
l (x,y; γ̇) on Eq. (S.35), we obtain

C
r,c()
l (x,y; γ̇) = Cr,0

l (x,y; γ̇) +
1

T

∫

d3x′Cr,0
l (x,x′; γ̇)c(x′

2)C
r,c()
l (x′,y; γ̇). (S.37)

This equation connects Cr,0
l (x,y; γ̇) with C

r,c()
l (x,y; γ̇).

When c(x2) and C
r,c()
l (x,y; γ̇) have simple forms, we can derive more convenient relations for C

r,c()
l (x,y; γ̇) from

Eq. (S.37). The simplest example is c(x2) = c0δ(x2), for which we can immediately derive the simpler equation for

C
r,c()
l (k‖, x2 = 0, y2 = 0, γ̇) as

C
r,c()
l (k‖, 0, 0; γ̇) =

TCr,0
l (k‖, 0, 0; γ̇)

T − c0C
r,0
l (k‖, 0, 0; γ̇)

. (S.38)

As another example, we consider that c(x2) and C
r,c()
l (k‖, x2, 0; γ̇) have exponential forms:

c(x2) = c0δ(x2) +

n
∑

i=1

c
(i)
1 e−x2/ℓ

(i)
1 , (S.39)

C
r,c()
l (k‖, x2, 0; γ̇) = C

r,c()
l (k‖, 0, 0; γ̇)e

−x2/ℓ2[c()]. (S.40)

By substituting Eqs. (S.39) and (S.40) into Eq. (S.37), we obtain

C
r,c()
l (k‖, 0, 0; γ̇) =

TCr,0
l (k‖, 0, 0; γ̇)

T − c̄Cr,0
l (k‖, 0, 0; γ̇)

(S.41)

with

c̄ = c0 +

N
∑

i=1

c
(i)
1 ℓ(i)sum,

ℓ(i)sum = ℓ
(i)
1 + ℓ2(0) + ℓ2[c()]. (S.42)

The case n = 1 corresponds to Eq. (15) in the main text.

B. Derivation of Eq. (27)

We here study the case c(x2) = 0, which corresponds to the dynamics in the bulk region. The starting point of our

analysis is an exact integral expression for Cr,0
l (k; γ̇):

Cr,0
l (k; γ̇) = TD0

∫ ∞

0

dse−D0

∫
s

0
dλ|κλ|2(|κλ|2+r)|κs|2 (S.43)

with κλ = (k1, k2 + γ̇λk1/2, k3). This type of expression was initially derived by Onuki and Kawasaki [S4], and has
been widely used in the analysis of fluctuations in the presence of shear flow. We recently summarized its compact
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derivation in Ref. [S5]. Therefore, we omit the details of derivation and study the asymptotic expression in the
long-wavelength region.
First, by expanding the λ-integral of Eq. (S.43), we obtain

Cr,0
l (k; γ̇) = D0T

∫ ∞

0

ds
[

k21 + (k2 +
1

2
γ̇sk1)

2 + k23

]

e−FB(s;k) (S.44)

with

FB(s;k) = D0

[

sr
(

|k|2 + 1

2
sγ̇k1k2 +

1

12
s2γ̇2k21

)

+ s
(

|k|4 + sk1k2(γ̇|k|2 +
1

8
γ̇3s2k21) +

1

6
γ̇2s2k21(|k|2 + 2k22) +

1

80
s4γ̇4k41

)]

. (S.45)

Noting

∂

∂s
e−FB(s;k) = −D0|κs|2(|κs|2 + r)e−FB(s;k), (S.46)

we have

Cr,0
l (k, γ̇) = −T

∫ ∞

0

ds
1

|κs|2 + r

∂

∂s
e−FB(s;k). (S.47)

Using integration by parts, Eq. (S.47) is rewritten as

Cr,0
l (k; γ̇) =

T

r + |k|2 − γ̇T

∫ ∞

0

dse−FB(s;k) k1(k2 +
1
2sγ̇k1)

(

r + |k|2 + sγ̇k1k2 +
1
4s

2γ̇2k21

)2 . (S.48)

For |k| ≪ r1/2, we can neglect the terms of order |k|4 in Eq. (S.48) and obtain the approximation form

Cr,0
l (k; γ̇) ≃ T

r + |k|2 − γ̇T

r2

∫ ∞

0

ds
(

k1k2 +
1

2
sγ̇k21

)

e
−D0sr

(

|k|2+ 1
2 sγ̇k1k2+

1
12 s

2γ̇2k2
1

)

. (S.49)

To obtain the asymptotic behavior of Cr,0
l (k; γ̇) from this expression, we divide the k-region into two regions

(i)
1

12
γ̇2k21 ≪ D3

0r
3|k|6,

(ii)
1

12
γ̇2k21 ≫ D3

0r
3|k|6. (S.50)

In region (i), the dominant contribution of the s-integral arises from

s =
1

D0r|k|2
, (S.51)

where the integrand is approximated as

(

k1k2 +
1

2
sγ̇k21

)

e
−D0sr

(

|k|2+ 1
2 sγ̇k1k2+

1
12 s

2γ̇2k2
1

)

≃
(

k1k2 +
1

2
sγ̇k21

)

e−D0sr|k|2 . (S.52)

Then, Eq. (S.49) is approximately rewritten as

Cr,0
l (k; γ̇) ≃ T

r
− T

r2
|k|2 − γ̇T

D0r3
k1k2
|k|2 − γ̇2T

2D2
0r

4

k21
|k|4 − · · · . (S.53)

In region (ii), the dominant contribution of the s-integral arises from

s =
( 12

D0γ̇rk21

)
1
3

, (S.54)

where the integrand is approximated as

(

k1k2 +
1

2
sγ̇k21

)

e
−D0sr

(

|k|2+ 1
2 sγ̇k1k2+

1
12 s

2γ̇2k2
1

)

≃
(

k1k2 +
1

2
sγ̇k21

)

e−
1
12D0rs

3γ̇2k2
1 . (S.55)
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Then, Eq. (S.49) is approximately rewritten as

Cr,0
l (k; γ̇) ≃ T

r
− 12

2
3

6
Γ
(2

3

)

T
γ̇

2
3

r
8
3D

2
3
0

|k1|
2
3 − 12

1
3Γ

(4

3

)

T
γ̇

1
3

r
7
3D

1
3
0

|k1|
1
3 k2 · · · . (S.56)

The behaviors of Eqs. (S.53) and (S.56) are understood as two limiting cases of the following equation

Cr,0
l (k; γ̇) =

T

r + |k|2 + cB{(γ̇/rD0)|k1|}2/3 + · · · , (S.57)

where cB ≃ 1.18. If we use the typical length scales lB = (D0/γ̇)
1/4 and ξB =

√

1/r, Eq. (S.57) is rewritten as

Cr,0
l (k; γ̇) =

T

r + |k|2 + cB{(ξ2B/l4B)|k1|}2/3 + · · · . (S.58)

Here, lB is the characteristic length of the flow, and ξB is the correlation length of fluctuations in the equilibrium
system.
To check the validity of the above calculation, we numerically integrate Eq. (S.48). The result is presented in

Fig. S2. The parameter settings are the same as in Fig. 3. We find the good agreement between Eq. (S.57) and the
numerical result.

10−4 10−3 10−2 10−1 100 101

k

10−4

10−3

10−2

10−1

100

1.
0/
C

r,
0

l
(k
,γ̇

)
−

r

FIG. S2. Red: 1.0/Cr,0
l (k1, k2 = k3 = 0; γ̇) − r vs. k1. Blue: 1.0/Cr,0

l (k1 = 0, k2, k3 = 0; γ̇) − r vs. k2. The black lines are,

respectively, given by 1.0/Cr,0
l (k1, k2 = k3 = 0; γ̇)− r = cB{(ξ2B/l4B)|k1|}2/3, and 1.0/Cr,0

l (k1 = 0, k2, k3 = 0; γ̇)− r = k2

2 .

C. Derivation of Eq. (24)

As previously shown, when c(x2) and C
r,c()
l (x,y; γ̇) satisfy Eqs. (S.39) and (S.40), C

r,c()
l (k‖, 0, 0; γ̇) is written as

Eq. (S.41). Here, we derive the asymptotic expression of C
r,c()
l (k‖, 0, 0; γ̇) from Eq. (S.41). Because Eq. (S.41) connects

C
r,c()
l (k‖, 0, 0; γ̇) with Cr,0

l (k‖, 0, 0; γ̇), we first calculate the asymptotic form of Cr,0
l (k‖, 0, 0; γ) for |k‖| ≪ r1/2. By

taking the Fourier transform of Eq. (S.49) with respect to the x2-coordinate and substituting x2 = 0, we obtain

Cr,0
l (k‖, 0, 0; γ̇) ≃

∫ ∞

−∞

dk2
2π

T

r + k2
− γ̇T

r2

∫ ∞

−∞

dk2
2π

∫ ∞

0

ds
(

k1k2 +
1

2
γ̇sk21

)

e−D0r
(

s|k|2+ 1
2 γ̇s

2k1k2+
1
12 γ̇

2s3k2
1

)

.

(S.59)

Noting that Eq. (S.49) holds for |k| ≪ r1/2, we find that this expression is valid for |k‖| ≪ r1/2. The k2-integral in
Eq. (S.59) is explicitly calculated as

Cr,0
l (k‖, 0, 0; γ̇) ≃

T

2

√

1

r + k2
‖
− T

8
√
π

γ̇2k21√
D0r5

∫ ∞

0

dss
1
2 e−D0r

(

sk2
‖+

1
48 γ̇

2s3k2
1

)

. (S.60)
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The s-integral is calculated in the similar way as in bulk. We omit the details; the result is given by

Cr,0
l (k‖, 0, 0; γ̇) =

{

T
2
√
r
− T

4r
√
r
|k‖|2 − γ̇T

2
√
3D0r3

|k1|+ · · · for 4
√
3D0r|k‖|3 ≪ γ̇|k1|,

T
2
√
r
− T

4r
√
r
|k‖|2 − T γ̇2

16D2
0r

4

k2
1

|k‖|3 · · · for 4
√
3D0r|k‖|3 ≫ γ̇|k1|.

(S.61)

Then, by substituting Eq. (S.61) into Eq. (S.41), we obtain

C
r,c()
l (k‖, 0, 0; γ̇) =

T

(2
√
r − c̄) + 2√

3

γ̇
r2D0

|k1|+ 1√
r
|k‖|2 + · · ·

, (S.62)

where we have ignored higher order terms than O(γ̇). Finally, by taking as c̄ = 2
√
r, we obtain Eq. (24).

S3. SUPPLEMENTAL NUMERICAL ANALYSIS

A. Renormalization of r

We consider the renormalization of r. As explained in the main text, it is calculated by self-consistently solving the
following equation

r = r0 + g

∫ 2π/auv

2π/L

d3k

(2π)3
Cr,0

l (k; γ̇), (S.63)

where auv = auv1 = auv2 = auv3 . We numerically solve this equation and obtain r as a function of r0. The result is
presented in Fig. S3. The parameter values are chosen as T = g = 1.0, L1 = L2 = L3 = 512.0 and auv = 1.0. We note

0.0 0.5 1.0 1.5
r0

0.0

0.5

1.0

1.5

2.0

r

FIG. S3. r as a function of r0, which is obtained by numerically solving Eq. (S.63).

that the value of r depends on the choice of auv. Generally, r diverges as auv approaches +0. As shown in Fig. S3,
the renormalization effect of r is rather small when auv is set to 1.0.

B. How to draw the guideline in Fig. 4

In the main text, we derived the analytical expression Eq. (26) for the critical point csc0 (r0; γ̇, T ). This expression
is valid for γ̇ → +0 and auv2 → 0. However, we drew the phase diagram Fig. 4 with using auv2 = 1.0 to reduce the
numerical cost. Here, we argue the influence of the finite cutoff.
First of all, we numerically calculate Cr

sc(k‖; γ̇) with auv2 = 1.0 using Eq. (19) and (23), and plot it as the red
and blue plots in Fig. S4. The red and blue plots, respectively, give Cr

sc(k1, k3 = 0; γ̇) as a function of k1 and
Cr

sc(k1 = 0, k3; γ̇) as a function of k3. The black solid curve is obtained by fitting with

Cr
sc(k‖; γ̇) = A

T

(2γ̇/
√
3D0r2)|k1|+ |k‖|2/

√
r
, (S.64)
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10−3 10−2 10−1 100

k‖

10−6

10−4

10−2

100

1.
0/
C

r 0 sc
(k

‖
;γ̇
)

FIG. S4. Same as Fig. 3 in the main text, but with auv = 1.0.

where A is the fitting parameter. By fitting the numerical data with |k| < 0.1, we obtain A = 3.118. We find that
the red and blue plots agree well with the black solid curves except for a slightly difference in the long-wavelength
region. We note that there is no such a deviation for auv2 = 0.01 (see Fig. 3 in the main text).

By considering the additional factor A, the expression Eq. (26) is modified to

csc0 (r0; γ̇, T ) ≃ cmax +Aglsum

∫ 2π/auv

2π/L

d2k‖
(2π)2

T

(2γ̇/
√
3D0r2)|k1|+ |k‖|2/

√
r
− ℓsum(r − r0)

≃ cmax +Aglsum

∫ 2π/auv

kc

d2k‖
(2π)2

T

|k‖|2/
√
r
− ℓsum(r − r0)

= cmax −
glsumTA

√
r

2π
log

( Λγ̇
√
3πD0r

3/2
0

)

− ℓsum(r − r0). (S.65)

The guideline in Fig. 4 is drawn by using Eq. (S.65). Concretely, the functional form of the guideline is given by

c0 − cmax = 0.74− 1.569 log γ̇, (S.66)

where we have used the parameter given in Fig. 4 and 0.74 is adjusted by eyes. Figure 4 shows that its slope agrees
well with Eq. (S.65) as expected.

S4. NON-CONSERVED CASE

In the main text, we studied the model where the order parameter is conserved in the time evolution. As a related
model, we can also consider the dynamics where the order parameter is not conserved. It is given by the following
equation:

∂ϕa(x, t)

∂t
+ v(x) · ∇ϕa(x, t) = −Γ0

δΦ[ϕ]

δϕa(x, t)
+ ηa(x, t), (S.67)

where Γ0 is a bare diffusion constant and η(x, t) is the Gaussian white noise satisfying

〈

ηa(x, t)
〉

= 0, (S.68)
〈

ηa(x, t)ηb(x′, t′)
〉

= 2TδabΓ0δ(x− x′)δ(t− t′). (S.69)

The Landau–Ginzburg free energy Φ[ϕ] is the same as that of the conserved case. We note that in equilibrium,
the non-conserved and conserved dynamics correspond to model A and B in the classification of Hohenberg and
Halperin [S6], respectively.

In contrast to the conserved case, there is no localized long-range order for the non-conserved case. Here, we derive
this result.



S11

A. Fluctuations in the disordered bulk

First, we study linear fluctuations in the disordered bulk. For the non-conserved case, Cr,0
l (k; γ̇) is given by

Cr,0
l (k; γ̇) = Γ0T

∫ ∞

0

dse−Γ0

{

s(r+|k|2)+ 1
2 γ̇s

2k1k2+
1
12 γ̇

2s3k2
1

}

. (S.70)

When we restrict ourselves to the long-wavelength region |k| ≪ r1/2, the dominant contribution of the s-integral
comes from s ∼ 1/Γ0r. Accordingly, we can simply expand Eq. (S.70) as

Cr,0
l (k; γ̇) = Γ0T

∫ ∞

0

ds
(

1− Γ0s|k|2 −
Γ0

2
γ̇s2k1k2 −

Γ0

12
γ̇2s3k21 · · ·

)

e−Γ0sr

=
T

r
− T

r2
|k|2 − T γ̇

Γ0r3
k1k2 −

1

2

T γ̇2

Γ2
0r

4
k21 · · · . (S.71)

To make it easier to see, we rewrite it as

Cr,0
l (k; γ̇) ≃ T

r + |k|2 + (γ̇/rΓ0)k1k2 + (γ̇2/2r2Γ2
0)k

2
1

. (S.72)

If we use the typical length scales lA =
√

Γ0/γ̇ and ξA =
√

1/r, Eq. (S.72) is rewritten as

Cr,0
l (k; γ̇) ≃ T

r + |k|2 + (ξA/lA)2k1k2 + (ξA/lA)4k21/2
. (S.73)

Eq. (S.73) corresponds to Eq. (27) for the conserved case. We also present the result obtained by numerically
integrating Eq. (S.70) in the left-hand side of Fig. S5. This figure supports the validity of Eq. (S.72).
Equation (S.73) implies that the shear flow does not lead to the anomalous suppression although it makes the

fluctuation anisotropic. Accordingly, because there is no effective force to stabilize the long-range order in contrast
to the conserved case, it is predicted that the two-dimensional localized long-range order does not occur.

B. Proof of non-existence of surface long-range order

In the same way as the conserved case, the expression of the transition point is given by Eq. (22). Below, we show
the non-existence of surface long-range order by demonstrating that the infrared divergence is not removed for the
non-conserved case.
We calculate the asymptotic expression of Cr

sc(k‖; γ̇) for |k‖| ≪ r1/2 from Eq. (S.70). By taking the Fourier
transform of Eq. (S.70) with respect to the x2-coordinate and substituting x2 = 0, we have

Cr,0
l (k‖, 0, 0; γ̇) =

T

2

√

Γ0

π

∫ ∞

0

ds s−
1
2 e−Γ0

{

s(r+|k‖|2)+ 1
48 γ̇

2s3k2
1

}

. (S.74)

For |k‖| ≪ r1/2, the integrand of (S.74) is expanded as

Cr,0
l (k‖, 0, 0; γ̇) =

T

2

√

Γ0

π

∫ ∞

0

ds s−
1
2 e−Γ0rs

(

1− Γ0s|k‖|2 −
1

48
Γ0γ̇

2s3k21 + · · ·
)

. (S.75)

Integrating each term of (S.75) with respect to s yields

Cr,0
l (k‖, 0, 0; γ̇) =

T

2
√
r0

(

1− 1

2r
|k‖|2 −

15

384

γ̇2

Γ2
0r

3
k21 + · · ·

)

. (S.76)

Finally, by noting that Eq. (15) also holds for the non-conserved case, we obtain

Cr
sc(k‖; γ̇) =

T

|k‖|2/
√
r + {15γ̇2/(192Γ2

0r
5/2)}k21 + · · · . (S.77)

This result is checked by comparing with the one numerically integrating Eq. (S.74). It is presented in the right-hand
side of Fig. S5. We find the good agreement between both results.
This expression implies that the shear flow stretches the fluctuation in the x2 = 0 plane along the x1-axis, but does

not lead to the anomalous suppression. Therefore, the shear flow does not remove the infrared divergence, which is



S12

10−2 10−1

k

10−5

10−4

10−3

10−2

10−1

1.
0/
C

r,
0

l
(k
,γ̇

)
−

r

10−2 10−1

k

10−6

10−5

10−4

10−3

10−2

10−1

1.
0/
C

r sc
(k

‖
,γ̇

)

FIG. S5. Left: correlation function in the disordered bulk. Red circle: 1.0/Cr
l (k1, k2 = k3 = 0; γ̇) − r vs. k1. Blue circle:

1.0/Cr
l (k1 = 0, k2, k3 = 0; γ̇) − r vs. k2. Green circle: 1.0/Cr

l (k1 = k2 = k, k3 = 0; γ̇) − r vs. k. The black solid curves are
Eq. (S.72) for the corresponding wavenumber. Right: correlation function at the critical point. Red circle: 1.0/Cr

sc(k1, k3 = 0; γ̇)
vs. k1. Blue circle: 1.0/Cr

sc(k1 = 0, k3; γ̇) vs. k3. Green circle: 1.0/Cr
sc(k1, k3 = 0; γ̇) − k2

1/
√
r vs. k1. The black solid curves

are Eq. (S.77) for the corresponding wavenumber. The parameters are set to r = T = γ̇ = 1.0, and auv

2 = 0.01.

the same as in the equilibrium case. Thus, we conclude that the two-dimensional localized long-range order does not
appear for the non-conserved case.
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