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Abstract

We construct global-in-time solutions for semilinear parabolic rough partial differential

equations. We work on a scale of Banach spaces tailored to the controlled rough path ap-

proach and derive suitable a-priori estimates of the solution which do not contain quadratic

terms.
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1 Introduction

The main goal of this work is to advance the theory of global solutions for semilinear parabolic
rough partial differential equations (RPDEs). Since the breakthrough in rough paths theory for
stochastic ordinary differential equations, there has been a strong interest in investigating rough
path approaches for partial differential equations. However, there are few results regarding global
well-posedness of solutions for partial differential equations perturbed by nonlinear rough multi-
plicative noise. We contribute to this aspect and establish global-in-time solutions for semilinear
parabolic RPDEs. We fix a time horizon T > 0 and consider on a separable Banach space (B, | · |)
the rough evolution equation

{

dyt = [Ayt + F (yt)] dt+G(yt) dXt, t ∈ [0, T ]

y(0) = y0 ∈ B.
(1)

We assume that the linear operator A generates an analytic C0-semigroup (S(t))t≥0 on B and
the noise X = (X,X(2)) is a finite-dimensional α-Hölder rough path [7], for α ∈ (13 ,

1
2 ), as spec-

ified below. A famous example is constituted by fractional Brownian motion with Hurst index
H ∈ (1/3, 1/2]. The drift term F and the diffusion coefficient G satisfy suitable smoothness condi-
tions.
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Several approaches have been used in order to investigate RPDEs. For instance, for RPDEs per-
turbed by transport noise, solutions satisfying energy estimates have been constructed using the
notion of unbounded rough drivers and the rough Gronwall lemma [15, 16, 14]. On the other hand
for RPDEs perturbed by nonlinear multiplicative noise, the semigroup approach has been employed
by [5, 11, 8, 9, 12] and the references specified therein. In this setting, the main task is to define

the rough convolution
∫ t

0 S(t − s)G(ys) dXs. To this aim one first of all needs the notion of a
controlled rough path [10], which is a pair (y, y′) of α-Hölder continuous functions satisfying an
abstract Taylor-like expansion in terms of Hölder regularity given by

yt = ys + y′sXs,t +Ry
s,t,

where the remainder Ry
s,t is supposed to be 2α-Hölder-regular. Due to the lack of regularity of the

semigroup (S(t))t≥0 in zero, it is a challenging task to find an appropriate meaning of a controlled
rough path. The main idea is to consider controlled rough paths on a scale of Banach spaces
(Bγ)γ∈R satisfying the interpolation inequality

|x|γ−θ
β . |x|γ−β

θ |x|β−θ
γ ,

which holds for θ ≤ β ≤ γ and x ∈ Bγ [17]. The advantage of this approach is that it allows
one to view the semigroup as a bounded operator on all these spaces and exploit space-time reg-
ularity specific to the parabolic setting. Such an approach was exploited in [9] in the context of
non-autonomous RPDEs and in [8], where the semigroup was directly incorporated in the definition
of the controlled rough path.
However, global well-posedness results for RPDEs are more complicated to obtain, due to the
quadratic terms which occur in the a-priori estimates of the solution. These arise in the com-
position of a controlled rough path (y, y′) with a smooth function G which is naturally given by
(G(y), DG(y)y′), see [7]. This operation involves Taylor expansions of the nonlinear term G yielding
a quadratic estimate for the norm of (G(y), DG(y)y′) in terms of the controlled rough path norm of
(y, y′). Therefore a-priori estimates by a direct application of the Gronwall lemma are not possible.
This issue was solved only under certain boundedness assumptions on the diffusion coefficient, see
for example [13, 14]. In this work we additionally incorporate a drift term in (1) that satisfies a
linear growth condition and impose a boundedness restriction on the diffusion coefficient to derive
global-in-time existence of solutions.
The global well-posedness of RPDEs is a crucial step in studying their long-time behavior. For in-
stance, there are results regarding the existence of random dynamical systems generated by RPDEs
with transport [14, 4], nonlinear multiplicative [13] and nonlinear conservative noise [6]. Since the
solutions are constructed in a pathwise sense, the usual issue with nullsets from the theory of ran-
dom dynamical systems [1] does not occur in this approach. Therefore, the existence of a random
dynamical system (Theorem 3.12) is an immediate consequence of our main result (Theorem 3.9).
This work is structured as follows. In Section 2 we collect important properties regarding rough
paths and analytic C0-semigroups on interpolation spaces. Section 3 contains our main results
regarding the existence of a global-in-time solutions for semilinear rough partial differential equa-
tions. To this aim we provide a suitable estimate of the controlled rough integral together with
an a-priori bound of the solution, which does not contain quadratic terms. This is obtained using
the structure of the solution of an RPDE and imposing certain boundedness restrictions on the
diffusion coefficient. It would be desirable to extend the global-in-time existence of solutions to
RPDEs with a dissipative drift, as considered in the finite-dimensional case in [3]. We present some
applications in Section 4.
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2 Preliminaries

We first provide some fundamental concepts from rough path theory starting with the definition of
a d-dimensional α-Hölder rough path.

Definition 2.1. (α-Hölder rough path) Let J ⊂ R be a compact interval. We call a pair X =
(X,X(2)) α-Hölder rough path if X ∈ Cα(J,Rd) and X(2) ∈ C2α(∆J ,R

d ⊗ R
d), where ∆J :=

{

(s, t) ∈ J2 : s ≤ t
}

. Furthermore X and X(2) are connected via Chen’s relation, meaning that

X
(2)
s,t −X(2)

s,u −X
(2)
u,t = (Xu −Xs)⊗ (Xt −Xu), for s, u, t ∈ J, s ≤ u ≤ t. (2)

In the literature X(2) is referred to as Lévy-area or second order process.

Throughout this manuscript, we assume for simplicity that d = 1 and further introduce an
appropriate distance between two α-Hölder rough paths.

Definition 2.2. Let J ⊂ R be a compact interval and let X and X̃ be two α-Hölder rough paths.
We introduce the α-Hölder rough path (inhomogeneous) metric

dα,J(X, X̃) := sup
(s,t)∈∆J

|Xt −Xs − X̃t + X̃s|

|t− s|α
+ sup

(s,t)∈∆J

|X
(2)
s,t − X̃

(2)
s,t |

|t− s|2α
. (3)

We set ρα(X) := dα,[0,T ](X, 0).

For more details on this topic consult [7, Chapter 2]. We stress that in our situation we always
have that X0 = 0 and therefore (3) is a metric.
Throughout this manuscript C stands for a universal constant which varies from line to line. We
write a . b if there exists a constant C > 0 such that a ≤ Cb. The constant C can depend on
the parameters α, γ, ρα(X) as well as on F and G and their derivatives but it is independent of
the initial data y0. Moreover it can also depend on time but it is uniformly with respect to T on
compact intervals.

Since we consider parabolic RPDEs, we work with the following function spaces similar to [8, 9].

Definition 2.3. A family of separable Banach spaces (Bθ, | · |θ)θ∈R is called a monontone family of
interpolation spaces if for β1 ≤ β2, the space Bβ2

⊂ Bβ1
with dense and continuous embedding and

the following interpolation inequality holds for θ ≤ β ≤ γ and x ∈ Bγ:

|x|γ−θ
β . |x|γ−β

θ |x|β−θ
γ . (4)

The main advantage of this approach is that we can view the semigroup (S(t))t≥0 as a linear
mapping between these interpolation spaces and obtain the following standard bounds for the
corresponding operator norms. If S : [0, T ] → L(Bγ ,Bγ+1) is such that for every x ∈ Bγ+1 and
t ∈ (0, T ] we have that |(S(t)− Id)x|γ . t|x|γ+1 and |S(t)x|γ+1 . t−1|x|γ , then for every σ ∈ [0, 1]
we have that S(t) ∈ L(Bγ+σ) and

|(S(t)− Id)x|γ . tσ|x|γ+σ (5)

|S(t)x|γ+σ . t−σ|x|γ . (6)
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For further details regarding these interpolation spaces, see [17]. We emphasize that α ∈ (13 ,
1
2 )

always indicates the time-regularity of the random input, while γ stands for the spatial regularity
in Bγ . We work with mild solutions for (1) which are given by the variation of constants formula

yt = S(t)y0 +

∫ t

0

S(t− s)F (ys) ds+

∫ t

0

S(t− s)G(ys) dXs. (7)

In order to construct the rough integral
∫ t

0
S(t − s)G(ys) dXs and give a proper meaning of the

mild formulation (7), we introduce the following space of controlled rough paths. This incorporates
suitable space-time regularity of the solution reflecting the parabolic nature of the problem we
consider, similar to [9].

Definition 2.4. We call a pair (y, y′) a controlled rough path if

• (y, y′) ∈ C([0, T ];Bγ) × (C[0, T ];Bγ−α) ∩ Cα([0, T ];Bγ−2α). The component y′ is referred to
as the Gubinelli derivative1 of y.

• the remainder

Ry
s,t = ys,t − y′sXs,t (8)

belongs to Cα([0, T ];Bγ−α) ∩ C2α([0, T ];Bγ−2α).

The space of controlled rough paths is denoted by D2α
X,γ and endowed with the norm

‖y, y′‖X,2α,γ = ‖y‖∞,Bγ
+ ‖y′‖∞,Bγ−α

+ ‖y′‖α,Bγ−2α
+ ‖Ry‖α,Bγ−α

+ ‖Ry‖2α,Bγ−2α
. (9)

Remark 2.5. 1). Note that we do not make the Hölder continuity of y as part of the definition
of a controlled rough path, since using (8) one immediately obtains for θ ∈ {α, 2α} that

‖y‖α,Bγ−θ
≤ ‖y′‖∞,Bγ−θ

‖X‖α + ‖Ry‖α,Bγ−θ
. (10)

2). In order to emphasize the time horizon that we consider we write D2α
X,γ([0, T ]) instead of D2α

X,γ .

Remark 2.6. Definition 2.4 states that (y, y′) ∈ D2α
X,γ is controlled by X according to the monotone

family of interpolation spaces (Bγ)γ∈R as in [9]. One can make the semigroup (S(t))t≥0 part of the
definition of the controlled rough path as in [8]. We work with Definition 2.4, since it incorporates
the space-time regularity of the solution and stays closer to the finite-dimensional setting [7, 10].

We state the main assumptions on the coefficients of (1) which ensure the global-in-time exis-
tence of solutions.

Assumptions 2.7.

(y0) The initial condition y0 ∈ Bγ .

(F) The nonlinear drift term F : Bγ → Bγ−δ for δ ∈ [0, 1) is locally Lipschitz continuous with
linear growth condition.

1For smooth paths y and X, the choice of y′ is not unique. However, one can show that for rough inputs X, y′ is
uniquely determined by y, see [7, Remark 4.7 and Section 6.2].
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(G) Let θ ∈ {0, α, 2α} and 0 ≤ σ < α. The nonlinear diffusion coefficient G : Bγ−θ → Bγ−θ−σ is
three times continuously differentiable with bounded derivatives, i.e. ‖DkG‖L(B⊗k

γ−θ
,Bγ−θ−σ)

<

∞ for k ∈ {1, 2, 3} and the derivative of

DG(·)G(·) : Bγ−α → Bγ−2α−σ (11)

is bounded.

Remark 2.8. 1). Note that this condition is valid if G itself is bounded or linear.

2). Moreover, assumption (G) implies the following Lipschitz property

|
(

DG(y1)−DG(y2)
)

G(y1)|Bγ−2α−σ
. |y1 − y2|Bγ−α

, for y1, y2 ∈ Bγ−α, (12)

since

|
(

DG(y1)−DG(y2)
)

G(y1)|Bγ−2α−σ
≤ |DG(y1)G(y1)−DG(y2)G(y2)|Bγ−2α−σ

+ |DG(y2)
(

G(y1)−G(y2)
)

|Bγ−2α−σ
.

3 Main result

According to [9, Theorem 5.1] we know that the SPDE (1) has a local-in-time solution. For the sake
of completeness we provide two results established in [9] regarding the construction of the rough
integral and the existence of the local solution. The following lemma ([9, Theorem 4.5]) contains
the construction of the rough integral.

Lemma 3.1. Let X be an α-Hölder rough path and let (y, y′) ∈ D2α
X,γ . Then the rough integral

∫ t

0

S(t− r)yr dXr := lim
|π|→0

∑

[u,v]∈π

S(t− u)
[

yuXu,v + y′uX
(2)
u,v

]

,

exists in Bγ−2α, where the limit over partitions π of [0, t] is independent of the concrete choice of
these partitions. Furthermore, for all 0 ≤ β < 3α the following bound holds true

∣

∣

∣

∣

∣

∫ t

s

S(t− r)yr dXr − S(t− s)ysXs,t − S(t− s)y′sX
(2)
s,t

∣

∣

∣

∣

∣

Bγ−2α+β

. ‖y, y′‖X,2α,γ (t− s)3α−β . (13)

for all 0 ≤ s < t ≤ T .

The following theorem ([9, Theorem 5.1]) ensures the existence of a local-in-time solution.

Theorem 3.2. Let T > 0, F and G satisfy the assumptions (F) and (G), X = (X,X(2)) be an α-
Hölder rough path and y0 ∈ Bγ with |y0|Bγ

≤ ρ. Then there exists T ∗ = T ∗(α, γ, ρ,X, F,G) ∈ (0, T ]
such that there exists a unique solution (y, y′) ∈ D2α

X,γ([0, T
∗]) up to time T ∗ satisfying

(yt, y
′
t) =

(

S(t)y0 +

∫ t

0

S(t− s)F (ys) ds+

∫ t

0

S(t− s)G(ys) dXs, G(yt)

)

∈ D2α
X,γ , (14)
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Using a-priori estimates we show that this solution is global-in-time provided that F and G
satisfy the assumptions (F) and (G). We now derive the necessary a-priori estimates starting with
the initial data.

Lemma 3.3. Let y0 ∈ Bγ. Then (S(·)y0, 0) ∈ D2α
X,γ and

‖S(·)y0, 0‖X,2α,γ . |y0|Bγ
.

Proof. By (9) we have

‖S(·)y0, 0‖X,2α,γ = ‖S(·)y0‖∞,Bγ
+ ‖S(·)y0‖α,Bγ−α

+ ‖S(·)y0‖2α,Bγ−2α
.

Clearly,

‖S(·)y0‖∞,γ . |y0|Bγ
.

Further, for θ ∈ {α, 2α} we obtain

‖S(·)y0‖θ,γ−θ . ‖S(·)‖θ,L(Bγ ,Bγ−θ)
|y0|Bγ

. |y0|Bγ
.

Lemma 3.4. Let (y, y′) ∈ D2α
X,γ. Then

(

∫ t

0
S(t − s)F (ys) ds, 0

)

t∈[0,T ]
∈ D2α

X,γ and satisfies the

following bound
∥

∥

∥

∥

∫ ·

0

S(· − s)F (ys) ds, 0

∥

∥

∥

∥

X,2α,γ

. (1 + ‖y‖∞,γ)T
1−δ. (15)

Proof. Since the Gubinelli derivative of the deterministic integral is zero, we compute
∥

∥

∥

∥

∫ ·

0

S(· − s)F (ys) ds, 0

∥

∥

∥

∥

X,2α,γ

=

∥

∥

∥

∥

∫ ·

0

S(· − s)F (ys) ds

∥

∥

∥

∥

∞,Bγ

+

∥

∥

∥

∥

∫ ·

0

S(· − s)F (ys) ds

∥

∥

∥

∥

α,Bγ−α

+

∥

∥

∥

∥

∫ ·

0

S(· − s)F (ys) ds

∥

∥

∥

∥

2α,Bγ−2α

We begin with the first term and get due to the fact that F : Bγ → Bγ−δ the estimate

∣

∣

∣

∣

∫ t

0

S(t− s)F (ys) ds

∣

∣

∣

∣

Bγ

.

∫ t

0

(t− s)−δ |F (ys)|Bγ−δ
ds . T 1−δ(1 + ‖y‖∞,γ)

For the Hölder norms we use
∫ t

0

S(t− r)F (yr) dr −

∫ s

0

S(s− r)F (yr) dr = (S(t− s)− Id)

∫ s

0

S(s− r)F (yr) dr +

∫ t

s

S(t− r)F (yr) dr

to obtain for all θ ∈ {α, 2α}

∣

∣

∣

∣

∫ t

s

S(t− r)F (yr) dr

∣

∣

∣

∣

Bγ−θ

.

∫ t

s

(t− r)(θ−δ)∧0 |F (yr)|Bγ−δ
dr . (t− s)1+(θ−δ)∧0(1 + ‖y‖∞,γ)

6



as well as
∣

∣

∣

∣

(S(t− s)− Id)

∫ s

0

S(s− r)F (yr) dr

∣

∣

∣

∣

Bγ−θ

. (t− s)θ
∣

∣

∣

∣

∫ s

0

S(s− r)F (yr) dr

∣

∣

∣

∣

Bγ

. (t− s)θT 1−δ(1 + ‖y‖∞,γ).

Thus,
∥

∥

∥

∥

∫ ·

0

S(· − s)F (ys) ds

∥

∥

∥

∥

θ,Bγ−θ

. T 1−δ(1 + ‖y‖∞,γ).

Putting these estimates together proves (15).

We focus on the rough integral, see [11, 8, 9] for similar results. Here we show that the rough
convolution increases the spatial regularity by σ providing an estimate for the norm (9) of the
controlled rough integral using the interpolation inequality (10).

Lemma 3.5. Let (y, y′) ∈ D2α
X,γ . Then for all 0 ≤ σ < α

(z, z′) =
(

∫ ·

0

S(· − s)ys dXs, y
)

∈ D2α
X,γ+σ (16)

and the following estimate holds true

‖z, z′‖X,2α,γ+σ . |y0|Bγ
+ |y′0|Bγ−α

+ Tα−σ ‖y, y′‖X,2α,γ . (17)

Proof. By the definition of the norm (9) and regarding that z′ = y we have

‖z, z′‖X,2α,γ+σ = ‖z‖∞,Bγ+σ
+ ‖y‖∞,Bγ+σ−α

+ ‖y‖α,Bγ+σ−2α
+ ‖Rz‖α,Bγ+σ−α

+ ‖Rz‖2α,Bγ+σ−2α
.

(18)

By (10) we know that y ∈ Cα([0, T ];Bγ−α). Using the interpolation inequality (4) for the scale of
Banach spaces Bγ we derive

|yt − ys|Bγ+σ−α
. |yt − ys|

σ
α

Bγ
|yt − ys|

α−σ
α

Bγ−α
.

Consequently, this leads to

‖y‖α−σ,γ+σ−α . ‖y‖
σ
α
∞,γ ‖y‖

α−σ
α

α,γ−α

Hence, for the second term in (18) we obtain

‖y‖∞,γ+σ−α ≤ |y0|Bγ+σ−α
+ Tα−σ ‖y‖α−σ,γ+σ−α . |y0|Bγ

+ Tα−σ ‖y, y′‖X,2α,γ . (19)

Similarly, for the third term of (18) we apply (10)

‖y‖α,γ+σ−2α ≤ ‖y′‖∞,γ+σ−2α ‖X‖α + ‖Ry‖α,γ+σ−2α ,

where

‖y′‖∞,γ+σ−2α ≤ |y′0|Bγ+σ−2α
+ Tα−σ ‖y′‖α−σ,γ+σ−2α

. |y′0|Bγ−α
+ Tα−σ ‖y′‖

σ
α

∞,γ−α ‖y′‖
α−σ
α

α,γ−2α , (20)

7



and

‖Ry‖α,γ+σ−2α ≤ ‖Ry‖
σ
α

α,γ−α ‖Ry‖
α−σ
α

2α,γ−2α Tα−σ.

Thus,

‖y‖α,γ+σ−2α . |y′0|Bγ−α
+ Tα ‖y, y′‖X,2α,γ .

For the first term of (18) we use

zt =

∫ t

0

S(t− r)yr dXr

=

∫ t

0

S(t− r)yr dXr − S(t)y0X0,t − S(t)y′0X
(2)
0,t

+ S(t)y0X0,t + S(t)y′0X
(2)
0,t .

For the first term we apply (13)

∣

∣

∣

∣

∫ t

0

S(t− r)yr dXr − S(t)y0X0,t − S(t)y′0X
(2)
0,t

∣

∣

∣

∣

Bγ+σ

. ‖y, y′‖X,2α,γ t
α−σ.

For the second term one sees

|S(t)y0X0,t|Bγ+σ
. tα|S(t)|L(Bγ ,Bγ+σ)|y0|Bγ

. tα−σ|y0|Bγ

Analogously

|S(t)y′0X
(2)
0,t |Bγ+σ

. t2α|S(t)|L(Bγ−α,Bγ+σ)‖X
(2)‖2α|y

′
0|Bγ−α

. tα−σ|y′0|Bγ−α
.

In conclusion we can bound ‖z‖∞,Bγ+σ
as

‖z‖∞,Bγ+σ
. Tα−σ ‖y, y′‖X,2α,γ . (21)

For the remainder terms we use

Rz
s,t =

∫ t

0

S(t− r)yr dXr −

∫ s

0

S(s− r)yr dXr − ysXs,t

=

∫ t

s

S(t− r)yr dXr − S(t− s)ysXs,t − S(t− s)y′sX
(2)
s,t

+ (S(t− s)− Id)ysXs,t + (S(t− s)− Id)

∫ s

0

S(s− r)yr dXr + S(t− s)y′sX
(2)
s,t .

Throughout the following computations we set θ ∈ {α, 2α}. The first term can be estimated
using (13)

∣

∣

∣

∣

∫ t

s

S(t− r)yr dXr − S(t− s)ysXs,t − S(t− s)y′sX
(2)
s,t

∣

∣

∣

∣

Bγ+σ−θ

. ‖y, y′‖X,2α,γ (t− s)α−σ+θ.

8



Furthermore we obtain for the second term

|(S(t− s)− Id)ysXs,t|Bγ+σ−θ
. (t− s)α‖X‖α|S(t− s)− Id|L(Bγ+σ−α,Bγ+σ−θ)|ys|Bγ+σ−α

. (t− s)θ |ys|Bγ+σ−α

. (t− s)θ‖y‖∞,Bγ+σ−α

which was estimated in (19).
For the second term we get
∣

∣

∣

∣

(S(t− s)− Id)

∫ s

0

S(s− r)yr dXr

∣

∣

∣

∣

Bγ+σ−θ

. |S(t− s)− Id|L(Bγ+σ,Bγ+σ−θ)

∣

∣

∣

∣

∫ s

0

S(s− r)yr dXr

∣

∣

∣

∣

Bγ+σ

. (t− s)θ|zs|Bγ+σ . (t− s)θ‖z‖∞,γ+σ,

which was estimated in (21).
Finally, the last term can be estimated by

|S(t− s)y′sX
(2)
s,t |Bγ+σ−θ

. (t− s)2α‖X(2)‖2α|S(t− s)|L(Bγ+σ−2α,Bγ+σ−θ)|y
′
s|Bγ+σ−2α

. (t− s)θ|y′s|Bγ+σ−2α

. (t− s)θ ‖y′‖∞,Bγ+σ−2α
,

which again was estimated in (20).
Summarizing we obtain the bounds

‖Rz‖θ,γ+σ−θ . |y0|Bγ
+ |y′0|Bγ−α

+ Tα−σ ‖y, y′‖X,2α,γ .

Putting all these estimates together in (18) proves the statement.

The following result provides an estimate on the composition of a controlled rough path with a
smooth function G satisfying assumption (G). In order to avoid quadratic terms as in [9, Lemma
4.7] we directly use the structure of the solution as specified in (14).

Lemma 3.6. Let G satisfy assumption (G) and (y,G(y)) ∈ D2α
X,γ. Then (G(y), DG(y)G(y)) ∈

D2α
X,γ−σ and the following bound is valid

‖G(y), DG(y)G(y)‖X,2α,γ−σ . 1 + ‖y, y′‖X,2α,γ .

Proof. By (9)

‖G(y), DG(y)G(y)‖X,2α,γ−σ = ‖G(y)‖∞,γ−σ + ‖DG(y)G(y)‖∞,γ−α−σ + ‖DG(y)G(y)‖α,γ−2α−σ

+
∥

∥RG(y)
∥

∥

α,γ−α−σ
+
∥

∥RG(y)
∥

∥

2α,γ−2α−σ
.

The first term can be bounded due to the boundedness of DG by

‖G(y)‖γ,Bγ−σ
. 1 + ‖y‖∞,γ ≤ 1 + ‖y,G(y)‖X,2α,γ .

For the second term we have

‖DG(y)G(y)‖∞,γ−α−σ ≤ ‖DG(y)‖∞,L(Bγ−α,Bγ−α−σ)
‖G(y)‖∞,γ−α . ‖y,G(y)‖X,2α,γ .
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The third term can be bounded due to assumption (G) by

‖DG(y)G(y)‖α,γ−2α−σ . ‖y‖α,γ−α .

Now (10) yields

‖DG(y)G(y)‖α,γ−2α−σ . ‖G(y)‖∞,γ−α + ‖Ry‖α,γ−α . ‖y,G(y)‖X,2α,γ .

For the remainder terms we use (8) and write

R
G(y)
s,t = G(yt)−G(ys)−DG(ys)G(ys)Xs,t =

∫ 1

0

DG(ys + r(yt − ys)) dr (yt − ys)−DG(ys)G(ys)Xs,t

=

∫ 1

0

(

DG(ys + r(yt − ys))−DG(ys)
)

dr G(ys)Xs,t

+

∫ 1

0

DG(ys + r(yt − ys)) dr Ry
s,t.

Again using the boundedness of DG, we obtain for the first remainder term

∥

∥RG(y)
∥

∥

α,γ−σ−α
. ‖DG(y)‖∞,L(Bγ−α,Bγ−α−σ)

‖G(y)‖∞,γ−α + ‖DG(y)‖∞,L(Bγ−α,Bγ−α−σ)

∥

∥Ry
∥

∥

α,γ−α

. ‖y,G(y)‖X,2α,γ .

For the second remainder term we apply (12) and use the boundedness of DG.

∥

∥RG(y)
∥

∥

2α,γ−2α−σ
. ‖y‖α,Bγ−α

+ ‖DG(y)‖∞,L(Bγ−2α,Bγ−2α−σ)
‖Ry‖2α,γ−2α

Again, using (10) we obtain the bound

∥

∥RG(y)
∥

∥

2α,γ−2α−σ
. ‖y,G(y)‖X,2α,γ .

Putting the results of Lemma 3.3, 3.4, 3.5 and 3.6 together we obtain.

Corollary 3.7. Let F and G satisfy the assumptions (F) and (G) and let (y,G(y)) ∈ D2α
X,γ be the

solution of (1) on the time interval [0, T ] with initial data y0 ∈ Bγ. Then the following estimate
holds true

‖y,G(y)‖X,2α,γ . 1 + |y0|Bγ
+ T η ‖y,G(y)‖X,2α,γ , (22)

where η := (α − σ) ∧ (1− δ).

Proof. Since (y,G(y)) solves (1) we have

‖y,G(y)‖X,2α,γ ≤ ‖S(·)y0, 0‖X,2α,γ +

∥

∥

∥

∥

∫ ·

0

S(· − r)F (yr) dr, 0

∥

∥

∥

∥

X,2α,γ

+

∥

∥

∥

∥

∫ ·

0

S(· − r)G(yr) dXr, G(y)

∥

∥

∥

∥

X,2α,γ

.
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Thus,

‖y,G(y)‖X,2α,γ . |y0|Bγ
+ T 1−δ(1 + ‖y‖∞,γ) + |G(y0)|Bγ−σ

+ |DG(y0)G(y0)|γ−α−σ

+ Tα−σ ‖G(y), DG(y)G(y)‖X,2α,γ−σ .

Finally Lemma 3.6 as well as the boundedness of DG yield

‖y,G(y)‖X,2α,γ . 1 + |y0|Bγ
+ T 1−δ ‖y,G(y)‖X,2α,γ + Tα−σ ‖y,G(y)‖X,2α,γ

. 1 + |y0|Bγ
+ T (1−δ)∧(α−σ) ‖y,G(y)‖X,2α,γ .

Having the bound (22) for the D2α
X,γ-norm, we formulate an a-priori bound for the solution

of (1).
The proof of the following result relies on a concatenation argument [13, Lemma 5.6]. Consequently,
it is necessary to consider several norms on subintervals of [0, T ]. Note that in contrast to the rest
of this manuscript where the underlying time-interval is suppressed for a better readability, in the
following lemma we indicate this additional time-dependence. The proof of the next statement
relies on similar arguments to [13, Lemma 5.5].

Lemma 3.8. Let F and G satisfy the assumptions (F) and (G) and let (y,G(y)) ∈ D2α
X,γ be the

solution of (1) on the time interval [0, T ] with T > 0 and initial data y0 ∈ Bγ. Let r = 1 ∨ |y0|Bγ
.

Then there exist constants M1,M2 > 0 such that

‖y‖∞,γ,[0,T ] ≤ M1re
M2T .

Proof. For all T̄ ∈ (0, T ] the restriction of (y,G(y)) on [0, T̄ ] is a solution of (1) on [0, T̄ ]. Thus, by
Corollary 3.7 we know that there exists a constant C ≥ 1 such that

‖y,G(y)‖X,2α,γ,[0,T̄ ] ≤ C
(

ρ+ T̄ η ‖y,G(y)‖X,2α,γ,[0,T̄ ]

)

,

where η = (α− σ) ∧ (1− δ).
Hence, for all T̄ small enough such that CT̄ η ≤ 1

2 we obtain the bound

‖y‖∞,γ,[0,T̄ ] ≤ ‖y,G(y)‖X,2α,γ,[0,T̄ ] ≤ 2Cr.

If CT η ≤ 1
2 , the proposed statement holds true choosing M1 ≥ 2C and an arbitrary M2 > 0.

Otherwise, we choose N ∈ N (not necessarily unique) such that 1
4 < C

(

T
N

)η
≤ 1

2 . This is possible
because η < 1. Then

‖y‖∞,γ,[0, T
N

] ≤ 2Cr.

Further, a concatenation argument yields for all k ∈ {0, . . . , N − 1}

‖y‖∞,γ,[ k
N

T, k+1

N
T ] ≤ (2C)k+1r.

Consequently,

‖y‖∞,γ,[0,T ] = max
k∈{0,...,N−1}

‖y‖∞,γ,[ k
N

T, k+1

N
T ] ≤ (2C)Nr.

Finally, using that 1
4 < C

(

T
N

)η
, consequently N < (4C)

1
η T we obtain the claim with M1 ≥

(2C)(4C)
1
η
and M2 ≥ log(2C).
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Lemma 3.8 guarantees that the solution of (1) does not exhibit finite-time blow up under the
assumptions (F) and (G). Therefore we formulate our main result.

Theorem 3.9. Let T > 0, F and G satisfy the assumptions (F) and (G), X = (X,X(2)) be an
α-Hölder rough path and let y0 ∈ Bγ. Then there exists a unique global-in-time solution (y,G(y)) ∈
D2α

X,γ([0, T ]) of (1).

Proof. Let r = 1 ∨ |y0|Bγ
. Then, by Lemma 3.8, each solution of (1) can be bounded by

‖y‖∞,γ ≤ M1re
M2T =: r̃.

Applying Theorem 3.2 with |y0|Bγ
≤ r̃ yields the existence of N = N(α, γ, r̃, ρα(X), F,G) such that

there exists a unique local solution of (1) on the time interval [0, T
N
] with initial condition y0.

Since
∣

∣y T
N

∣

∣

Bγ
≤ r̃, we furthermore obtain the existence of a unique local solution of (1) on the time

interval [0, T
N
] with initial data y T

N
. Concatenating both solutions provides a solution of (1) on the

time interval [0, 2 T
N
] with initial data y0. Iterating this argument one can construct a solution on

the whole time interval [0, T ].

Based on our global well-posedness result, under suitable assumptions on the driving rough
path, we are able to construct a random dynamical system corresponding to (1). To this aim we
introduce some concepts from the theory of random dynamical systems [1]. The following definition
describes a model of the driving noise.

Definition 3.10. Let (Ω,F ,P) stand for a probability space and θ : R × Ω → Ω be a family of
P-preserving transformations (i.e., θtP = P for t ∈ R) having the following properties:

(i) The mapping (t, ω) 7→ θtω is (B(R) ⊗ F ,F)-measurable, where B(·) denotes the Borel sigma-
algebra;

(ii) θ0 = IdΩ;

(iii) θt+s = θt ◦ θs for all t, s,∈ R.

Then the quadrupel (Ω,F ,P, (θt)t∈R) is called a metric dynamical system.

Definition 3.11. A continuous random dynamical system on a separable Banach space X over a
metric dynamical system (Ω,F ,P, (θt)t∈R) is a mapping

ϕ : [0,∞)× Ω×X → X , (t, ω, x) 7→ ϕ(t, ω, x),

which is (B([0,∞))⊗F ⊗ B(X ),B(X ))-measurable and satisfies:

(i) ϕ(0, ω, ·) = IdX for all ω ∈ Ω;

(ii) ϕ(t+ τ, ω, x) = ϕ(t, θτω, ϕ(τ, ω, x)), for all x ∈ X , t, τ ∈ [0,∞), ω ∈ Ω;

(iii) ϕ(t, ω, ·) : X → X is continuous for all t ∈ [0,∞) and all ω ∈ Ω.
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The second property in Definition 3.11 is referred to as the cocycle property. The generation of
a random dynamical system from an Itô-type stochastic partial differential equation (SPDE) has
been a long-standing open problem, since Kolmogorov’s theorem breaks down for random fields
parametrized by infinite-dimensional Banach spaces. As a consequence it is not obvious how to
obtain a random dynamical system from an SPDE, since its solution is defined almost surely,
which contradicts the cocycle property. Particularly, this means that there are exceptional sets
which depend on the initial condition and it is not clear how to define a random dynamical system
if more than countably many exceptional sets occur. This issue does not occur in a pathwise
approach. Under suitable assumptions on the coefficients, rough path driven equations generate
random dynamical systems provided that the driving rough path forms a rough path cocycle, as
established in [2].
Let (Ω,F ,P, (θt)t∈R) be a metric dynamical system as in Definition 3.10. We say that

X = (X,X(2)) : Ω → Cα
loc([0,∞);Rd)× C2α

loc([0,∞);Rd×d)

is a continuous (α-Hölder) rough path cocycle if X|[0,T ] is a continuous α-Hölder rough path for
every T > 0 and for every ω ∈ Ω and the following cocycle property holds true for every s, t ∈ [0,∞)
and ω ∈ Ω

Xs,s+t(ω) = Xt(θsω)

X
(2)
s,s+t(ω) = X

(2)
0,t (θsω).

According to [2, Section 2] rough path lifts of various stochastic processes define cocycles. These
include Gaussian processes with stationary increments under certain assumption on the covariance
function [7, Chapter 10] and particulary apply to the fractional Brownian motion with Hurst index
H > 1

4 . Recall that here we fixed the α-Hölder regularity of the rough path α ∈ (13 ,
1
2 ), consequently

the results obtained apply to fractional Brownian motion for H ∈ (13 ,
1
2 ].

Due to the previous deliberations and Theorem 3.9 we immediately infer.

Theorem 3.12. Under the assumptions of Theorem 3.9, the solution operator of (1) generates a
continuous random dynamical system on Bγ.

4 Examples

Example 4.1. Let k ∈ N, p > 1 and T
d stands for the d-dimensional torus. Furthermore, let X =

(X,X(2)) be the rough path lift of a fractional Brownian motion X with Hurst index H ∈ (1/3, 1/2]
and let σ < H. We consider the semilinear parabolic rough partial differential equation

{

dyt(x) = [∆yt(x) + f(yt(x))] dt+ g(x)(−∆)σyt(x) dXt

y0(x) ∈ Hk,p(Td).
(23)

In this case it is well-known that Bγ = Hk+2γ,p(Td) for γ ∈ R, where Hk,p(Td) are Bessel potential
spaces [20, Chapter 16]. Moreover (−∆)σ : Bγ → Bγ−σ for all γ ∈ R and the multiplication with a
smooth function g is a smooth operation from Bγ−σ into itself. Therefore G(y) := g(x)(−∆)σy sat-
isfies assumption (G). Choosing a nonlinear term f satisfying assumption (F), we obtain that (23)
has a global-in-time solution.
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More general, an example for linear operator A in (1) is the Lp-realization (for 1 < p < ∞) of
a strongly elliptic operator with suitable boundary conditions [18, Section 7.3].

Example 4.2. Let O stand for an open bounded domain with smooth boundary in R
d and define

A(x,D)u =

n
∑

k,l=1

∂

∂xk

(

ak,l(x)
∂u

∂xl

)

, (24)

where the coefficients ak,l(x) = al,k(x) are real-valued and continuously differentiable on O and
A(x,D) is strongly elliptic, i.e. there exists a constant C such that

n
∑

k,l=1

ak,l(x)ξkξl ≥ C

n
∑

k=1

ξ2k

for all ξk ∈ R, 1 ≤ k ≤ n. In this case, one introduces the Lp-realization of A(x,D) with Dirichlet
boundary conditions as follows

Ay = A(x,D)y, for y ∈ D(A)

D(A) = H2,p(O) ∩H1,p
0 (O).

Then the operator A generates an analytic C0-semigroup in Lp(O) and Bγ = H2γ(O) [18, Theorem
3.6] and [20, Chapter 16].

Remark 4.3. The theory developed in this work can be extended to time-dependent operators A(t)
generating parabolic evolution families (U(t, s))t≥s on a separable Banach space B. Analogously, one
can work with the monotone family of interpolation spaces (Bγ)γ∈R as in Definition 2.3, satisfying
for t > s similar estimates to (5) and (6), i.e.

|(U(t, s)− Id)x|γ . |t− s|σ|x|γ+σ (25)

|U(t, s)x|γ+σ . |t− s|−σ|x|γ . (26)

For further applications see [9, 19].
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