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Thermodynamics of decoherence
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We investigate the nonequilibrium thermodynamics of pure decoherence. In a pure decoherence process, the
system Hamiltonian is a constant of motion and there is no direct energy exchange between the system and its
surroundings. Nevertheless, the environment’s energy is not generally conserved and in this work we show that
this leads to nontrivial heat dissipation as a result of decoherence alone. This heat has some very distinctive
properties: it obeys an integral fluctuation relation and can be interpreted in terms of the entropy production
associated with populations in the energy eigenbasis of the initial state. We show that the heat distribution for
a pure decoherence process is different from the distribution of work done by the initial system-bath interaction
quench. Instead, it corresponds to a mixture of work distributions of cyclical processes, each conditioned on
a state of the open system. Inspired by recent experiments on impurities in ultra-cold gases, we demonstrate
our general results by studying the heat generated by the decoherence of a qubit immersed within a degenerate
Fermi gas in the lowest band of a species-selective optical lattice.

I. INTRODUCTION

Any real physical system is never isolated from its envi-
ronment, but inevitably interacts with it. In open quantum
systems, this interaction leads to the phenomenon of decoher-
ence [1, 2], which destroys the relative phase between quan-
tum states in superposition so that they can no longer be ob-
served to interfere. Decoherence is not only a major limiting
factor for entanglement-enhanced metrology [3] and scalable
quantum computation [4, 5], but is also fundamental for the
quantum measurement process and the emergence of classi-
cal reality [6, 7]. Moreover, the dynamics of decoherence can
now be studied in carefully controlled experiments [8—13] and
harnessed for nondestructive measurements using auxiliary
probes [14-23]. A better understanding of the decoherence
process is thus important both for modern scientific applica-
tions and for the foundations of quantum physics.

Decoherence frequently occurs as a byproduct of thermal-
ization, where an open system equilibrates by exchanging en-
ergy with its environment. Even for small quantum systems
initially far from equilibrium, it is well known that thermal-
ization dynamics is tightly constrained by the laws of ther-
modynamics [24, 25]. In contrast, in this article we are con-
cerned with pure decoherence, in which the energy of the open
quantum system is strictly conserved and thermalization is in-
hibited. At first glance, the lack of direct energy exchange
between system and heat bath seems to render the thermody-
namics of pure decoherence trivial, even meaningless. In the
following, we will show that this is not the case: quantum
dephasing noise generated by a thermal environment is gen-
erally accompanied by nontrivial heat dissipation. Indeed, we
prove under generic conditions that decoherence without dis-
sipation is equivalent to static, classical phase noise: a highly
restrictive situation that does not describe most realistic envi-
ronments. We also demonstrate that the corresponding heat
probability distribution obeys an integral fluctuation relation,
and is entirely distinct from the work distribution associated
with the initial system-bath interaction quench [26-28].

II. PURE DECOHERENCE

Consider an open quantum system, S, and a thermal bath,
B, which together evolve under the Hamiltonian H = ﬂs +
Hp+ Hgp, with A p describing their interaction. A pure deco-
herence process arises when [Hgp, Hs] = 0, so that the system
Hamiltonian Ay is a constant of motion. The most general in-
teraction that satisfies this constraint is

I:ISB = Zgnﬁn®‘7n (1)
n
where I1, = |n)(n| is a projector onto the eigenstate of Hg

with eigenvalue &,, V, is a generic operator acting on the
bath, and g, is a coupling constant. The initial state is taken
to be an uncorrelated product p(0) = ps(0) ® pp(0), where
pp0) = e PHs /Zp is a thermal state of the bath Yvith inverse
temperature and partition function Zg = Tr[e#"#]. After a
time 7, the state is given by p(1) = e~ H'p(0)e’f!" (we use units
where & = 1). In the eigenbasis of ﬂg, the reduced state
ps(t) = Trp[p(1)] has matrix elements pg" (1) = (mlps (1))
given by

ﬁgnn(t) — e—i(sm—sn)t <eiﬁ"te—iﬁml>3 p\gm(o), (2)

where (o) = Trg[epp(0)] denotes a thermal average and we
defined

I:In = ﬂB + gnvn’ (3)

which describes the bath dynamics conditioned on state |n).
Eq. (2) states that the diagonal matrix elements (m = n)
are constant [29], while the off-diagonal elements (m # n)
are proportional to the overlap (et e=iflnty p \which decays in
time whenever H,, # H, so that the bath carries information
on the open system’s state.

III. AVERAGE THERMODYNAMICS

A nonequilibrium state transformation is generally associ-
ated with energy transfer in the form of work and heat. Fol-
lowing the standard two-point measurement scheme [30-32],



the work W and heat Q of a quantum process are defined by
a difference in energy obtained by projective measurements
at the initial time, + = 0, and final time, ¢t = f;. Specifi-
cally, W pertains to measurements of the total Hamiltonian,
H, while Q corresponds to measurements of the bath Hamilto-
nian, H [25]. In order for work and heat to be simultaneously
measurable, therefore, the interaction energy must be negligi-
ble at the beginning and end of the evolution [33]. Here, we
assume that the coupling is suddenly switched on at # = 0 and
switched off at 7, but other switching protocols yield simi-
lar results. Note that this assumption is fully consistent with
taking p(0) as a product state.

The open system’s internal energy does not change during
a pure decoherence process, AU = (Hg My~ (Hyg)o = 0, where
(®), = Tr[ep()] is the expectation value at time 7. Naively,
therefore, one may assume that there is no heat dissipation.
However, the average heat absorbed by the bath is given by

(Q) = (Hp):, — (Hp)o, 4

which may be nonzero since Hyp is not conserved in general.
Indeed, the interesting dynamical features of quantum dephas-
ing noise are typically a direct consequence of the fact that
[H, Hp] # 0, as we will show by example later.

The first law of thermodynamics for pure decoherence
reads as (W) = (Q), and from total energy conservation we
find that (W) = —(I-AISB),f + (Hgp)o. We see that the heat pro-
duced in a pure decoherence process originates from the work
done to couple the system and bath together. This work is then
dissipated into the bath as heat when the system is decoupled
from it at the end of the protocol. The associated average en-
tropy production is [34]

(Z) =AS +B(0). )

Here, AS = S[ps(ty)] — S[ps(0)] is the change in the von
Neumann entropy of the system, where S[p] = —Tr[pInp].
According to the second law of thermodynamics, (X) > 0,
with equality if the process is reversible.

IV. HEAT DISTRIBUTION

Nonequilibrium dynamics in the quantum regime can give
rise to significant fluctuations of thermodynamic quantities.
It is therefore crucial to go beyond average values and con-
sider the full probability distribution of the absorbed heat, de-
fined by the difference in energy of the bath measured before
and after the decoherence process. In a protocol of this kind,
the form of the probability distribution of heat P(Q) is well
known [35-37] and can be found from the characteristic func-
tion

Ou) = f dQe"°P(Q),
= Tr [eiI:]tfeiuﬂge—iﬂtfe—iuﬁgﬁ(o)] , (6)

with u the counting-field parameter. The fluctuations of the
exchanged heat between open system and environment are

quantified by the statistical moments
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We now derive a very general equation for the probability
distribution of the heat dissipated through decoherence. Plug-
ging the general form of the interaction Hamiltonian (1) into
Eq. (6), we obtain (see Appendix A)

OwW) = ) PaOu(w), (8)

where p, = p$"(0) and we have defined
@ﬂ(u) — <ei"7nl‘/ eiuﬁge—iﬁlntfe—iuﬁg>3. (9)

We recognise ®,,(«) as the characteristic function of the work
done on the bath in the following (fictitious) cyclic unitary
process. The bath is initialised in the equilibrium state pg(0)
with Hamiltonian A. The Hamiltonian is then suddenly per-
turbed as Hy — H, = Hg + g,V, and the bath is allowed
to evolve for a time ¢, before the perturbation is switched off
again. The work done during this cyclic process, w, is deter-
mined by the difference in energy that would be obtained by
projective measurements of Hp at the start and finish of the
evolution. This work is distributed according to

e PEx e
Paw) = ) 5 —KEjle ™ EQFS (w = (B = E0). (10)
Jk

where |E;) is an eigenvector of Hp with eigenvalue £;. One
readily verifies that Egs. (9) and (10) are related by a Fourier
transform. The heat probability distribution is therefore given
by

P(Q) = ) puPalw = Q). (11)

Egs. (8)—(11) are the main results of the paper. They ex-
press the dissipated heat as a sum over the work done in inde-
pendent cyclic processes, each one conditioned on an eigen-
state |n) of the open system and weighted by the probability
pn = (n|ps(0)|n) that the system is initially in that state. Ac-
cordingly, the bath dynamics is described by the unital map
pp(t) = X, pre B pp(0)eht| with e the physical time
evolution operator for the bath conditional on the state |n).

At this stage, a few remarks are in order. The first mo-
ment of Eq. (11) is (Q) = 3, pn{W)u, Where (w), is the mean
work associated to the conditional distribution P,. Since the
average work done in any cyclic thermodynamic process is
non-negative (i.e., Thomson’s statement of the second law),
we immediately conclude that (Q) > 0. This inequality can
also be understood as a consequence of the integral fluctuation
relation

(P9 =1, (12)

which follows from Eq. (11) because each P,(w) obeys the
Jarzynski equality, f dwe™"P,(w) = 1 (the free energy



change vanishes for cyclic processes) [30, 38]. The relation
is consistent with the results discussed in [39] where the same
relation was seen to hold due to the unital nature of the chan-
nel acting on the bath. We also have that AS > 0 because
the evolution of the system density matrix in Eq. (2) is mani-
festly unital [40]. Therefore, pure decoherence processes obey
a stronger bound on entropy production than the second law,
since both terms in Eq. (5) are separately non-negative. We
also note that the system entropy change AS is nonzero only
when the system density matrix has initial coherences, while
the entropy flux S(Q) depends only on the populations p,.
Therefore, the standard expression (5) represents a decompo-
sition of the entropy production into contributions from initial
coherences and populations in the energy eigenbasis, respec-
tively [41-43].

Nevertheless, the evolution of the system coherences in
time is intimately connected to the presence of non-trivial heat
dissipation. Indeed, our results show that finite heat dissipa-
tion generically occurs in a pure decoherence process, unless
[H,,Hp] = 0 for all n. We show in Appendix B that, if Ay
is nondegenerate, the latter condition implies that the deco-
herence process is equivalent to classical, static phase noise.
This contrasts sharply with naturally occurring quantum de-
phasing noise, which is typically characterised by a nontrivial
frequency spectrum [19, 44, 45]. Such time-dependent noise
is a consequence of dynamical fluctuations of the bath, which
arise when the absorption of energy drives it out of equilib-
rium, as we illustrate with the following example.

V. QUBIT DECOHERENCE IN A FERMIONIC LATTICE
ENVIRONMENT

To exemplify the thermodynamics of decoherence, we now
focus on a specific system comprising a qubit coupled to a
noninteracting fermionic bath. Our setup is motivated by re-
cent experiments that monitored the decoherence of two-level
impurity atoms embedded in a single-component atomic gas
of ultracold fermions [10]. At low temperatures, the atoms
interact via s-wave scattering. The fermions therefore do
not interact with each other due to wavefunction antisymme-
try, while the impurity-fermion interaction strength is propor-
tional to the scattering length, which is generally different for
each internal state of the impurity. For simplicity, we assume
that the host Fermi gas is confined to the lowest band of a one-
dimensional lattice potential, e.g., a species-selective optical
lattice [46]. The Hamiltonian takes the form

A €,
Hg = Eo-z, (13)
Q L
Ay = —EZ(@j@jH +20,.8)). (14)
Jj=1
Asp =gl (1|®¢ler. (15)

Here, &, is the Pauli spin operator for the qubit, with € the
energy level splitting, and ¢; (é;) is the fermionic annihila-
tion (creation) operator for site j, with anticommutation rela-
tion {c;, CZ} = 0jk. Hpy describes the tunnelling of fermions
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FIG. 1. Decoherence functions for a qubit impurity in a 1D fermionic
lattice. The value of the coupling is g = 0.1Q (black lines), g = 0.5Q
(red lines) and g = Q (blue lines), with temperature 7 = 0 (dotted
lines), 7' = 0.01Q (solid lines), and T = 0.1Q (dashed lines). Axes
are in logarithmic scale. Inset: Regular part of the heat distribution
PQ) = %6(Q) + %PI(Q) for T = 0.1Q, and g = Q (blue, dashed),
g = 0.5Q (red, dashed).

on the lattice, where Q is the hopping amplitude and we im-
pose periodic boundary conditions, ¢;,; = ¢;. We take the
thermodynamic limit by choosing the number of lattice sites
L =500 to be large enough so that all results are independent
of L. We also fix the average fermion number N = 250 to
half-filling, so that the Fermi energy equals Q. Finally, Hyp
describes a collisional energy shift for the fermion localised
on site j = 1, with coupling strength g to qubit state |1) and
vanishing coupling when the qubit is in state |0). In the context
of ultracold atoms, this can be achieved by tuning the corre-
sponding scattering length to the zero crossing of a Feshbach
resonance [47].

We consider a standard Ramsey interferometry protocol,
following Refs. [21, 22, 48, 49]. The bath is initialised in ther-
mal equilibrium with the qubit in its noninteracting state |0).
At t = 0, a m/2-pulse prepares the qubit state ps(0) = [+) (+|,
with |[+) = (|[1)+|0))/ V2a superposition of the impurity eigen-
states. According to Eq. (2), the qubit coherence evolves as
PR(1) = e v(1)pl(0), where v(r) = (¢'e 1) is the deco-
herence function with Hy = Hp and H, = Hp + géiél. This
complex function may be experimentally extracted by apply-
ing a second 7/2-pulse with a variable phase and measuring
the final qubit populations [10, 13, 23].

The decoherence function v(f) for a bath of fermionic
modes can be computed exactly through the functional de-
terminant approach [50-52], which expresses the average of
a product of many-body exponential operators in terms of
single-particle quantities. In particular, the decoherence func-
tion is found from

V(1) = det[1 = 2 + el e ] (16)
. -1
where 71 = (eﬁ(ho’“) + 1) is the single-particle occupation

number operator, 4 is the chemical potential and & and /; are
the single-particle counterparts of the Hamiltonians H, and
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FIG. 2. Heat transfer as a function of time for a qubit in a 1D
fermionic lattice. The values of the coupling are g = 0.1Q (black
lines), g = 0.5Q (red lines) and g = Q (blue lines), with temperatures
T = 0 (dotted lines), T = 0.01Q (solid lines), and T = 0.1Q (dashed
lines).

H,. The absolute value of v(¢) is shown in Fig. 1 for differ-
ent temperatures and coupling constants. The decoherence
function crosses over from power-law to exponential decay
after the thermal timescale 8. This behavior is a manifestation
of the Fermi-edge singularity [53, 54] associated with Ander-
son’s orthogonality catastrophe [55]. Decoherence arises be-
cause collisions with the impurity excite particle-hole pairs
in the gas, gradually reducing the overlap between the per-
turbed and unperturbed states of the environment. These exci-
tations are initially restricted to the vicinity of the Fermi sur-
face due to the Pauli exclusion principle, generating the slow
power-law decoherence seen in Fig. | for + <« §. Thermal
broadening of the Fermi surface eventually leads to the onset
of exponential decay when ¢ = B. At stronger coupling, we
also observe oscillations of the qubit coherence (blue curves
in Fig. 1), indicating a highly non-Markovian (nondivisible)
evolution [56]. We therefore see that nontrivial decoherence
emerges here as a direct consequence of the dissipation of en-
ergy into the fermionic bath.
The characteristic function of heat follows from Eq. (8) as

b YA by ity —iuh
mm_§+§@fw vemitrH g ﬁy 7

The first, constant term pertains to the |0) component of the
qubit’s initial superposition state, which leads to exactly zero
heat dissipation, i.e., Po(Q) = 6(Q). The second term in
Eq. (17) corresponds to the interacting state |1) and can be
expressed as a functional determinant (see Appendix C). The
probability distribution P;(Q) associated to this second term
is shown in the inset of Fig. 1, for a fixed temperature and
two different values of the coupling constant. The divergence
near Q = 0 is a hallmark of the Fermi edge singularity, which
is centred around zero energy as a consequence of the cyclic
nature of the process. For stronger coupling, there is also a
feature near the Fermi energy Q = Q, which can be attributed
to the creation of particle-hole excitations at the bottom of the
band [49].

0.14 0.0025
0.0020
0.12 < 0.0015
0.10 g 0.0010
c 0.0005
3008 0.0000%
o006
0.04
0.02
0.00
0 2 4 6 8 10

T/Q

FIG. 3. Long-time limit of the heat transfer as a function of tempera-
ture for a qubit in a 1D fermionic lattice, with couplings g = Q (blue
lines) and g = 0.1Q (inset, red lines).

The mean heat (Q) is shown in Fig. 2 as a function of
time for the same parameters as Fig. . We observe that (Q)
grows with protocol time for short evolutions, Qfy < 1, and
then executes long-lasting oscillations around a finite value
for relatively long protocols Qty > 1 before eventually set-
tling to a constant. These intermediate-time oscillations can
be understood as a consequence of the finite bandwidth of the
fermionic lattice, and are more prominent for strong coupling,
g 2 Q. The temperature dependence of the mean heat ab-
sorbed at asymptotically long times is shown in Fig. 3, for two
different values of the coupling constant. As its temperature
increases, the bath absorbs less heat during the decoherence
process, which reflects the reduced disturbance of the high-
temperature Fermi sea by the impurity perturbation.

VI. CONCLUSIONS

Decoherence and heat dissipation are commonly consid-
ered to be complementary manifestations of irreversibility in
open quantum systems. Our results show that these two pro-
cesses are in fact inextricably linked: the emergence of classi-
cality through decoherence comes at a fundamental energetic
cost. This heat dissipation is a subtle aspect of decoherence
that, to our knowledge, has not yet been investigated in the
literature on quantum thermodynamics. We note that several
recent works have identified dissipation arising from changes
in coherence, by considering the energetics of the open quan-
tum system alone [57-59]. In contrast, by considering the full
system-bath dynamics, we have shown that dissipation and
pure decoherence go hand in hand even though the internal
energy of the open system remains constant. Beyond their
foundational implications, our findings are directly relevant
for ongoing efforts to harness decoherence for nondestructive
measurements of noise in quantum devices. The unavoidable
dissipation of energy implies an intrinsic disturbance due to
such measurements [60], which can be quantitatively assessed
using the general framework developed here.

The experimentally relevant example of an impurity im-



mersed in an ultra-cold Fermi gas [10] highlights the rich
physics which is unveiled from considering the thermody-
namics of decoherence. However, our framework can equally
well be applied to a range of other situations, such as ultra-
cold bosonic environments where dephasing impurities have
recently been realized [13, 23], as well as strongly interacting
systems. We hope that our work will inspire further investiga-
tions of the peculiar thermodynamic features of decoherence
and associated properties in diverse physical settings.
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Appendix A: Characteristic function of heat and characteristic
functions of work arising from the interaction

In this appendix we show in detail the calculations that lead
to Eq. (8) and Eq. (9) in the main text. In the expression for
®(u) defined in Eq. (6), we use U(tf) = exp [—itfﬂ] and sub-
stitute the explicit form for A. Then

O (u) =Trsp [ei’f A giuly oityH oiutly i (0)] =
=TrSB I:eitfHB"‘itfHSBeitfHS eiuHBX

e—itfﬁg—il_/ﬁgge—it/-lfls e—iuﬁgps (0) ®ﬁ3 (O)] , (Sl)

where we have applied [Hs, Hs ] = 0 and the factorized ini-

tial state condition. With an interaction Hamiltonian Hgp =
2k 8kl ® Vi, we have

® (M) - TrSB I:eitfl:lg+itf Xk gkﬁk®‘7k E[MHBX
e*il‘fﬁg*itf Dk gkﬁk@vkeiiu]:lkﬁs (O) ®ﬁB (0)] . (Sz)

The generic open quantum system initial state can be writ-
ten in Athe orthonormal e;igenbasis of Hy, {In)}, as ps (0) =
;P4 (0) i) (jl, where p¢ (0) = (ilps (0)])). Inserting a reso-
lution of the identity in the eigenbasis of the quantum system
energy in Eq. (S2), and tracing over its degrees of freedom S,
it is straightforward to calculate

O = Z Trg § Z 8 it 800 i gibls o
n m i

5mig*”ler”fgm5miVm e*iMHBpfgn 0) ,bB (0)] , (S3)
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where we have used (nlﬁk|m> = 0O and (nlm) = 8,,,. Us-
ing the Kronecker delta properties, Eq. (S3) simplifies to

® (M) — Z PnT”B [eitfl:lg+itfgn \A/n eiltHBX (S4)
n

—it;Hg—it;g,Vy —iuHp A
e B 8y ne BpB(O)]7

with p, = p¢" (0). It is straightforward to see from the defini-
tion of A, [Eq. (3)] that

O @) = Y paTry|eleeitifheivfop, (0)], (S5)

and that this leads to Eq. (8). A very similar calculation leads
to the expression for the time evolution of pg(f) defined in the

main text. From p(f) = Trs [0 (1) (0) U ()], it follows that
pet) = Z <n|e""HB‘ika elli@Ve o

> 0§ O)10) ¢l ppO)e i sl - (s6)
ij

where we have again used the assumption [Hs, Hsz] = 0 and
the decomposition of the system operator into the eigenbasis
of Hy. Using the orthonormality of the open system energy
eigenbasis, it follows that

ps(0) = pae™py (0) " (S7)

from which it is clear that e~ is the operator that defines the

time evolution of the bath density matrix.

Appendix B: Decoherence without heat dissipation and its
connection to static phase noise

In this appendix, we show that decoherence processes that
do not involve heat absorption by the bath are generically
equivalent to classical, static phase noise. From Egs. (8)
and (9) we see that a sufficient condition for vanishing heat
dissipation is that [H,, Hg] = [V,, Hg] = 0 for all n. If the
Hamiltonian Hj is nondegenerate, this further implies that
V., V,,] = O for all m,n. That is, the interaction opera-
tors {Vn} share a common eigenbasis with I:IB, ie., \7”|Ej) =
Vu(EHIE;), with V,(E;) denoting the eigenvalue of V,, corre-
sponding to the energy eigenvector |E;) of Hp.

Under these conditions, the overlap function (ef'e=ifnty
entering Eq. (2) can be written as

(et = Z P(E)eHENEDY (51
7

which describes the average of a random phase shift that takes
the value V,(E;) — V,,(E;) with probability p(E;) = e i /Zp.
This result can be reproduced by a simple noise model in
which the dynamical bath is replaced by a random, time-
independent Hamiltonian

As = ) (&0 + 6ol (2)
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where the energy shift §, is a stochastic variable that takes
the possible values V,(E;) with corresponding probabilities
p(E;). It is straightforward to verify that the ensemble-
averaged state ps (1) = (e~ H5'ps (0)e’F's") has matrix elements
given by Eqs. (2) and (S1), where (e)) denotes an average over
the noise distribution p(E;). We have therefore shown that the
absence of heat dissipation implies that the dephasing noise is
equivalent to a static, random phase shift for each eigenstate
of the open quantum system. Such noise is characterised by
a spectrum with vanishing weight away from zero frequency,
and can be distinguished from time-dependent (quantum or
classical) phase noise by standard noise spectroscopy tech-
niques [19, 45].

We note that, since [Vn,ﬁg] = 0 for all n is only a suffi-
cient condition, we cannot rule out the absence of heat dissipa-
tion when [V, Hg] # 0 for certain initial environment states,
e.g., infinite-temperature states. Furthermore, the arguments
above have assumed that Hp is nondegenerate. If we allow Hp
to be degenerate, it is possible to construct models in which
[(V,,Hz] = O for all n yet [V, Viu]l # 0 for some m,n (e.g.,
Ag =12V, = L, and V, = L,, with L. = (L, L, L,) the
angular momentum). Remarkably, such models can feature
nontrivial decoherence for the open system despite the state
of the bath being completely invariant under the dynamics.

Appendix C: Functional determinant approach

In this appendix, we discuss the method used to exactly cal-
culate Eq. (17) for a bath of fermionic modes. The functional
determinant approach for fermionic Hamiltonians states that
the mean value of the product of a finite number of exponen-
tial fermionic operators can be expressed using the Levitov
formula [50],

<eY‘eY2...eYN>B = det [1 -+ ﬁey‘eyz...ey’v] , (S1)
where ¥; are bilinear many-body fermionic operators, §; are
their corresponding single-particle operators, and 7 is the

single-particle occupation number operator. When applied to
the second term of Eq. (17), the Levitov formula yields

0O (1) = det [l -n+ ﬁei’f'i“eiui’Oe_i’-fi"e_i”i’o] . (S2)

We use this to exactly calculate the characteristic function for
the model discussed in the main text.
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