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ENTROPY POINTS AND APPLICATIONS FOR FREE

SEMIGROUP ACTIONS

FAGNER B. RODRIGUES*, THOMAS JACOBUS, AND MARCUS V. SILVA

Abstract. The aim of this manuscript is to study some local properties of
the topological entropy of a free semigroup action. In order to do that we
focus on the set of entropy points of a free semigroup action, show that this set
carries the full entropy of the system (which, with respect to the chaocity of the
system, gives a fundamental relevance to such set) and obtain many interesting
properties of such set. Our results are inspired by the ones presented in [23].

1. Introduction

The concept of entropy, introduced into the realm of dynamical systems more
than fifty years ago, has become an important ingredient in the characterization of
the complexity of dynamical systems.

In the classical setting, f : (X, d) → (X, d) is a continuous map acting on a
compact metric space and the topological entropy, denoted by htop(f), counts, in
exponential scale, the number of distinguishable orbits. It is an important tool
to describe the chaotic behaviour of f . In the end of the last century Bufetov [8]
presented a definition of topological entropy of a free semigroup action G generated
by a finite set of continuous maps G1 = {id, f1, . . . , fp} acting on a compact metric

spaceX and the fixed random walk ηp =
(

1
p
, . . . , 1

p

)N

. Moreover, the author related

it with the topological entropy of the shift map σ : Σ+
p → Σ+

p and the induced

continuous skew product FG : Σ+
p × X → Σ+

p × X . The actions of semigroups
and their dynamic aspects have been extensively studied in recent years, see for
example [1, 2, 3, 4, 6, 12, 13, 14, 17, 20]. Recently, in [9, 10, 11], a more general
definition of topological entropy based in the one introduced in [8] was exploited.
In that context the random walk considered in G is any probability measure in Σ+

p .
In [23] the authors explored the concept of entropy point (point for which the

topological entropy is positive for any neighborhood that contains it) for a single
dynamic. Through the results presented in this work, it was possible to see the
importance of such a notion for a better understanding of the local behavior of the
dynamics, its topological entropy and also its metric entropy, since they showed
that the support of ergodic measures is contained in the set of entropy points and
that the metric entropy of an ergodic measure represents a lower bound for the
topological entropy of the Borelian sets, among other important results, as the
ones about the entropy function (see Definition 2.3).

The main objective of this work is, through the definition of topological entropy
of [8], to obtain important properties that help to describe the local behavior of the
action and its topological entropy. Our results are motivated by those presented in
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[23] and, as in [23], we show that the set of entropy points of the free semigroup
action contains all the topological entropy of the system; given a measure of proba-
bility in the phase space, under certain conditions, the metric entropy of the action
with respect to that measure represents a lower bound for the topological entropy
of any Borelian set; there is always a closed enumerable set with total entropy, such
set has at most one accumulation point and, in the case of the existence of a limit
point, the entropy function evaluated at that point coincides with the entropy of
the action.

1.1. Setting. Given a finite set of continuous maps gi : X → X , i ∈ P =
{1, 2, . . . , p}, p ≥ 1, and the finitely generated semigroup (G, ◦) with the finite set
of generators G1 = {id, g1, g2, . . . , gp}, we write G =

⋃

n∈N0
Gn where G0 = {id}

and g ∈ Gn if and only if g = gin . . . gi2gi1 , with gij ∈ G1 (for notational simplicity’s
sake we will use gj gi instead of the composition gj ◦ gi). A semigroup can have
multiple generating sets. We will assume that the generator set G1 is minimal,
meaning that no function gj , for j = 1, . . . , p, can be expressed as a composition
of the remaining generators. We shall consider different concatenations instead of
the elements in G they create. One way to interpret this statement is to consider
the itinerary map ι : Fp → G given by i = in . . . i1 7→ g

i
:= gin . . . gi1 . where Fp is

the free semigroup with p generators, and to regard concatenations on G as images
by ι of paths on Fp. Set G∗

1 = G1 \ {id} and, for every n ≥ 1, let G∗
n denote the

space of concatenations of n elements in G∗
1. To summon each element g of G∗

n, we

will write |g| = n instead of g ∈ G∗
n. In G, one consider the semigroup operation

of concatenation defined as usual: if g = gin . . . gi2gi1 and h = him . . . hi2hi1 , where

n = |g| and m = |h|, then g h = gin . . . gi2gi1him . . . hi2hi1 ∈ G∗
m+n. The finitely

generated semigroup G induces an action in X , say

S : G×X → X
(g, x) 7→ g(x).

We say that S is a semigroup action if, for any g, h ∈ G and every x ∈ X , we
have S(g h, x) = S(g, S(h, x)). The action S is continuous if the map g : X → X is
continuous for any g ∈ G.

2. Preliminaries and main results

Consider a finitely generated free semigroup (G,G1) acting on a compact metric
space X . Let K ⊂ X be a compact set. Given g = gin . . . gi1 ∈ Gn, we say

a set E ⊂ K is (g, ε)-separated set if dg(x1, x2) > ε for any distinct x1, x2 ∈ E.
When no confusion is possible with the notation for the concatenation of semigroup
elements, the maximum cardinality of a (g, ε)-separated sets of K will be denoted
by s(K, g, ε). We say that F ⊂ K is a (g, ε)-spanning set if given x ∈ K there

exists y ∈ F so that if dg(x, y) < ε. When no confusion is possible with the
notation for the concatenation of semigroup elements, the minimum cardinality of
a (g, ε)-spanning sets of K will be denoted by b(K, g, ε). We now recall the notion
of topological entropy introduced by Bufetov [8].

Definition 2.1. Given a compact set K ⊂ X , we define

htop(K, S) = lim
ε→0

lim sup
n→∞

1

n
logSn(K, S, ε), (1)

where

Sn(K, S, ε) =
1

pn

∑

g∈G∗

n

s(K, g, ε), (2)
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where the sum is taken over all concatenation g of n-elements of G1 \ {id} and
p = |G1 \ {id}|. The topological entropy htop(K, S) is defined for E = X .

With Definition 1 we can can talk about entropy points:

(1) We say that x0 ∈ X is an entropy point x0 if for any closed
neighbourhood K of x0 we have

htop(K, S) > 0.

(2) We say that x0 ∈ X is a full entropy point x0 if for any closed
neighbourhood K of x0 we have

htop(K, S) = htop(X, S)

holds.

Entropy points are those for which local neighborhoods reflect the complexity of
the entire dynamical system.

In [16], as in the case of a single dynamics, the authors proved that the set of
full entropy points is not empty. More precisely, it holds the following:

Theorem 2.2. Let S : G ×X → X be a finitely generated free semigroup action.

Then Ef
p (X, S) 6= ∅.

Although not entirely related, the dynamics of semigroup actions has a strong
connection with skew-products. Indeed, if X is a compact metric space and one
considers a finite set of continuous maps gi : X → X , i ∈ {1, 2, . . . , p}, p ≥ 1
consider the step skew-product

FG : Σ+
p ×X → Σ+

p ×X
(ω, x) 7→ (σ(ω), gω1

(x))
(3)

where ω = (ω1, ω2, . . . ) is an element of the full unilateral space of sequences Σ+
p =

{1, 2, . . . , p}N and σ denotes the shift map on Σ+
p . With this notation we will write

Fn
G(ω, x) = (σn(ω), fn

ω (x)) for every n ≥ 1.

2.1. metric entropy and entropy points. In what follows we denote by M(X)
the set of measures on X , by M1(X) the set of probability measures on X and for
a given continuous map f : X → X we denote by Minv(X) the set of f -invriant
probability measures in X . In [11] the authors defined the metric entropy of a free
semigroup action S with respect ν ∈ M1(X) as

hν(S) = sup
µ∈Π(ν,σ)

hµ(FG)− log p,

where Π(ν, σ) is the subset of M1(Σ
+
p × X) which are FG-invariant, (πΣ+

p
)∗µ is

σ-invariant and (πX)∗µ = ν. They proved that it satisfies a variational principle
given by

htop(S) = sup
{ν ∈M(X) : Π(ν,σ) 6=∅}

hν(S, ηa).

Denote by Ep(X, S) the set of entropy points of S, by Ef
p (X, S) the set of all full

entropy points of S. We also denote by Ep(Σ
+
p ×X,FG) the set of entropy points

of FG and by Ef
p (Σ

+
p ×X,FG) the set of full entropy points of FG.

Our first result shows that the metric entropy and the topological entropy of a
free semigroup action are concentrated on the the set of entropy points.

Theorem A. Let S : G × X → X be a finitely generated free semigroup action.

Then
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i. Let ν ∈ M1(X) so that Π(σ, ν)erg 6= ∅, then supp(ν) ⊂ Ep(X, S);
ii. htop(Ep(X, S)) = htop(X, S).

As proved in [23], it is possible to get an upper bound for the metric of ν ∈
M1(X) for which Π(σ, ν) 6= ∅ in terms of the local information of the topological
entropy.

Theorem B. Let S : G ×X → X be a finitely generated free semigroup action, d
a metric on X ν ∈ M1(X) so that Π(σ, ν)erg 6= ∅. Then

lim inf
ε→0

{Sd(K, S, ε) : K ∈ BX with ν(K) > 0} ≥ hν(S).

In particular, for any K ∈ BX , htop(K, S) ≥ hν(S).

2.2. Entropy function. For each ε > 0 and x ∈ X , define

hd(x, ε) = inf{Bd(K, S, ε) : K is compact neighbourhood of x},

where the subscribed d is to emphasize the metric d and

Bd(K, S, ε) = lim sup
n→∞

1

n
log





1

pn

∑

g∈G∗

n

bd(K, g, ε)



 ,

and bd
(

K, g, ε)
)

denotes the minimum cardinality of a (g, ε)-spanning set in the
metric d. As hd(x, ε) increases as ε decreases to zero, it is well defined the following

hd(x) = lim
ε→0+

hd(x, ε) (4)

and it is less or equal to htop(X, S). In fact, it depends only on the topology of X
and we can denote by htop(x).

Definition 2.3. Let S : G × X → X be a continuous finitely generated free
semigroup action. The function htop : X → [0, htop(X, S)], x 7→ htop(x) is called
the entropy function of S.

Since Bd(K, S, ε) ≤ Sd(K, S, ε) ≤ Bd(K, S, ε/2), we have

htop(x) = lim
ε→0

inf{Sd(K, S, ε) : K is compact neighbourhood of x}.

The next theorem gives a lower bound, depending on the metric entropy, for the
entropy function in each point. Moreover, it is proved that, as one may hope, the
suppremum of the entropy function is given by the topological entropy.

Theorem C. Let S : G×X → X be a continuous finitely generated free semigroup

action.

i. htop(x) ≥ sup{hν(S) : ν ∈ M1(X), Π(σ, ν)erg 6= ∅ and x ∈ supp(ν)}.
ii. For each ε > 0, hd(·, ε) is upper semi continuous, consequently, h is Borel

measurable.

iii. If K ⊂ X is closed, then supx∈K htop(x) ≥ htop(K, S). In particular,

sup
x∈X

htop(x) = htop(X, S).

iv. If G1 is a finite set of homeomorphisms on X then h is S-invariant and for

ν ∈ M1(X) satisfying Π(σ, ν)erg 6= ∅,
∫

X

htop(x) dν ≥ hν(S).

Our last result shows that the topological entropy of a free semigroup action
may be computed in terms of countable sets.
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Theorem D. Let S : G×X → X be a continuous finitely generated free semigroup

action. Then there exists a countable closed subset K ⊂ X such that htop(K, S) =
htop(X, S). Moreover, K can be chosen such that the set of limit points of K has at

most one limit point, and K has a unique limit point if and only if there is x ∈ X
with htop(x) = htop(X, S).

3. proofs

Before we prove the main results we present some important observations on the
characterization of the set of entropy points of a free semigroup action.

Proposition 3.1. Let ω = ω1ω2 · · · ∈ Σ+
p . Then htop([ω1 . . . ωℓ] × K,FG) =

htop(K, S) + log p.

Proof. Let n be a positive integer and consider N = pn. There are N distinct
words of length n in F+

p . Denote these words by θ1, . . . , θN . Let (θ(i))Ni=1 ⊂ Σ+
p be

a sequence such that θ(i)|[1,n] = θi. We notice that, for 0 < ε < 1
2 , the sequence

(ω1 . . . ωℓθ(i))
N
i=1 ⊂ [ω1 . . . ωℓ] is (n, ε, σ)-separated subset of [ω1 . . . ωℓ].

Let θi = θi1 . . . θ
i
n and g(i) = gθi

n
. . . gθi

1
gωℓ

. . . gω1
. Set Zi = Z(g(i), ε,K), where

g(i) is the element in G given by the c and let the points xi
1, . . . , x

i
Zi

form a (g(i), ε)-
separated subset of K. Then the points

(ω1 . . . ωℓθ(i), x
i
j) ∈ [ω1 . . . ωℓ]×K, i = 1, . . . , N j = 1, . . . , Zi,

form a (n, ε,FG)-separated subset of [ω1 . . . ωℓ]×K. It implies that

S([ω1 . . . ωℓ]×K,FG, n, ε) ≥
N
∑

i=1

s(K, g(i), ε),

and then htop([ω1 . . . ωℓ]×K,FG) ≥ htop(K, S) + log p.
For the converse inequality, consider ε > 0 and take C(ε) an arbitrary positive

integer such that p−C(ε) < ε
100 . We notice that there exist N = pn+2C(ε) distinct

words of length n+ 2C(ε) + ℓ. Denote these words by ω1, . . . , ωN .
Let (ω(i))Ni=1 ⊂ Σ+

p be an arbitrary sequence satisfying ω(i)|[1,n+C(ε)+ℓ] = ωi.

This sequence forms a (n, ε, σ)-spanning set of [ω1 . . . ωℓ]. Denote θi = ω(i)|[0,n+ℓ],

by g(i) the concatenation associated to θi and Bi = B(g(i), ε,K) and assume that

the points xi
1, . . . , x

i
Bi

form a (g(i), ε)-spanning subset of K. It follows that the

points (ω(i), xi
j) with i = 1, . . . , N and j = 1, . . . , Bi, form a (g(i), n, ε)-spanning

set of K. In that case, there exists a positive constant T = T (ε) depending only
on ε so that

B([ω1 . . . ωℓ]×K,FG, n+ℓ, ε) ≤

n+2C(ε)+ℓ
∑

i=1

b(K, S, g(i), ε) ≤ T (ε)
∑

|g|=n+ℓ

b(K, S, g, ε).

From the last inequalities we obtain

htop([ω1 . . . ωℓ]×K,FG)

≤ htop(K, S) + log p.

It concludes the proof.
�

As an immediate consequence of Proposition 3.1 we have the following.

Corollary 3.2. Under the above notations we have that Ep(Σ
+
p ×X,FG) = Σ+

p ×X.
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Proof. Given (ω, x) ∈ Σ+
p ×X and F closed neighbourhood containing (ω, x), by the

definition of the product topology of Σ+
p ×X , there exist closed subsets [ω1 . . . ωℓ] ⊂

Σ+
p and K ⊂ X , so that [ω1 . . . ωℓ]×K ⊂ F . As htop(F,F) ≥ htop([ω1 . . . ωℓ]×K)

and, by Proposition 3.1, htop([ω1 . . . ωℓ]×K) ≥ log p.
�

If one denotes by πX the canonical projection of Σ+
p ×X on the first coordinate,

the next corollary guarantees that if (ω, x) ∈ Ef
p (Σ

+
p × X,FG) then πX(ω, x) ∈

Ef
p (X, S).

Corollary 3.3. Let (ω, x) ∈ Σ+
p ×X be a full entropy point for FG. Then x ∈ X

is a full entropy point for S.

Proof. Assume that ω = ω1ω2 . . . and consider [ω1 . . . ωℓ]×K compact neighbour-
hood of (ω, x). By Proposition 3.1

htop(X, S)+log p = htop(Σ
+
p ×X,FG) = htop([ω1 . . . ωℓ]×K,FG) = htop(K, S)+log p.

�

Another important consequence of Proposition 3.1 is the following,

Corollary 3.4. Let S : G×X → X be a finitely generated free semigroup action.

Then Ef
p (X, S) 6= ∅.

The fact of the semigroup action having positive entropy when restricted to a
subset of X is related presence of entropy points in such subset, as the next shows.

Proposition 3.5. Let S : G×X → X be a finitely generated free semigroup action

and K be a closed subset of X.

i. If htop(K, S) > 0, then K ∩ Ep(X, S) 6= ∅;
ii. If htop(K, S) = htop(X, S), then K ∩ Ef

p (X, S) 6= ∅.

Proof. We start proving (i). CoverK by finitely many closed balls B1
1 , . . . , B

1
ℓ1

with
diameter at most 1. We know that htop(K, S) = maxj htop(Bij , S) and it implies
the existence of j1 so that htop(K, S) = htop(Bj1 , S). Cover Bj1 by by finitely many
closed balls B2

1 , . . . , B
2
ℓ2

with diameter at most 1
2 . By the same reasoning, there

exists j2 for which htop(K, S) = htop(B
1
j1
, S) = htop(B

2
j2
, S). By induction, for each

n ≥ 2, there is a closed ball Bn
jn

⊂ Bn
jn−1

with diameter at most 1
n

such that

htop(K, S) = htop(B
n
jn
, S). Set x the unique point in the intersection of the closed

balls Bn
jn
. By definition, x is an entropy point for S.

To prove (ii) we notice that, since htop(K, S) = htop(X, S), then htop(Σ
+
p ×

K,FG) = htop(Σ
+
p ×X,FG). By [23, Theorem 3.5] there exists (ω, x) ∈ Σ+

p ×K ∩

Ef
p (Σ

+
p ×X,FG). By Corollary 3.3 we have that πX(ω, x) ∈ K ∩ Ef

p (X, S), and it
proves (ii). �

3.1. Proof of Theorem A. Before we start the proof we recall the definition
of Katok’s entropy of a probability measure in X , which was extended for the
semigroup setting in [11].

3.1.1. Katok’s entropy.

Definition 3.6. Given a Borel probability measure ν on X , δ ∈ (0, 1) and ε > 0,
define

hK
ν (S, ε, δ) = lim sup

n→∞

1

n
logSν(X, S, n, ε, δ), (5)

where

Sν(X, S, n, ε, δ) =
1

pn

∑

g∈G∗

n

sν(g, ε, δ), (6)
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and for g ∈ G∗
n

sν(g, ε, δ) = inf
{E ⊆X : ν(E)> 1−δ}

s(E, g, ε)

and s(g, ε, E) denotes the maximal cardinality of the (g, ε)−separated subsets of
E.

The entropy of the semigroup action S with respect to ν is defined by

hK
ν (S) = lim

δ→0
lim
ε→0

hK
ν (S, ε, δ) (7)

Observe that the previous limit is well defined due to the monotonicity of the
function

(ε, δ) 7→
1

n
logSν(X, S, n, ε, δ)

on the unknowns ε and δ. Moreover, if the set of generators is G1 = {Id, f}, we
recover the notion proposed by Katok for a single dynamics f .

By [11, Theorem C] we have that

htop(X, S) = sup
ν∈M1(X)

hK
ν (S).

Let us proceed to the proof of Theorem A. We recall that for ν ∈ M1(X), we
denote the set of ergodic measures in Π(σ, ν) by Π(σ, ν)erg .

Since hν(S) > 0, by the definition of the metric entropy, we have that there
exists µ ∈ Π(σ, ν)erg for which hµ(FG) > log p. If x ∈ supp(ν), for any closed
neighbourhood Nx of x, ν(Nx) = µ(Σ+

p ×Nx) > 0. By [23, Theorem 3.7] we have
that

htop(Nx, S) + log p = htop(Σ
+
p ×Nx,FG) ≥ hµ(FG) log p,

which implies that htop(Nx, S) > 0 and then, x ∈ Ep(X, S), concluding the proof
item (i).

For (ii) we notice that

htop(X, S) = sup
{ν∈M1(X):Π(σ,ν)erg 6=∅}

hν(S).

By (i) we have that the suppremum is taken on the probability measures on X with
support contained in Ep(X, S). By [11, Theorem C] we have that

hν(S) ≤ hK
ν (S),

and it implies that htop(X, S) = htop(Ep(X, S), S), since supp(ν) ⊂ Ep(X, S).

3.2. Proof of Theorem B. Let 0 < δ < 1 fixed. Let ε > 0 and K ∈ BX satisfy
ν(K) > 0. As Π(σ, ν)erg 6= ∅, for µ ∈ Π(σ, ν)erg , by the ergodicity of µ, there exists

m(K) ∈ N such that µ
(

⋃m(K)
i=0 F i

G(Σ
+
p ×K)

)

≥ 1− δ.

Claim. IfK(m) := πX

(

⋃m(K)
i=0 F i

G(Σ
+
p ×K)

)

, then Sd(K, S, ε) = Sd(K
(m), S, ε).

Proof of the Claim. First of all we notice that ν(K(m)) ≥ 1 − δ. Fix n ∈ N and
take g ∈ G∗

n. Let Eg ⊂ K(m) be a (g, ε)-separated set. In particular there exists

0 ≤ i0(n) ≤ m so that

∣

∣

∣Eg ∩ πX(FG(Σ
+
p ×K))

∣

∣

∣ ≥
|Eg|

m+ 1
. (8)

If g = gjn . . . gj1 , we have that g−1
i0(n)

(E) ∩K is a (g, ε)-separated set in K. Taking

g̃ = g g
i0(n)

, we have that g−1
i0(n)

(E) is (g̃, ε)-separated, with g̃ ∈ Gn+m. By (8)

s(K, g̃, ε) ≥
1

m+ 1
s(K(m), g, ε) ≥

1

m+ 1
s(K, g, ε).
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Denote by G̃∗
m+n the subset of g̃ obtained in the previous construction. It shows

that

Sm+n(K, S, ε) =
1

pm+n

∑

g∈G∗

m+n

s(K, g, ε)

≥
1

pm+n

1

m+ 1

∑

g̃∈G̃∗

m+n

s(K, g̃, ε)

≥
1

pm+n

1

m+ 1

∑

g∈G∗

n

s(K(m), g, ε)

≥
1

pm+n

1

m+ 1

∑

g∈G∗

n

s(K, g, ε),

and it implies

Sm+n(K, S, ε) ≥
1

pm
1

m+ 1
Sn(K

(m), S, ε) ≥
1

pm
1

m+ 1
Sn(K, S, ε),

which guarantees S(K, S, ε) = Sd(K
(m), S, ε), and this proves the claim. Let us

proceed to finalize the proof of the theorem. As, for any ε > 0, n ∈ N and R ⊂ X

Bn(R, S, ε) ≤ Sn(R, S, ε),

we have

inf{Sd(K, S, ε) : K ∈ BX with ν(K) > 0}

= inf{Sd(K
(m), S, ε) : K ∈ BX with ν(K) > 0}

≥ inf

{

lim sup
n→∞

1

n
log

1

pn
B(K(m), S, ε) : K ∈ BX with ν(K) > 0

}

≥ lim sup
n→∞

1

n
inf

{

log
1

pn
Bn(K

(m), S, ε) : K ∈ BX with ν(K) > 0

}

≥ lim sup
n→∞

1

n
log

1

pn
Bν(S, n, ε).

Letting ε → 0 and noticing that

lim
ε→0

lim sup
n→∞

1

n
log

1

pn
Bν(S, n, ε) ≥ hν(S),

we conclude the proof.

3.3. Proof of Theorem C. We notice that (i) is an immediate consequence of
Theorem B.

For (ii), let ε > 0. For r ∈ R, if htop(x0, ε) < r, then B(K, S, ε) < r, for
some closed neighbourhood K of x0. In particular, htop(x, ε) < r for each x ∈
K. So, htop(·, ε) is upper semi continuous. As we can obtain h as the limit of
{htop(x,

1
n
)}n∈N, sequence of upper semi continuous maps, it is a Borel map.

(iii). Cover K by finitely many closed balls B1
1 , . . . , B

1
ℓ1

with diameter at most
1. We know that htop(K, S) = maxj htop(Bij , S) and it implies the existence of j1
so that Bd(K, S, ε) = Bd(Bj1 ∩ K, S, ε). Cover Bj1 by finitely many closed balls
B2

1 , . . . , B
2
ℓ2

with diameter at most 1
2 . By the same reasoning, there exists j2 for

which Bd(K, S, ε) = Bd(Bj2∩K, S, ε). By induction, for each n ≥ 2, there is a closed
ball Bn

jn
⊂ Bn

jn−1
with diameter at most 1

n
such thatBd(K, S, ε) = Bd(Bjn∩K, S, ε).

Set x0 the unique point in the intersection of the closed balls Bn
jn
, which belongs to
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K, since K is closed. If K ′ is any closed neighbourhood of x0, for n ∈ N sufficiently
large, Bjn ∩K ⊂ K ′, which implies

Bd(K
′, S, ε) ≥ Bd(Bjn ∩K, S, ε) = Bd(Bjn ∩K, S, ε)

and

htop(x0) ≥ hd(x0, ε) ≥ Bd(Bjn ∩K, S, ε).

Hence, letting ε → 0+,

sup
x∈K

htop(x) ≥ htop(K, S).

For the last part of Theorem C we need of the following proposition, which is a
consequence the definition of the entropy function of S and FG.

Proposition 3.7. Let S : G×X → X be a finitely generated free semigroup action.

For x ∈ X,

sup
ω∈Σ+

p

hD×d((ω, x), ) ≤ hd(x) + log p.

Proof. Fix ε > 0. Let ω ∈ Σ+
p and V ⊂ Σ+

p × X be a closed neighbourhood of

(ω, x). Since we consider the product topology in Σ+
p × X , there exist Σ ⊂ Σ+

p

and Z ⊂ X so that (ω, x) ∈ Σ × Z ⊂ Σ+
p ×X . Let Z = Z(ε) so that, for δ > 0,

hd(x, ε) ≤ Bd(Z, S, x, ε) ≤ hd(x, ε) + δ. It follows that

hD×d((ω, x), ε) ≤ BD×d(Σ× Z,FG, (ω, x), ε)

≤ BD×d(Σ
+
p × Z,FG, (ω, x), ε)

≤ Bd(Z, S, x, ε) + log p

≤ hd(x, ε) + log p+ δ.

As δ was taken arbitrary, hD×d((ω, x), ε) ≤ hd(x, ε) + log p, which implies

sup
ω∈Σ+

p

hD×d((ω, x), ) ≤ hd(x) + log p

and finishes the proof. �

Assuming that G1 is a finite set of homeomorphisms of X we have that FG

is a homeomorphism. By [23, Theorem 4.5], htop(·, ·) is FG-invariant and if α ∈
Merg(Σ

+
p ×X) then

∫

Σ+
p ×X

htop(ω, x)dα ≥ hα(FG),

For ν = (πX)∗α we obtain, by Proposition 3.7,

hν(S) = sup
µ∈Π(σ,ν)erg

hµ − log p

≤ sup
µ∈Π(σ,ν)erg

∫

Σ+
p ×X

htop(ω, x)dµ− log p

≤ sup
µ∈Π(σ,ν)erg

∫

Σ+
p ×X

htop(x)dµ− log p

=

∫

Σ+
p ×X

htop(x)dν.
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3.4. Proof of Theorem D. We will get the proof of the theorem as a consequence
of the following proposition.

Proposition 3.8. Let S : G×X → X be a finitely generated free semigroup action

and h its entropy function.

i. IfK is a countable closed subset with a unique limit point x0, then htop(x0) ≥
htop(K, S).

ii. Let x0 ∈ X. Then there exists a countable closed subset K ⊂ X such that

x0 ∈ K is its unique limit point in X and htop(x0) = htop(K, S).

Proof. Let d be a metric on X . To simplify the notation we drop the subscribed d
in the definition of h. We start with (i). Fix ε > 0. By hypotheses, for any closed
neighbourhood Z of x0, K\Z is a finite set and it implies B(Z, S, ε) ≥ B(K, S, ε).
By the definition of h we obtain htop(x0) ≥ hd(x0, ε) ≥ B(K, S, ε). Letting ε → 0
we get the conclusion.

For (ii) we assume htop(x0) < ∞. For each ∈ N we set

Kn =

{

x ∈ X : d(x, x0) ≤
1

n

}

.

For each m ∈ N choose εm such that

htop(x0)−
1

m
< inf

n∈N

S(Kn, S, εm) = inf
n∈N

lim sup
k→∞

logSk(Kn, S, εm)

k
.

So, there exists an increasing sequence {kn,m}n∈N ⊂ N such that for all n ∈ N

1

pkn,m

∑

g∈G∗

kn,m

S(Kn, g, εm) = Skn,m
(Kn, S, εm) ≥ ekn,m(htop(x0)−

1
m ).

Now take g ∈ G∗
kn,m

and denote by Eg,(m,n) a (g, εm)-separated set in Kn of maxi-

mum cardinality. Define

Em,n =
⋃

g∈G∗

kn,m

Eg,(m,n) ∪ {x0} and K =
⋃

m≥1

⋃

n≥m

En,m.

If V is a neighbourhood of x0, by the definition of the sets Kn, we have that
Kn0

⊂ V for n0 large enough. So,

K\V ⊂ K\Kn0
⊂

n0−1
⋃

m=1

n0−1
⋃

n=m

En,m.

As each En,m is a finite set, K\V is finite and it guarantees that x0 is the unique
possible limit point of K in X .

Let us prove that htop(x0) = htop(K, S). To do that fix m ∈ N. For n ≥ m, take
g ∈ G∗

kn,m
, and notice that Eg,(m,n) is a (g, εm)-separated set in K. It gives

1

pkn,m

∑

g∈G∗

kn,m

s(K, g, εm) ≥
1

pkn,m

∑

g∈G∗

kn,m

|Eg,(m,n)| ≥ ekn,m(htop(x0)−
1
m ).
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In such case we obtain

htop(K, S) ≥ S(K, S, εm) = lim sup
k→∞

logSk(K, S, εm)

k

≥ lim sup
n→∞

logSkn,m
(K, S, εm)

kn,m

≥ lim sup
n→∞

log ekn,m(htop(x0)−
1
m )

kn,m

= htop(x0)−
1

m
.

As the equality holds for all m ∈ N we obtain htop(K, S) ≥ htop(x0). By (i) we get
the desired equality in (ii).

�

Let us proceed to the proof of Theorem D. For any ε > 0 and any ε > 0 we
consider Bε(x) the open ball of radius ε > 0 and center x. As X is compact, by
Theorem C, there exists {xn}n∈N ⊂ X such that

lim
n→∞

xn = x0 and lim
n→∞

htop(xn) = htop(X, S).

Let {rn}n∈N be any given sequence of positive real numbers which converges to
0. Applying Proposition 3.8, given n ∈ N it is possible to take a countable closed
subset Kn such that htop(Kn, S) = htop(xn) and xn is its unique limit point in X .
Moreover, Kn\Brn(xn) is a finite subset and, under such observation, without loss
of generality, we assume Kn ⊂ Brn(xn).

DefineK = {x0}
⋃

n∈N
Kn. As eachKn is a closed countable set,K is a countable

closed subset of X and the set of limit points of K in X is just {x0}∪{xn : n ∈ N},
as xn → x0 and rn → 0 when n → ∞. Finally

htop(K, S) ≥ htop(Kn, S) = htop(xn) ⇒ htop(K, S) ≥ lim
n→∞

htop(xn) = htop(X, S),

which ends the proof by taking K as the desired set, since htop(K, S) ≤ htop(X, S).

4. Examples

Our first example consider a free semigroup action where the generating set is
given by expanding maps.

Example 4.1. We say that a C1-local diffeomorphism f : M → M on a compact
Riemannian manifold is an expanding map if there are constants C > 0 and 0 <
λ < 1 such that ‖(Dfn(x))−1‖ ≤ Cλn for every n ≥ 1 and x ∈ X . In [16] the
authors proved that if G1 = {g1, g2, . . . , gk} is a finite set of expanding maps acting
on M and G is the generated semigroup by G1 then every point x ∈ M is a full
entropy point for the free semigroup action S.

The next example shows that it is possible to get a free semigroup action where
the fixed generating set is not given by expanding maps, but the set of full entropy
points is still the hole phase space.

Example 4.2. For any β > 0, consider the interval map fβ : [0, 1] → [0, 1] given
by

fβ(x) =

{

x(1 + (2x)β) , if x ∈ [0, 12 ]

2x− 1 , if x ∈ (12 , 1]

also known as Maneville-Pomeau map. Although fβ is not continuous it induces

a continuous and topologically mixing circle map f̃β taking S1 = [0, 1]/ ∼ with

the identification 0 ∼ 1. Let G be the semigroup generated by G1 = {id, f̃β, Rα}
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where Rα is the rotation of angle α. Clearly no element of G1 is an expanding map.
Again, by [16] we have that every x ∈ S1 is a full entropy point.

In the two previous examples we have that the set of entropy points is the hole
phase space. In the next we present a semigroup action where the set of entropy
points is different of the ambient space.

Example 4.3. Let X1 and X2 be compact metric spaces. For i ∈ {1, 2} take
fi : Xi → Xi and gi : Xi → Xi, i ∈ {1, 2}, continuous maps. Then define
X = X1 ∪X2 and

f(x) =

{

f1(x), if x ∈ X1,
f2(x), if x ∈ X2

and g(x) =

{

g1(x), if x ∈ X1,
g2(x), if x ∈ X2

.

If f2 = g2 = idX2
we have that the topological entropy of the semigroup action gen-

erated by G1 = {idX , f, g} coincides with the topological entropy of the semigroup
generated by H1 = {idX1

, f1, g1}. In particular, Ep(X, S) ⊂ X1.

In Proposition 3.5 we see that if the topological entropy of a closed subset is
positive then this set contains an entropy point. In what follows we are going to
show that the converse, in general, is not true.

Example 4.4. Consider

C =

(

2 1
1 1

)

and I =

(

1 0
0 1

)

.

Define

A =





C 0 0
0 I 0
0 0 0



 and B =





I 0 0
0 C 0
0 0 0



 ,

matrices in M5(R). Then we have that AB = BA. Theses matrices induces non
transitive linear endomorphisms on the torus T5 = R5/Z5. Moreover, since for any
x = (x1, x2, x3, x4, x5) ∈ T5 and m,n ∈ N

AnBm(x) = (Cn(x1, x2), C
m(x3, x4), 0),

the action given by the semigroup generated by G1 = {idT5, A,B} does not admit
a point with dense orbit. Another important consequence of the last inequality is
that htop(π({(0, 0, 0, 0, x) : x ∈ R}, S) = 0, where π : R5 → R5/Z5 is the canonical
projection. By the other hand, given z ∈ π({(0, 0, 0, 0, x) : x ∈ R}, we have that
htop(z) > 0, i.e., z ∈ Ep(T

5, S).
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(1988) 105–142.
[13] D. Ruelle, On a compact with Zp-action satisfying expansiveness and specification. Trans.

Amer. Math. Soc. 185 (1973) 237–251.
[14] X. Lin, D. Ma and Y. Wang. On the measure-theoretic entropy and topological pressure of

free semigroup actions. Ergod. Th. & Dynam. Sys. (2016), doi:10.1017/etds.2016.41
[15] K. Peterson. Ergodic Theory. Cambridge University Press, 1995.
[16] F.B. Rodrigues and P. Varandas. Specification and thermodynamical properties of semigroup

actions. Journal Math. Phys. 57 (2016), 052704. doi.org/10.1063/1.4950928
[17] H. Sumi. Skew product maps related to finitely generated rational semigroups. Nonlinearity

13:4 (2000), 995–1019.
[18] Yupan Wang, Dongkui Ma and Xiaogang Lin. On the topological entropy of free semigroup

actions. Journal of Mathematical Analysis and Applications, 2015.
[19] P. Walters. An introduction to ergodic theory. Springer-Verlag, 1975.
[20] Q. Xiao and D. Ma. Topological pressure of free semigroup sctions for non-compact sets

and Bowen’s equation I. J. Dyn. Diff. Equations (2021), https://doi.org/10.1007/s10884-021-
09983-3.

[21] Y. Zhu. On local entropy of random transformations. Stochastics and Dynamics 8:2 (2008),
197–207.

[22] Yupan Wang, Dongkui Ma and Xiaogang Lin. On the topological entropy of free semigroup

actions. Journal of Mathematical Analysis and Applications, 2015.
[23] Xiangdong Ye and Guohua Zhang. Entropy points and applications. Transactions of the

American mathematical society 359:12 (2007), 6167–6186.
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