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Abstract 

The Interface force field (IFF) enables accurate simulations of bulk and interfacial properties of 

compounds and multiphase materials. However, the simulation of reactions and mechanical 

properties up to failure remains challenging and expensive. Here we introduce the Reactive 

Interface Force Field (IFF-R) to analyze bond breaking and failure of complex materials using 

molecular dynamics simulations. IFF-R uses a Morse potential instead of a harmonic potential as 

typically employed in molecular dynamics force fields to describe the bond energy, which can 

render any desired bond reactive by specification of the curve shape of the potential energy and 

the bond dissociation energy. This facile extension of IFF and other force fields that utilize a 

harmonic bond energy term allows the description of bond breaking without loss in functionality, 

accuracy, and speed. The method enables quantitative, on-the-fly computations of bond breaking 

and stress-strain curves up to failure in any material. We illustrate accurate predictions of 

mechanical behavior for a variety of material systems, including metals (iron), ceramics (carbon 

nanotubes), polymers (polyacrylonitrile and cellulose Iβ), and include sample parameters for 

common bonds based on using experimental and high-level (MP2) quantum mechanical reference 

data. Computed structures, surface energies, elastic moduli, and tensile strengths are in excellent 

agreement with available experimental data. Non-reactive properties are shown to be essentially 

identical to IFF values. Computations are approximately 50 times faster than using ReaxFF and 

require only a single set of parameters. Compatibility of IFF and IFF-R with biomolecular force 

fields allows the quantitative analysis of the mechanics of proteins, DNA, and other biological 

molecules.  
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1. Introduction 

The prediction of deformation and failure properties of advanced functional materials from the 

atomistic scale to the microstructure and macrostructure is a grand challenge in materials science.1-

3 The interplay of chemistry, cross-linking in polymers, hierarchical molecular-driven assembly, 

defects, and multi-scale dynamics facilitates a broad range of chemical, elastic, plastic, and failure 

properties. The difficulty is that experimental and computational methods for probing the stress 

response mechanisms from the molecular level to the continuum length scale are limited in 

experiments and in modeling. Molecular Dynamics (MD) simulations are widely used to 

complement gaps in experimental techniques, especially difficult-to-access physical and chemical 

processes in atomic-level resolution up to the large nanometer scale and within femtosecond to 

millisecond time scales.4-7 MD allows for monitoring of molecular recognition, assembly, 

dynamics, and mechanical properties often in greater resolution than experiments.8-11 In spite of 

limitations in size and time scales, understanding by MD simulations can increasingly guide the 

engineering of materials with enhanced properties, and predictions of the role of variable 

compositions, defects, chemical reactions, and processing conditions are feasible. 

MD simulations use a force field to describe all possible atomic interactions and geometries 

through associated energy expressions and corresponding parameters.6 These types of interactions 

can include harmonic bond stretching based on equilibrium bond lengths and bond vibrational 

constants, Coulomb interactions with atomic charges, and nonbonded Lennard-Jones potentials 

with equilibrium atomic distances and atomic cohesion energy. Currently, many MD force fields 

(IFF, PCFF, AMBER, CVFF, CHARMM, OPLS-AA) use harmonic bond energy terms which 

make them incapable of bond-breaking and bond-forming predictions, unless the bonded terms are 

replaced with nonbonded terms or more specific modifications are introduced. Specifically, the 
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Interface force field (IFF) unifies the simulation of inorganic and organic compounds in high 

accuracy using well-defined representations of chemical bonding and atomic charges that 

introduce chemical specificity, interpretability, and consistency unseen in other force fields. 4  

Therefore, it is uniquely prepared to capture reactive processes using suitable modification. IFF 

was also developed to be transferable and compatible with existing harmonic force fields such as 

CHARMM, PCFF, OPLS-AA, AMBER, COMPASS, DREIDING, and others by using the same 

principal energy terms, including 12-6 and 9-6 options for the Lennard-Jones potential.4 For 

example, the energy expression for a harmonic class II representation of IFF (same as PCFF) is: 
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In eq 1, we see that the total potential energy is a summation of potentials associated with bond 

stretching, angle bending, dihedral torsion, improper torsion, cross-interaction terms (not used in 

new additions), Coulomb interactions, and van der Waals interactions (9-6 Lennard-Jones 

potential). Hydrogen bonds are inherently represented by atomic charges and the LJ potential. The 

(1) 
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variables r, θ, φ, and χ denote instantaneous bond length, bond angle, dihedral angle, and improper 

torsion angles, respectively, and the variables with the subscript zero represent the corresponding 

equilibrium values between atoms i, j, k, l (only the harmonic term with n = 2 for bonds and angles 

is needed in IFF).12 The variables Kr, Kθ, and Kχ are bond, angle, and improper torsion bond 

constants, respectively. Vφ are dihedral constants, qi are the atomic charges, r0 the equilibrium 

nonbond distance, and ɛ0 is the Lennard-Jones well-depth.  

Specifically, IFF is an all-atom force field created with the focus of reproducing the key 

physical, chemical, and surface properties of every compound included in the force field. IFF 

parameters were optimized such that lattice parameters usually deviate <0.5% from experiment, 

surface and hydration energies <5%, and mechanical properties typically (not always) <10%.4 The 

reliability of IFF models is higher than ReaxFF, which is limited in simulating interfaces, and in 

most instances higher than common density functionals that struggle with descriptions and 

interpretations of exchange-correlation energies.13-15 The current list of compounds with IFF 

parameters includes layered silicates, silica, phosphates, sulfates, cement minerals, FCC metals, 

MoS2, graphitic materials, gas molecules, oxides, and several polymers. To enhance the property 

predictions of various graphitic structures and π-conjugated molecules, IFF incorporates virtual π-

electrons on the corresponding carbon atoms,16 which has been shown to improve binding energy 

predictions by nearly an order of magnitude relative to all known prior models.17 

However, a major disadvantage of classical MD simulations, including IFF, is the difficulty 

to simulate bond dissociation and formation as would be observed in chemical reactions and 

mechanical failure of materials. The development of the Reactive Force Field (ReaxFF) by Adri 

van Duin and Bill Goddard aimed to address the limitations for bond dissociation in large-scale 

MD simulations through the use of a bond order potential, albeit at the cost of parameter 
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interpretability and difficult customizability.18 While ReaxFF is able to predict bond breaking, the 

required energy correction terms greatly diminish computational efficiency. Also, ReaxFF 

parameters must be trained on individual molecular systems under specific conditions to make 

viable predictions. As a result, atomic behavior is heavily dependent on the parameter set used, 

leading to reliability concerns when calculating properties for systems and conditions not directly 

associated with the training systems. In contrast, IFF allows to mix and match validated 

compounds in multiphase systems without loss in accuracy and thrives on using chemical analogy 

to parameterize new compounds (which are then still required to undergo systematic validation). 

This paper augments IFF and as another example, PCFF, to simulate bond breaking 

reactions in an efficient, accurate, and interpretable way, using a clean substitution of the harmonic 

bond energy expression for a Morse bond energy expression for a subset of atoms or for all atoms 

(Figure 1). We discuss the necessary theory and parameter changes, details of the underlying bond 

dissociation curves, and validation of the resulting reactive Interface force field (IFF-R). IFF-R is 

shown to yield insights into bond breaking, reproduce experimentally determined stress-strain 

curves and failure strengths, and maintain the same high level of performance for bulk and 

interfacial properties as is characteristic for IFF. We illustrate examples for the prediction of 

mechanical behavior of a range of material types, including single-wall carbon nanotubes 

(SWCNT), syndiotactic polyacrylonitrile (PAN) crystal, cellulose Iβ crystal, and γ-iron. The 

computational speed is 50x higher than ReaxFF. We also discuss limitations and follow-on 

directions. 

 

2. Results and Discussion 



7 
 

2.1. Description of the Approach. The aim of IFF-R consists in identifying chemical 

bonds that are susceptible to break and to replace the 2-parameter harmonic potential with a 3-

parameter Morse potential for these bonds (Figure 1a, b). The protocol begins with a survey of 

bond dissociation energies using experimental reference data in readily available compendia, 

reviews, and databases (Figure 1c).19-22 It is helpful to identify weaker bonds in a molecular 

structure or polymer that are more likely to dissociate under large mechanical loads. Typically, 

these bonds are more important to be represented by a Morse potential, which then should precisely 

capture the bond dissociation curve and bond energy to allow failure (Figure 1a). All other 

remaining bond types can still use the harmonic potential.  

 The process of incorporating these bond breaking capabilities is quite simple for bonds that 

have already been parameterized and validated using the harmonic bond energy expression (see 

tutorial in the Supporting Files). The protocol then proceeds with plotting the bond energy vs 

atomic distance using the harmonic bond potential for a specific pair of atoms ij (Figure 1a, b). 

Next, using experimental values19-22 or quantum mechanical data23 for the bond dissociation 

energy Dij, we plot the Morse potential curve using the Morse bond energy equation for the same 

pair of atoms (Figure 1b). Thereby, the equilibrium bond length ro,ij remains the same in both 

potentials, and the parameter αij can be tuned such that the shape of the Morse energy curve 

matches that of the harmonic energy curve near the resting state (lowest energy) (Figure 1a). 

Hereby, the shape of the harmonic energy equation is determined by two variables that describe 

the bond characteristics between atoms i and j: the equilibrium bond distance ro,ij and the bond 

stiffness coefficient Kr,ij. The Morse potential uses the same equilibrium bond distance ro,ij, and 

the αij values for many chemical bonds are 2.1±0.2 Å-1 (Figure 1d), which makes an initial estimate 

of the Morse energy curve easy once the dissociation energy Dij is known.24 Therefore, when using 
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the Morse bond energy equation, three variables describe the bond behavior: (1) the equilibrium 

bond distance (ro,ij); which is the same as in the harmonic potential, (2) the width of the bond 

potential well (αij); which is close to 2.1 Å-1 and can be fitted to match the harmonic curve 

characterized by Kr,ij near equilibrium (αij is inversely proportional to width), and (3) the bond 

dissociation energy (Dij), which can be obtained from experimental data for thousands of bonds19-

22 or from quantum mechanical calculations.23 The width of the bond potential αij as well as Kr,ij, 

respectively, can also be adjusted by matching the wavenumber of bond vibrations obtained in MD 

simulations to experimental data from Infrared and Raman spectroscopy, as is performed in the 

validation of IFF.25 

The method for parameterizing Morse bonds was applied to seven bond types in this study 

(Figure 1d). The remaining parameters, i.e., non-reactive bonds, all angles, torsions, improper 

torsions (out-of-plane), charges, and LJ parameters, were retained from IFF or PCFF.26 The 

simplicity of the method enables users of non-reactive force fields such as PCFF, CVFF, 

CHARMM, OPLS-AA, AMBER, COMPASS, to quickly and easily develop Morse parameters 

for any given bonded pair. Also, the clean replacement of harmonic bonds by Morse bonds offers 

an accurate and interpretable description of mechanical bond dissociation without the need for 

complex fit parameters in a manner that has yet to be realized in reactive force fields.18, 27, 28 
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Figure 1. Concept of IFF-R. Substitution of non-reactive harmonic bond potentials in IFF for 

reactive Morse bond potentials leads to IFF-R, and similar modification of other harmonic force 

fields is feasible. (a) Bond energy vs. bond distance using the Morse potential in the MMMff (pink) 

and the equivalent harmonic bond potential in the harmonic force field (gray) for the example of 

a graphitic Car – Car bond. The Morse potential is tuned to fit the harmonic bond potential near 

equilibrium without changes in other parameters. (b) Equations and parameters in the harmonic 

bond potential and in the Morse bond energy. All three parameters in the Morse potential r0,ij, αij, 

and Dij can be obtained from experimental data. If r0,ij and Kr, ij are known from IFF or another 

parent force field, only Dij needs to be determined using additional information from experimental 

databases (refs. 19-22) or high-level quantum mechanical calculations. (c) Interpretation, sources, 

and examples of Morse bond parameters. Since the parameters correspond to experimental data, 

MMM involves no adjustable parameters, or only in a small range. (d) Table of Morse parameters 



10 
 

for selected bonds in IFF-R (above bold line) and PCFF-R (below bold line). New chemical bonds 

can be added and customized. Experimental data for r0,ij are from ref. 19. Experimental data for Dij 

are from refs. 19-22. Data for all carbon-carbon bonds additionally consider ref. 29, and the data for 

carbon-carbon bonds in graphite and carbon nanotubes also consider ref. 30 (DFT-based). The 

range of bond energies from refs. 19-22, 29 can be significantly narrowed down once the specific 

chemical environment of the bonds is specified (<3% uncertainty). 

 

2.2. IFF-R Morse Parameterization and Customizability. We considered a set of small 

organic monomers used in composites to examine details of bond dissociation (Figure 2). Bond 

dissociation simulations were performed on diethyltoluenediamine (DETDA) (Figure 2a, b) and 

4,4’-diaminodiphenylsulfone (4,4’-DDS), which are used to prepare polyurethanes, polyimides, 

epoxy resins, and CNT/epoxy composites (Figure 2c-f).31-33 The data for each type of bond shows 

differences between quantum methods whereby MP2 can be considered more accurate than DFT 

with B3LYP. In the bond energy profiles calculated with MP2 and DFT, the energies may diverge 

toward negative infinity at bond distances larger than 2.5 Å, hence the data is only shown for 

shorter distances (Figure 2). IFF-R and ReaxFF (ref. 34) simulations can be carried out for larger 

bond lengths (>2.5 Å). Data by ReaxFF looks similar to quantum mechanical results, although 

somewhat more irregular, and IFF-R curves were smoothly adjusted to approximate MP2 or DFT 

values (Figure 2a-f). We also note some differences relative to average C(ar)-C(ar), C-N, and C-S 

bond dissociation energies from the literature (Figure 1d).19-22, 29 These changes are related to 

substituent effects. 

Specifically, in the amino-substituted DETDA, a ~10 kcal/mol lower bond energy of the 

2,3 bonds (MP2 in Figure 2a) versus the 1,2 and 3,4 bonds (MP2 in Figure 2b) is seen. The 
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difference is related to more double bond character of the 3, 4 bonds and 1, 2 bonds compared to 

the 2, 3 bonds, consistent with an analysis of the resonance structures of DETDA (see Figure S1 

in the Supporting Information). An even larger difference is seen for the bonds in 4,4’-DDS, which 

experience a push-pull effect by the NH2 and SO2 groups in the 1, 4 positions (MP2 in Figure 2c, 

d). The 2,3 carbon-carbon bonds in 4,4’-DDS have almost full double bond character and are ~30 

kcal/mol stronger than the 1,2 and 3,4 bonds (Figure 1d), related to an electron distribution 

consistent with NH2(+)=C1(C5)-C2(H)=C3(H)-C4=SO2(C4’)(-).35 These effects can be 

considered in IFF-R as needed through the assignment of specific atom types (not shown here for 

simplicity). Substituent effects are less accessible and harder to modify in other reactive 

simulations such as with ReaxFF, which would require more complex reparameterizations 

(ReaxFF in Figure 2c, d). The MP2 bond scans and IFF-R representation also indicate different 

bond strengths for Car-S and Car-N bonds, e.g., which are only on the order of 75-85 kcal/mol for 

Car-S (Figure 2e) and 110 kcal/mol for Car-N (Figure 2f) in comparison to 120-170 for typical 

C(ar)-C(ar) bonds (Figure 2a-d). 
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Figure 2. Examples of bond scans. The dissociation of several bonds in two amine monomers 

(DETDA and 4,4’-DDS) was simulated using MP2, DFT (B3LYP), ReaxFF (ref. 34), and with the 

chosen IFF-R parameters. The red dashed lines represent the bonds that dissociated in each 

simulation. The horizontal blue line represents estimates of bond dissociation energies based on 

experimental studies (similar chemistry without exact substitution pattern, refs. 19-22, 29). The blue 

dashed curves demonstrate IFF-R customizability and represent alternative quantum method 

parameterization. (a, b) Dissociation curves of aromatic carbon-carbon bonds in DETDA in two 

different molecular planes. Bonds in plane (b) feature slightly higher double bond character and 

higher energy than in plane (a). (c, d) Dissociation of aromatic carbon-carbon bonds in 4-4’-DDS 

in two different planes. The 2, 3 bonds in (c) are stronger than the 1, 2 and 3,4 bonds in (d) due to 

due to push-pull effects from the polar substituents (NH2(+)=C1-C2=C3-C4=SO2(-)). Details are 

most clearly seen at the MP2 level (not specifically included in IFF-R here for simplicity). (e, f) 

Dissociation curve of the carbon-sulfur bond and carbon-nitrogen bonds in 4,4’-DDS. 
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In summary, IFF-R incorporates bond dissociation energies on the basis of verified 

experimental literature and high-level (e.g. MP2) quantum mechanical data (Figure 2a-f). Since 

all three parameters (r0, α, and D) can be conveniently obtained in good accuracy using extensive 

databases based experimental measurements,19-22, 29 IFF-R offers an interpretable set of 

parameters. The parameters can be further customized for any known pair of bonded atoms with 

the assistance of high-level quantum mechanical calculations to tune the α and D parameters so 

that the bond dissociation curve computed with IFF-R matches the quantum mechanical reference 

(see dashed IFF-R lines with different α values in Figure 2a-d). In this manner, specific details of 

electronic structure can be captured which is not easily afforded by other reactive molecular 

dynamics force fields. The analysis of specific chemical environments (substituents, nearby 

reactions) is recommended and can be incorporated in IFF-R as needed. It is also helpful to be 

aware of differences between “bond dissociation energies” that apply to a particular bond and are 

most suitable for IFF-R versus “average bond energies”, which are an average over the bond 

dissociation energies of all equivalent bonds in a molecule and usually differ from the energy 

required to break the first such bond. 

2.3. Applications of IFF-R and Similar Force Fields: Simulations of Stress-Strain 

Curves and Failure. Simulations of stress-strain curves are critical to determine how a material 

will perform when subjected to external forces. Here we focus on the Young’s modulus and 

uniaxial tensile strength, which are widely used to characterize a material’s mechanical 

performance. Hereby, Young’s modulus characterizes the material’s initial linear stress-strain 

response and the tensile strength is the stress at which the material critically fails (right hand side 

of Figure 3). Atomic-level deformations and the occurrence of bond scission upon failure can be 
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clearly seen, and a significant gain in computational speed relative to ReaxFF, which leads to 

similar results. More quantitatively, the stress-strain curves were compared to available 

experimental data or high-level quantum mechanical results (Figure 4). The agreement with the 

reference data is within 10% deviation for most mechanical property predictions, and often better 

than ReaxFF (Table 1). The ability of MMMff’s to predict and show realistic material failure for 

4 different classes of materials including ceramics (CNTs) (Figure 3a), polymers (PAN) (Figure 

3b), biopolymer (cellulose) (Figure 3c), and metals (iron) (Figure 3d) illustrates the viability to 

simulate bond breaking under large mechanical deformations. Furthermore, additional Morse bond 

parameterization for IFF-R is demonstrated through matching of Young’s Modulus and ultimate 

tensile strength calculations (when available) to experimental refs.36 or quantum calculations for 

the SWCNT (Figure 3a) and PAN crystal (Figure 3b) respectively. 
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Figure 3. Responses of different materials to applied stress during MD simulation with IFF-R 

(PCFF-R in case of cellulose). Snapshots are shown at the initial timestep, near the middle of the 

tensile simulation, and at failure. (a) A single-walled carbon nanotube (SWCNT) with a diameter 

of 1 nm, (b) a syndiotactic poly(acrylonitrile) (PAN) crystal, (c) a cellulose Iβ crystal (ref. 37), and 

(d) a crystal of γ-iron. (e) Snapshots at failure with ReaxFF (refs. 38-40) for the same systems. The 

average computational efficiency is indicated on the right-hand side in nanoseconds per day and 

CPU core, assuming 1 fs time steps. Accordingly, MMMff simulations can be up to 50x’s faster 

than ReaxFF when using a timestep as low as 0.5 fs. It is also possible to increase the time step in 

IFF-R to 2 fs and higher, including constraints on H atoms and π electrons, if present, which 

enables further increases up to 100x relative to ReaxFF. 



16 
 

 

The replacement of harmonic potentials with Morse bond-stretching potentials in IFF-R 

and other modified force fields is thus a suitable approach for modeling bond scission. The carbon 

nanotube and γ-iron show relatively smooth cleavage planes (Figure 3a, d and Figure 4a, b, e). The 

mechanical failure of the polymers is shown to initiate from breaking of load-bearing bonds in 

single polymer chains (Figure 3b, c). However, at the moment of bond scission, the atoms of the 

broken polymer bonds absorbed the released energy in the form of kinetic energy with high 

velocities that hamper the effective integration of the equations of motion in LAMMPS for the 

time steps utilized. This caused the simulations to cease for bulk polymeric materials before all 

polymer chains would be dissociated, corresponding to failure of the entire bulk polymer model. 

These shortcomings could be addressed by selecting a time step of 0.1 fs and limiting atomic 

movement. Such modifications are not needed to compute the tensile modulus and only 

recommended to analyze the tensile strength. There is some uncertainty when computing the 

failure mechanism until scission of all possible bonds, past reaching the tensile strength in this 

manner, since the material behavior after failure is not fully described. Despite this, the ultimate 

strength can be determined (Figure 4b,c), and a more comprehensive computational method to 

address the issue of bulk polymeric failure is under investigation.  

The results show that the parameters developed for IFF-R and PCFF-R can be utilized for 

simulating accurate stress-strain curves for a broad range of material systems without the need for 

highly specialized parameter training (Figure 4). 



17 
 

 

Figure 4 Stress-strain curves under uniaxial tensile strain using IFF-R, PCFF-R, and ReaxFF 

parameter sets. When available, the experimentally determined tensile strengths (or high-level 

theory estimates) are shown as horizontal lines. (a, b) SWCNT of 1 nm diameter and comparison 

to simulations with ReaxFF (refs. 38, 39, 41-43). IFF-R yields one well-defined result whereas ReaxFF 

offers at least 5 different parameter sets that have more than 50% variation in strength, ductility, 

and curve shape (b).  (c) Syndiotactic, crystalline polyacrylonitrile (PAN). (d) Crystalline Iβ 

cellulose. (e) γ-iron. The material at failure using MMMff’s (and ref. 38 in (b)) are shown in the 

top right corner of each of the stress-strain plots. MMMff’s perform very well in comparison to 

experiment and shows lower ambiguity and deviation relative to ReaxFF, which is particularly 

important for composite materials. 

 

The IFF-R parameters for SWCNTs were tuned by incrementally increasing the α Morse 

bond parameter until the predicted failure strength and Young’s Modulus of the SWCNTs closely 
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matched that of experimental and theoretical studies (Figure 4a).36, 44-46 The Damirchi parameters 

(ref. 39)  predict that there should be some initial CNT yielding around 0.01 strain. This is not usual 

for SWCNT with a diameter of 1 nm and could be due to the Damirchi parameters being optimized 

for flattened CNTs.39 It is also shown that material response can vary widely depending on the 

ReaxFF parameter set used (Figure 4b). The abundance of available ReaxFF parameters makes it 

difficult to determine which set of parameters, if any, will produce the most reliable property 

predictions for a given material. In addition, a ReaxFF uses only one atom type for each element 

and the user is required to specify only one parameter set for carbon atoms, for example, which 

would lead to discrepancies in a composite material with multiple components (e.g. containing 

CNT, PAN, and cellulose) (Figure 4c, d). IFF-R overcomes this limitation as every compound or 

groups thereof are separately and flexibly parameterized. 

For 100% crystalline PAN (Figure 4c), we have no certain reference data for the failure 

strength, however, elastic constants could be estimated using the Cambridge Serial Total Energy 

Package (CASTEP) program (Table 1).47 IFF-R parameters for the C-C single bond did not need 

to be tuned from the general MMM, such that the mechanical property predictions match that of 

the CASTEP reference. It is shown that the Young’s Modulus of PAN using IFF-R is within 10% 

deviation to that of the CASTEP predictions (Table 1). Both the Liu and Damirchi ReaxFF 

parameters demonstrate similar PAN mechanical behavior but have greater deviation from the 

CASTEP predictions. All methods used show a brittle fracture of the PAN crystal which is 

expected.  

For crystalline Iβ cellulose (Figure 4d), the PCFF-R and Liu parameters (ref. 38) have 

strengths in the range of the experimental values while the Damirchi parameter set predicts a 

significantly higher strength. The Damirchi parameters also demonstrate some yielding around 
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0.08 strain, which one would not expect from a 100% crystalline polymer material. This could be 

because the Damirchi parameters could not be used with the low-gradient correction for long-range 

London Dispersion forces developed by Liu et al., which may influence the effect of hydrogen 

bonding in cellulose, and ultimately cellulose’s mechanical performance.38, 39  

For the γ-iron crystal, which was modeled after the primary lattice structure of austenitic 

stainless steel (Figure 4d), the IFF-R parameters provide predictions for the failure strength close 

to experimental values, and demonstrate the characteristic yielding of metals.9 The Islam ReaxFF 

parameter set (ref. 48) has a much higher, unrealistic failure strength and yield behavior. The poor 

strength prediction by ReaxFF parameters could be related to lack of specialized training for the 

tensile simulation of γ-iron, however, it is difficult for a user to find documentation and the many 

parameters have no clear physical interpretation.  
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Table 1. Comparison of Young’s Modulus and the tensile strength for different materials classes 

using experimental measurements, molecular dynamics simulation with IFF-R, MMMff’s and 

ReaxFF. The systems include a SWCNT of 1 nm diameter (ceramic), crystalline syndiotactic PAN, 

and crystalline Iβ cellulose (polymers), and γ-iron (metal).  

 SWCNT PAN Cellulose (PCFF-R) γ-Iron (111) 

 
Modulus 

(GPa) 

Strength 

(GPa) 

Modulus 

(GPa) 

Strength 

(GPa) 

Modulus 

(GPa) 

Strength 

(GPa) 

Modulus 

(GPa) 

Strength 

(GPa) 

Experiment 
1007 ± 

118
a
 

121.6 ± 

22
a
 

172 

(DFT) 
N/A 

150 ± 

5.049 
4-1050 

210 ± 

1051 

13.1 ± 

1.552 

IFF-R 
(PCFF-R)  

1001 ± 

3.0 

115 ± 

1.5 

179 ± 

8.0 
17 ± 2.0 

118.9 ± 

4.0 

11.6 ± 

1.25 

137 ± 

2.3 
17 ± 0.8 

ReaxFFb 
752 ± 

2.0 

173 ± 

2.0 

198 ± 

6.0 
22 ± 2.0 

121.4 ± 

3.9 

12.9 ± 

2.0 

4627 ± 

5.0 
35 ± 5.0 

 

a  From tensile testing of a 2.1 nm CNT using a micro/nanoscale material testing system.36 

b Using parameters set from Liu et al.38 Values may change for a different parameter set. 

Experimental results for γ-iron are similar to the mechanical properties of steel. 

 

For many of the simulated materials, the IFF-R parameters predict strengths within the 

standard error of the experimentally determined values (Table 1). However, the predicted modulus 

values for γ-iron and cellulose using the PCFF-R parameters deviated greater than 20% from what 

is experimentally determined. These deviations are a result of opportunities to improve the 

parameters (especially cellulose in PCFF), as well as inherent limitation of models (Table 1). The 
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optimization of non-bonded parameters for cellulose and new models with virtual electrons for 

iron are beyond the scope of this work and not critical to demonstrate the value of IFF-R to simulate 

bond dissociation and broad applicability. Also, it has been shown that 12-6 Lennard-Jones (LJ) 

models (CVFF, AMBER, CHARMM, OPS-AA, DREIDING) on average demonstrate improved 

Young’s Modulus predictions over the 9-6 LJ equivalents for metals.9 We recommend using 

IFF/IFF-R 12-6 LJ models when tensile properties of metals are desired. In this case, also no 

definition of Morse bonds is required due to simplicity of the LJ potential.  

2.4. Compatibility and Transferability. For the function of IFF-R and similar force fields 

with reactive extensions, it is important to retain and validate the modularity of bond potentials. 

We find that the replacement of the harmonic bond potentials in IFF with the Morse bond potentials 

in IFF-R, as described earlier, enables bond dissociation without losing the accuracy of the key 

physical, chemical, and interfacial property predictions in IFF (Table 2) for propionitrile (similar 

parameters as PAN) and graphite (similar parameters as CNT). Accordingly, the density and lattice 

parameters, as well as the vaporization energy of propionitrile and of glucose (using PCFF-R), and 

the surface energy of graphite using IFF-R remain the same as in IFF (or PCFF-R) within the 

statistical errors from the simulation (at least 2 ns). The density and the lattice parameters represent 

a quality check for reproducing the structures correctly. The surface or vaporization energies, 

respectively, represent a quality check on the energies, altogether validating the function of a 

Hamiltonian to accurately predict structures and energies. The lattice parameters are comparable 

between IFF and IFF-R, but not always matching the experimental references (Table 2). Hereby, 

the parameters for glucose were used as provided in PCFF with some improvements, and do not 

apply IFF standards for validation.  
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Accordingly, IFF and IFF-R predict a few percent higher propionitrile density, yet 

essentially the same values. Both force fields also show propionitrile vaporization energies within 

the range of experimental error and numerically very close values. For the glucose crystal, the 

lattice parameters provide a trend toward shrinking a and b parameters, and an expanding c 

parameter for PCFF and PCFF-R. Both force fields predict glucose crystal densities comparable 

to experiment, and again the same values. The vaporization energies (sublimation energies) are in 

reasonably good agreement. However, to thoroughly reproduce experimental data and IFF/IFF-R 

standards, PCFF parameters for glucose would need a major overhaul. For example, charges need 

to be reassigned along with more interpretable bonded and nonbonded parameters, potentially 

including stereoelectronic effects at the C1 carbon atoms. At this stage, new charge assignments 

were used (see Supporting Information) to avoid drastic differences in computed vaporization 

energy from the experimental reference. The predicted lattice parameters of graphite using IFF and 

IFF-R match experimental reference values, and the surface energy calculations for this material 

are nearly equivalent, as a result full validation in IFF format. 

 

Table 2. Comparison of lattice parameters and surface (or vaporization) energies from 

experimental references and computational results using IFF and IFF-R. Equilibrium densities are 

given for liquid propionitrile, crystalline glucose, and bulk graphite. The lattice parameters for the 

glucose crystal and bulk graphite material are listed. The vaporization energy for propionitrile was 
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calculated with IFF/IFF-R parameters, while for glucose PCFF/PCFF-R parameters were utilized 

given. The surface energy of graphite was calculated using IFF and IFF-R. 

Material 

 
Lattice parameters (nm) 

Density 

(g/cm3) 

Vaporization 

energy (V) 

(kJ/mol) or 

surface energy 

(S) (mJ/m2) 

a, b, c  α, β, γ 

Propionitrile 

Expt 

N/A  

0.683 36.1 ± 1.6 (V) 

IFF 0.72 38.0 ± 2.0 

IFF-R 0.725 37.6  ±  2.5 

Graphite 

Expt 0.246, 0.426, 0.680 90°, 90°, 90° 2.26 186 ± 2.0 (S) 

IFF 0.247, 0.428, 0.675 89°, 90°, 90° 2.24 186 ± 5.0 

IFF-R 0.247, 0.428, 0.676 88°, 93°, 90° 2.23 188 ± 2.4 

α-D-glucose  

Expt 1.036, 1.483, 0.493 90°, 90°, 90° 1.56 181 ± 5.0 (V) 

PCFF 0.912, 1.268, 0.670 90°, 90°, 90° 1.54 178 ± 6.0 

PCFF-

R 
0.912, 1.267, 0.670 90°, 90°, 90° 1.55 178 ± 8.0 

 

 

Another helpful comparison concerns the performance of IFF-R versus ReaxFF (Table 3). 

Hereby, energy differences are compared in the form of surface energies and vaporization energies, 

which are the basis for most thermodynamic properties as well as for mechanical properties, which 
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consist of derivatives of energy differences as a function of coordinate. The IFF-R parameters 

reproduce the surface energies and vaporization energies for the four materials with less than 5% 

deviation. For the graphitic materials modeled with virtual π-electrons, results for the surface energy 

were obtained within the standard deviation of the experimental reference values.53-55 The deviations 

using ReaxFF are typically much higher, up to more than a factor ten. Hereby, the ReaxFF graphite 

structure was simulated using Liu et al ReaxFF parameters which do not include virtual π-electrons.38 

For the (111) γ-iron surface both the IFF-R and ReaxFF parameters reproduce experimental surface 

energy values with less than 2% deviation.56-58 However, we note here that the ReaxFF parameters 

used for this simulation were different from those used in the tensile simulation (Figure 4e and Table 

1). The Aryanpour ReaxFF parameters would deviate greater than 200% from the experimental 

reference, and therefore the Shin et al ReaxFF parameters were utilized here to calculate the surface 

energy of iron.59 These differences also demonstrate that when the same ReaxFF parameter set is used 

for iron, some large deviation (order of 100%) in either surface properties or mechanical properties is 

inevitable, which is not the case with IFF and IFF-R. Both Liu and Damirichi ReaxFF parameter sets 

were used for the enthalpy calculations of propionitrile and glucose, however, only the Liu parameters 

are shown. Since only the Liu parameters could be calculated with the low-gradient van-der-Waals 

correction, they were determined to be a better comparison for non-bonded properties. The Damirchi 

results for the non-bonded property predictions can be found in the supporting information. The IFF-

R parameter set reproduces experimental data for the vaporization energy of propionitrile and the 

modified PCFF-R parameters roughly the enthalpy of sublimation of glucose with uncertainties 

<5%.38, 60-63 The parameters for propionitrile were modified to meet IFF and IFF-R standards. 
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Table 3. Comparison surface energies and vaporization energies for the 4 types of compounds, 

respectively, computed by IFF-R and ReaxFF relative to experimental reference values. The 

computed surface energies of high-melting solids (iron and graphite), vaporization energies of 

liquids (propionitrile) and sublimation energies of molecular solids (glucose) characterize the 

ability to predict interfacial properties.  

a The Shin et al ReaxFF parameters were used to calculate the surface energy of iron.59 The Aryanpour 

et al ReaxFF parameter set would incur 200% deviation, leaving quite different choices to the user. 

 

2.5. Advances in Use of Morse Potentials. Morse potentials have been offered in earlier 

force fields such as in CVFF.64 However, then the functionality has not been widely used due to 

lack of accuracy and transferability. IFF-R increases the accuracy of key surface, interface, and 

mechanical properties by 10 to 100 times, which combined with the availability of orders of 

Material Experiment IFF-R 
Deviation 

(%) 
ReaxFF 

Deviation 

(%) 

Surface energy (mJ/m2) 

Graphite 186 ± 2.0 188 ± 2.4 1.1 242 ± 2.5 30.1 

γ-Iron (111)       2410 ± 12.0 2430 ± 7.0 0.8 2376 ± 8.0a 1.4 

Vaporization energy of monomer (kJ/mol) 

Propionitrile 

(PAN repeat unit) 
36.1 ± 1.6 37.6 ± 2.5 4.4 49 ± 4.0 36 

Glucose 

(Cellulose monomer) 
181.7 ± 5.0 178 ± 8.0 1.7 173 ± 10 4.4 
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magnitude higher computing power today, enables the use of Morse potentials to solve new 

problems in materials and biopolymer interfaces such as bond breaking and computation of reliable 

stress-strain curves in complex systems. We also demonstrate the compatibility and integration of 

Morse potentials into existing parameters for inorganic and organic compounds. Clean 

replacements are possible, and it is an advantage that not all bonds require a Morse potential as 

previously assumed. Therefore, existing harmonic bond energy and new Morse bond energy 

functions can be used side-by-side, enabling transferability, customization, and accurate 

integration of major aspects of the electronic structure. Hereby, IFF-R can rely on generic bond 

energies for rapid tests, however, IFF-R can incorporate specific bond energies from high-level 

QM calculations that accurately account for local conjugation, stereo-electronic, and substituent 

effects with relatively little effort and full interpretability. Such opportunities are not available by 

other reactive MD protocols (e.g. ReaxFF), which involve highly empirical and complex energy 

expressions and take up to ~50 times more simulation time. 

  

3. Conclusion 

We introduce an effective method to replace nonreactive harmonic bond potentials with reactive 

Morse bond potentials in the Interface force field and in other typical harmonic force fields that 

then allow the simulation of bond breaking. We illustrate that this modification is rather easy to 

implement, does not require adjustments of other force field parameters when done correctly, that 

this method can be used to predict accurate stress-strain curves, tensile strengths, and moduli for 

different classes of materials. The similarity between IFF and IFF-R surface energy and enthalpy 

calculations verifies that this method retains accurate physical, chemical, and interfacial property 

predictions of the IFF parameters without the need for further parameter adjustments.  The bond 
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parameters can be further enhanced by using results of local high-level quantum mechanical 

methods, such as precise bond dissociation curves, in a parameter-passing approach. This approach 

enables the creation of a reactive all-atom IFF-R force field with interpretable parameters, 

maintaining the same standards as IFF and validation by available experimental data. IFF-R is 

shown to be a convenient, computationally more efficient alternative to existing state-of-the-art 

reactive force fields such as ReaxFF. With the IFF-R parameter set, dependable and accurate large 

deformation material predictions can be made for organic and inorganic compounds, often more 

reliable than ReaxFF and directly applicable to complex multi-phase materials using one singular 

parameter set. The approach for introducing bond dissociation provides a foundation to extend this 

concept to a limitless number of bonded pairs. The efficiency and interpretability of IFF-R can 

also be utilized to create rather realistic data sets for machine learning platforms. 

 

4. Computational Methods 

The following simulation setup applies to all simulations unless otherwise stated. All material 

structures were built using Materials Studio v7.0.65 The molecular dynamics simulations were 

performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS). At 

the outset, the systems were subjected to energy minimization for up to 10,000 steps with an energy 

tolerance of 10-4 and a force tolerance of 10-6 kcal/(molÅ). Subsequent molecular dynamics 

simulations with IFF or IFF-R used the PPPM K-space solver with a relative energy tolerance of 

10-4 for Coulomb interactions and a short-range cutoff at 8.0 Å. The summation of Lennard-Jones 

interactions (van der Waals interactions) was carried out with a spherical cutoff at 12.0 Å. The 

materials were simulated at a temperature of 298.15 K using the Nose-Hoover thermostat and 

barostat, and temperature dampening within 100.0 timesteps in the NPT ensemble or NVT 
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ensemble. The NPT ensemble was used for equilibration of crystal structures and to obtain 

enthalpy values for bulk materials. The NVT ensemble was used for the tensile simulations and to 

obtain the enthalpies for materials in the vapor phase. Initial atomic velocities were set using a 

Gaussian distribution.   

4.1. Bond Scans. The bond dissociation simulations using molecular dynamics were 

performed by building multiple atomic structures in Materials Studio v7.0 in which the specified 

bond between atoms i and j started at 1.0 Å bond distance (r), then incrementally increased by 0.1 

Å until rij reached 4.0 Å. Each molecule was aligned in the x-y plane and the bonds between atoms 

i and j were aligned  with the x-axis of the simulation cell, in order to easily increase the interatomic 

distance of atoms i and j. In total, we utilized 31 structures of the same molecule, each with a 

different bond length. At each bond distance, all atoms were frozen except for the atoms i and j 

involved in the bond to be dissociated. A geometry optimization (= energy minimization) was then 

performed using LAMMPS to obtain the respective energy. The energy from each molecule was 

then plotted vs the bond distance. The α parameter and the bond dissociation energy D could then 

be tuned to match the MP2 or DFT results (Figure 2). 

The quantum mechanical simulations were performed using the Gaussian 2016 software 

package.66 The bond dissociation energies given by IFF-R and the ReaxFF parameter set 

developed by Singh et al. (ref. 34) were compared to two methods of quantum mechanical 

calculations, DFT(B3LYP) and 2nd order Møller–Plesset perturbation theory (MP2). The spin-

polarized calculations were performed using the Hartree-Fock theory together with  MP2 and the 

B3LYP gradient-corrected hybrid DFT.67, 68 The standard split-valence polarized double-zeta basis 

sets 6-31G (d, p) was used for both DFT and MP2 calculations.69 For quantum mechanical 

predictions, the fully-optimized molecular geometry was used to investigate the bond-breaking 
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process in which the bond length  between atoms i and j were varied while freezing the remaining 

bonds in each molecule. These simulations were performed in vacuum at 0 K. The bond energy 

from each morphology was plotted vs bond distance to inform IFF-R and compare with ReaxFF 

predictions. 

4.2. Simulation of Tensile Modulus and Strength. Molecular dynamics simulations of 

tensile loads simulations were performed by assigning Morse parameters to the bonds that 

experience uniaxial stress in the direction of deformation and were considered the relatively 

weakest according to their bond dissociation energies (for example, carbon-carbon single bonds). 

All other bonds were still assigned harmonic bond potentials. The Morse parameters for Car-Car 

partial double bonds were used for graphite and CNTs, the Morse parameters for C-C single bonds 

were used for PAN crystal, and no Morse bond parameters were needed for iron which does not 

involve bonded terms (only Lennard-Jones potentials). Morse bond parameters for cellulose 

included C-C single-bonds and C-O single bonds. The NVT ensemble was employed for the tensile 

simulations. During the simulation of tensile stress, the simulation box was expanded in the axial 

direction at a rate of 2·10-7 engineering strain every 10 timesteps. Each timestep was 0.5 

femtoseconds and the simulations were run until material failure.  

To calculate the Young’s modulus (Table 1), the difference in the stress component 

associated with the axis of deformation was calculated at each timestep. For the stress calculation 

of the SWCNT simulation, the stress was normalized to account for cross-sectional area of the 

CNT and neglect the large amount of vacuum in the simulation box. The normalized area (in nm) 

was calculated using the equation A = N(π(r+0.19)2), where N is the number of CNTs and r is the 

initial radius of the CNT with the addition of a van-der-Waals correction of 0.19 nm (half of the 

graphite layer spacing). The strain was calculated by enumerating the change in box dimension 
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with respect to the original box dimension. The Young’s modulus was calculated by applying a 

best fit line on the linear stress-strain response of the material (e.g. between 0.000 to 0.010 strain).  

The tensile strength was defined as the maximum stress before material failure. 

For comparison, the SWCNT, PAN crystal, and cellulose Iβ crystal the tensile simulations 

were also run using a ReaxFF parameter set developed by Liu et al., and a ReaxFF parameter set 

developed by Damirchi et al (Figure 4a-c).  We note that the ReaxFF parameter sets used were not 

optimized for the simulated systems, however, they were chosen because of their capability of 

simulating systems containing carbon, hydrogen, oxygen, and nitrogen simultaneously.38, 63 The 

ReaxFF parameter set used to compare the iron tensile simulation was developed by Islam et al for 

analyzing hydrogen embrittlement in pure and defective iron and may not accurately capture the 

phenomenon of tensile failure of a pure iron crystal.48 However, the Islam ReaxFF parameters 

appeared to be the currently most relevant for the iron tensile simulation tests. 

4.3. Surface Energy of Graphite and γ-Iron (1 1 1). To calculate the surface energy of 

graphite, a bulk graphitic structure was created with lattice parameters a = 1.476 nm, b = 1.2874 

nm, c = 4.08 nm, and α=β=γ=90°. The spacing between graphitic layers was 0.3685 nm, so that 

the density of the structure was calculated to be 2.164 g/cm3. A molecular dynamics simulation in 

the NPT ensemble was performed at 298 K and the equilibrated average total energy over 1 

nanosecond was recorded, represented by Ebulk (eq 3). The equilibrated unit cell dimensions were 

noted and used to generate a new graphitic structure that had 12 nm of vacuum space between two 

graphitic slabs of equal dimensions, effectively creating two new graphitic surfaces. A subsequent 

MD simulation in the NPT ensemble was used to compute the average total energy of this system 

over 1 nanosecond, represented by Eslab (eq 3). From the energies of these two types of graphitic 

systems, the surface energy of graphite was determined using eq 3. 



31 
 

                              𝛾𝛾 = 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−𝐸𝐸𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
2 𝑥𝑥 𝐴𝐴

        (2) 

A similar procedure was used to find the surface energy of the (111) γ-iron surface. The 

bulk γ-iron lattice parameters were defined as a = 1.76505 nm, b = 2.1837 nm, c = 1.85295 nm, 

and α=β=γ=90°.  A slab was created in which the two equal-dimension γ-iron slabs were separated 

by 10 nm of vacuum space, and subsequent average energies from MD simulations were used to 

calculate the surface energy. 

4.4. Calculation of Enthalpy of Vaporization and Sublimation of Molecules and 

Polymers. The enthalpy of vaporization of propionitrile and enthalpy of sublimation of α-D-

glucose were calculated to validate the reproduction of energies for PAN and cellulose Iβ, 

respectively, by the IFF-R Hamiltonian. The procedure involved creating liquid and gaseous 

simulation cells for the propionitrile, and a crystal and gaseous simulation cell for α-D-glucose. 

The liquid propionitrile lattice dimensions were defined such that 108 propionitrile molecules fit 

into an orthogonal unit cell with dimensions a = 24.6 Å, b = 24.0 Å, and c = 24.48 Å. The given 

dimensions reproduced propionitrile’s experimentally determined density of 0.683 g/cm3. The 

vapor structure was an orthogonal simulation cell with lattice dimensions of a=b=c= 630 Å and 

contained 20 propionitrile molecules.  

The purpose of creating a large simulation cell was to make it unlikely for any of the 

molecules to interact with each other during the simulation. A model of the crystal structure of α-

D-glucose was created using unit cell dimensions measured by McDonald et al.70 The final 

supercell of crystalline α-D-glucose used contained 64 glucose molecules and had lattice 

parameters of a = 18.58 Å, b = 25.30 Å, c = 26.80 Å. The simulation cell for α-D-glucose in the 

vapor phase contained 20 glucose molecules and had lattice parameters of a = b = c = 1000 Å. MD 
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simulations of liquid propionitrile and glucose crystals were run for 1 nanosecond (following 

longer initial equilibration) using the NPT ensemble. The vapor simulations were run for 1 

nanosecond using the NVT ensemble. Equation 3 was used to calculate enthalpy for each material. 

∆ℎ𝑣𝑣,𝑠𝑠 =  〈𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣〉 − 〈𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙,𝑐𝑐𝑐𝑐𝑐𝑐〉 + 𝑅𝑅𝑅𝑅        (3) 

In eq. 3, Δhv,s is enthalpy of vaporization or sublimation depending on the material, Evap is the 

average molecular energy of the vapor simulation, Eliq,cry is the average molecular energy of the 

liquid or crystal simulation, and RT is the gas constant 8.314 J/mol multiplied by the simulation 

temperature (Table 2). All values were normalized per one mol of molecules. 

4.5. Uncertainties and Limitations. Using the Morse bond parameters to dissociate bonds 

is a key first step to visualize and thermodynamically analyze failure in materials. It does not yet 

provide an adequate means of visualizing failure of polymers after initial bond dissociation using, 

for example, LAMMPS. There are workarounds to visualize complete bond dissociation in a 

polymer network and single polymer chains. However, we recommended a more comprehensive 

solution in the future that includes bond cutoffs, potentially the normalization of the Morse bond 

energy after dissociation to zero, as well as provisions for the formation of bonds, or reconstruction 

of chemical bonds. Clearly, such additions will increase the complexity of simulation algorithms 

yet are likely to add outstanding value. 

Using an existing curve of harmonic bond energy vs bond distance, plus a target value for 

the bond dissociation energy is a good path to parameterize a new Morse bond potential. We 

recommend to use highly accurate experimental data and only high-level quantum mechanical 

methods, e.g., at least MP2, CCSD, and not plain DFT. Matching computed mechanical properties 

to experimental reference data can also help optimize Morse parameters for a specific chemical 
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species, if the composition and crystallinity are well-defined and accurately known. In addition, 

non-bonded forces may play an important role in the mechanical performance of some materials, 

for example, hydrogen bonding in cellulose and Kevlar. Artificially increasing the stiffness of a 

bond, for example by increasing the α parameter, to match an experimentally determined Young’s 

modulus and the ultimate strength can thus be a pitfall and could create non-physical Morse bond 

parameters. The definition via equilibrium bond length, vibration spectra, and accurate bond 

dissociation energies can be considered failsafe. 

 During the Morse bond parameterization, we observed that discrepancies in bonded 

parameters and in nonbonded parameters (charges, LJ parameters) in several existing parent force 

fields were not suitable for reproducing experimentally determined material properties (e.g. 

cellulose and glucose in PCFF). Such issues are avoided across the periodic table by following IFF 

protocol, which builds on complete physical interpretation and transferability. In particular, for 

systems with mechanical properties governed significantly by hydrogen bonding interactions it is 

strongly encouraged to ensure that bond parameters, angle parameters, torsions, charges, and LJ 

parameters can be reasonably validated and are capable to reproduce material properties in 

agreement with experimental or high-level quantum mechanical data (i.e. IFF standards) before 

developing Morse bond parameters (e.g., IFF-R). We also note that quantum mechanical 

simulations, especially at the DFT level, can have high errors, and should be avoided whenever 

reproducible experimental information is available. 

4.5. Availability of Tutorials and Code. A first tutorial explaining the concept of IFF-R 

and initial examples including code has been available on our website since January 2020 

(https://bionanostructures.com/interface-md/). 

 

https://bionanostructures.com/interface-md/
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Supporting Information 

 

 

Figure S1. Resonance structures of DETDA, showing increasing double bond character in the 

order 2, 3 < 1, 2 < 3, 4. 
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Figure S2. (a, b) Glucose and propionitrile structures with atom types (force field types) indicated. 

The model of propionitrile also lists the charges on the carbon backbone. (c) Table of force field 

types, atomic charges, and non-bond parameters. The parameters for propionitrile are IFF-R and 

the parameters for glucose are PCFF-R including updated atomic charges. 

Atom type 9-6 Lennard-Jones potential Atomic charge (e) 

Sigma Epsilon 

ho 1.098 0.013 0.45 

hc 2.7 0.02 0.03 

oh 3.4 0.28 -0.7 

oc 3.4 0.18 -0.5 

coh 4.0 0.05 0.47 

c1 4.0 0.06 0.22 

c2 4.0 0.06 0.19 

hac 3.0 0.02 0.03 

cac 4.0 0.06 -0.09/0.30 

cac2 4.0 0.05 0.35 

nac 4.1 0.24 -0.71 

a b 

c 


